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Abstract 
Dynamical behavior of bursting and reverberation in a cultured network contains important information on its con-
nectivity or topology. Since the structural properties of a network is usually harder to measure directly, it is desira-
ble to recover this information through analysis of the measured dynamics of the network. To understand the rela-
tionship between structure and dynamics in a neuronal network, we modify an electrophysiological model of spik-
ing neurons, capable of producing reverberatory bursts that closely resemble what have been observed in 
cultures, and apply it to networks of different topologies ranging from scale-free to random networks with narrow 
degree distribution. By varying parameters controlling the excitability of neurons and efficacy of synapses while 
preserving the time ratio between the bursting and resting states, we show that the two factors compensate each 
other well only for networks of narrow degree distribution. For these networks, the reverberation remains clearly 
evident for the entire parameter range considered. For networks of broad degree distribution such as scale-free 
networks, the mean burst period varies significantly with the parameters, while the reverberation, if exists, is only 
evident for a limit range of the parameter space. 

1 Backround 
Population bursts are coordinated neuronal activi-

ties that can last for seconds in cultures. They are im-
portant dynamic behavior of neuronal networks that 
are relevant in various neural functions and develop-
ment [5]. Within these bursts, reverberation can occur 
as repeated peaking episodes of neural activity level 
that are separated by quiet intervals in the order of 
hundred milliseconds [2]. While these types of dy-
namic behavior of cultured neuronal networks can 
easily be obtained with MEA recording, sorting out 
their structural properties can still take up significant 
efforts event with recent advances in imagining tech-
nology [3]. To understand the mechanism behind the 
reverberatory population bursts, computer model of 
electrophysiological interactions and neural transmis-
sion has been successful constructed to produce dy-
namics in silico very similar to observation in vitro 
using physiologically meaningful parameters [7]. 
While the network considered in [7] is a simple ran-
dom network with narrow degree distribution, recent 
study on evolution of core patterns in the dynamics of 
cultured neurons suggests that scale-free functional 
structures can emerge as the networks mature [6]. Al-
so development in the theory of neuronal avalanches 
has suggested that critical states with a power law dis-
tribution of activity sizes can be optimal for infor-
mation processing [1]. It is therefore of interest to 
know the impact of underlying network topologies, 
such as scale-free or random, can have on the bursting 
dynamics. 

Fig. 1. Network topologies considered in the simulations. 

2 Methods 
In the current study, we modify and implement 

the neuronal network model as described in [7] and 
apply it to networks of different topologies, from 
scale-free networks generated using algorithm de-
scribed in [4] to random network similar to that used 
in [7], as shown in Fig. 1. For a physiological realistic 
model, there are 30 parameters in the implementation, 
of which all but two, background current and mean 
synaptic weight, are fixed with reasonable values sim-
ilar to those in [7]. The bursting and resting states of 
the networks are defined with a hysteretic criteria on 
the number of distinct spiking neurons within a 200ms 
time window. To compare different networks under 
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different conditions, we adopt a functional criteria re-
quiring a 1-to-3 ratio between the time for the system 
to stay in the bursting and resting states. For a given 
background current, we adjust the mean synaptic 
weight of a network in the simulations until the 1-to-3 
ratio is achieved. We then record the spike times for 
over a thousand bursts to find the mean burst duration 
and calculate the time histogram with 4ms-bin to 
characterize the reverberation. 

Fig. 2. Bursting behavior for networks shown in Fig. 1 different 
background current. The horizontal axes are in milliseconds while 
the vertical axes are in number of spikes within 4ms sliding bin. 

3 Results 
The bursting behavior are shown in Fig. 2, where 

the reverberation is most evident in network C, D for 
the entire current range and in network B for interme-
diate background current. The scale-free network A 
seldom goes quiet between peaks of activity level dur-
ing a burst. Generally, we see less synchrony for the 
firing of spikes for higher background current (or cor-
respondingly, lower mean synaptic weight). 

The average burst durations for different net-
works as functions of background current are shown 
in Fig. 3. We see the burst durations vary strongly 
with background current for scale-free network A and 
network B, which has a broad degree distribution. On 
the other hand, the duration is more robust for net-
works C and D with narrower degree distributions. 

For the two model parameters we choose to vary, 
background current controls the excitability of the 
neurons while the mean synaptic weight represents the 
efficacy of the synapses. We verify that to maintain a 
functional requirement of a network (the 1-to-3 duty 
ratio for the current study), an increase in background 
current should be compensated by a decrease in mean 
synaptic weight. However, such a variation can impact 
other functional characteristics of the network, such 
as, the burst duration and the reverberation behavior. 
Our result showed that they are related to the topology 
of the networks and tend to be stronger for scale-free 

or network with a broad degree distribution and mild-
er for random network with a narrow degree distribu-
tion. 

Fig. 3. Average burst duration as functions of background current 
for different networks. 

4 Conclusions 
In the current study, we show how the topology 

of a network can influence its dynamic properties. 
With typically many system factors or parameters in-
volved in producing dynamics, one can imagine that 
there will be a right combination for a different net-
work topology to produce similar dynamics. Under 
such a situation, we show that characters related to the 
topology of the network can be revealed by a variation 
to the operation condition and assess the change to its 
dynamic behavior. Furthermore, we also learn that the 
equivalence between neuronal excitability and synap-
tic efficacy can be better expected if the network has a 
narrow degree distribution. For networks with scale-
free topology, one should not expect to counter the 
effect of heightened neuronal excitability by a medi-
cine that reduces the efficacy of synaptic transmission. 
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Abstract 
Multichannel recording of cell cultures coupled to microelectrode arrays (MEAs) are a widespread approach to 
study electrophysiological properties of developing and mature neuronal networks. Spike detection however is still 
a crucial point, especially if three-dimensional (3D) in vitro systems are employed. 3D cultures are considered to 
increase the physiological relevance of in vitro studies, but their 3D architecture results in complex cell-electrode-
configurations and enhanced cell densities around the electrodes. Hence a higher number of cellular signals with 
partly weak amplitudes participate in the recordings and common threshold-based detection-algorithm would de-
liver biased results. We developed a robust spike-detection algorithm, based on a multivariate approach with dy-
namic thresholds, ready for multichannel recordings of 3D in vitro systems.

1 Background/Aims 
Adherent monolayer cell cultures on microelec-

trode arrays (MEAs) can give physiological and func-
tional information on the effect of extrinsic stimuli, 
and are considered as an appropriate paradigm to 
mimic in vivo-like conditions e.g. in pharmacology, 
toxicology or developmental biology. However, cells 
within a tissue are organized in a complex three-
dimensional (3D) arrangement and cellular interac-
tions are not limited to a biased two-dimensional (2D) 
environment. In vitro models of primary cells or ap-
propriate stem cells that reestablish a 3D architecture 
circumvent this disadvantage, while they still profit 
from defined cell culture conditions. 

We combined the MEA technique with a 3D cell 
culture model [1,2]. Single dissociated neurons from 
avian embryonic brain were reaggregated to so-called 
spheroids in rotation-culture (Fig. 1). These spheroids 
were approximately 200–400µm in diameter and de-
veloped spontaneous electrical activity starting at 5 
days in vitro. Signal analysis however was challeng-
ing, as (i) compared to monolayer experiments, an in-
creased number of cellular signals with partly week 
amplitudes participated in the recordings and (ii)
bursts were accompanied by extensive low-frequency 
signal components (see Fig. 2). 

Fig. 1. SEM micrographs of neuronal spheroids. (A) Single dissoci-
ated cells reaggregated to 3D spherical networks in rotation-culture. 
(B) Close-up of a spheroid [4]. 

2 Methods 
To ensure robust signal assessment, we developed 

a multivariate spike-detection algorithm based on a 
multi-level analysis: In the first step, amplitudes of the 
signals were evaluated using a dynamic threshold. In 
contrast to common static threshold models, which 
usually claim high-pass filtering to reduce detection 
artefacts in bursts, the dynamic threshold was calcu-
lated by smoothing the whole signal according to Sa-
vitzky-Golay with a negative shift based on the medi-
an absolute deviation (Fig. 2). 

Fig. 2. Electrical activity of 3D neuronal spheroids. Burst were ac-
companied by extensive low frequency signal components. The 
dynamic threshold was attuned to these oscillations. 

Solely amplitude evaluation however delivered 
biased results. In a second step, we therefore defined a 
variety of further geometric, Wavelet- and Principal 
component-based attributes and spike-noise-
separation was performed using in total 17 features:  

 positive and negative amplitude 
 angle of falling and rising edge 
 signal duration 
 positive and negative signal energy 
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 NEO coefficient 
 1. – 3. Principal component 
 1. – 3. Wavelet distribution 
 1. – 3. Wavelet Shannon entropy coefficient   
Subsets of these features, most suitable for robust 

spike determination were estimated from their particu-
lar distributions and clusters of spikes and noise were 
figured as multidimensional scatterplots [3]. Spike de-
termination was subsequently carried out using an ex-
pectation maximization algorithm. 

Fig. 3. Subsets of features figured as multidimensional scatterplot. 
An expectation maximization algorithm was employed for cluster-
ing. 

3 Results 
The novel spike detection algorithm was tested 

with data obtained from 3D neuronal spheroids cou-
pled to MEAs [4]. We found, that the algorithm deliv-
ers robust results and is highly suitable to analyse in 
particular multi-layered in vitro models. Even spikes 
with low amplitudes were detected reliably by evalua-
tion of suitable subsets of features in the time- or fre-
quency domain.  

In pharmacological experiments, the algorithm 
was employed to investigate activity patterns of neu-
ronal networks after treatment with GABA and Bicu-
culline. GABA administration resulted in a dose-
depend decrease in spike- and burstrate according to 
Figure 4, while Bicuculline led to a disinhibition of 
neuronal network activity.   

Fig. 3. GABAergic modulation of the network activity. Administra-
tion of GABA inhibited burstrate (A) and spikerate (B). 

4 Conclusion 
Spike detection is still a crucial point in multi-

channel recordings of neuronal in vitro systems. Par-
ticularly with regard to 3D cultures, solely amplitude 
evaluation with common static thresholds deliver bi-
ased findings. We have presented a novel spike-
detection algorithm based on a multivariate approach 
with dynamic thresholds. The algorithm delivered ro-
bust results even when applied to complex data ob-
tained from multi-layered networks.  

Consequently we propose multivariate analysis 
instead of solely threshold-based algorithm as robust 
spike detection technique. 
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Abstract 
The main goal of this work is to present a methodological approach to estimate the functional connectivity from 
the spontaneous activity of in vitro cortical assemblies coupled to Micro-Electrode Arrays (MEAs). We focused on 
the Partial Correlation (PC) method compared to Transfer Entropy and Cross Correlation (CC) algorithms. After 
the implementation and validation of the aforementioned methods on synthetic data generated by a realistic com-
putational model, we assessed the statistical significance of the different performances, showing the best ap-
proach to infer functional mapping of biological  in vitro cortical networks. 

1 Introduction 
The use of in vitro model systems and computa-

tional models has strongly contributed to the under-
standing of relevant neurophysiological principles, 
thanks to the advantages offered by a much better ob-
servability and controllability than intact brains.  

The main goal of this work is to present a meth-
odological approach to infer the functional connectivi-
ty from the spontaneous activity of dissociated cortical 
neurons developing in vitro and coupled to Micro-
Electrode Arrays (MEAs) by means of correlation and 
information theory-based methods. In particular Par-
tial Correlation (PC) analysis [1] compared to Trans-
fer Entropy [2] and Cross Correlation (CC) [3] algo-
rithms have been taken into account. We applied the 
algorithms to a neural network model made up of 60 
spatially distributed and synaptically connected 
Izhikevich neurons [4] by sweeping the connectivity 
degree of each neuron in order to mimic different ex-
perimental conditions (i.e., low- and high density as-
semblies). Then we evaluated the methods’ perfor-
mances through receiver operating characteristic 
(ROC) curves and the values of the areas under these 
curves (AUC). By sweeping the connectivity degree 
over the all range, the algorithms show (Figure 1) dif-
ferent performances: Partial Correlation would seem 
to be the best method to infer functional connectivity. 
These results and the likelihood of the in silico model 
with experimental data allow us to indicate Partial 
Correlation as the best candidate to infer functional 
connectivity of in vitro cortical networks. 

2 Materials and Methods 

2.1 Materials 
In silico model: We developed a neural network 

model made up of 60 spatially distributed and synap-

tically connected neurons described following the Iz-
hikevich equations [4]. The model simulates the spon-
taneous electrophysiological activity of cultured corti-
cal neurons. Network model includes excitatory and 
inhibitory connections. In this configuration, two dif-
ferent types of neuron model excitatory and inhibitory 
populations: the former type belongs to the family of 
regular spiking neurons, and the latter to the family of 
fast spiking neurons [4-5]. Regular spiking neurons 
fire with a few spikes characterized by short Inter 
Spike Interval (ISI) at the onset of an input. Different-
ly, fast spiking neurons exhibit periodic trains of ac-
tion potentials at higher frequencies without adapta-
tion. To preserve the main characteristics of the struc-
ture of the in vitro cortical neurons, the ratio between 
excitatory and inhibitory neurons was set to 4:1. The-
se two neuron families were randomly connected by 
sweeping the average degree from 10 to 60. Synaptic 
weights are normally distributed.  Spontaneous activi-
ty was obtained by introducing a randomly distributed 
stimulation reproducing the effect of fluctuation in the 
membrane potential due to the distributed background 
activity. All the simulations (20 realizations for each 
connectivity degree) were performed in Matlab envi-
ronment (The Mathworks, Natick MA, USA). 

In vitro model: Dissociated cortical neurons have 
been extracted from rat embryos and plated on 60-
channel MEAs precoated with adhesion promoting 
molecules (poly-D-lysine and laminin), at the final 
density of 1200–1400 cells/mm2. They were maintai-
ned in culture dishes, each containing 1 ml of nutrient 
medium (e.g. serumfree Neurobasal medium supple-
mented with B27 and Glutamax-I) and placed in a 
humidified incubator having an atmosphere of 5% 
CO2 and 95% O2 at 37C. The network electrophysio-
logical activity was recorded after the third-fourth 
week in vitro to allow the maturation of synaptic con-
nections among the cells of the network. The experi-

mental set-up was based on the MEA60 System (Mul-
ti Channel Systems, MCS, Reutlingen, Germany). The 
electrophysiological activity has been recorded wi-
thout any chemical or electrical stimulation (i.e., it 
was referred only to the spontaneous activity). 

2.2 Methods 
CC: It measures the frequency at which one par-

ticular neuron or electrode fires (“target”) as a func-
tion of time, relative to the firing of an event in 
another network (“reference”). Mathematically, CC 
reduces to a simple probability Cxy(τ) of observing an 
event in a train Y at time (t+ τ), because of an event in 
another train X at time t; τ is called time shift or time 
lag. CC function was evaluated considering all the 
pairs of peak trains. Connection strength among neu-
rons was evaluated on the basis of the peak value of 
the CC function. The highest CC values should corre-
spond to the strongest connections. 

PC: It is a measure to identify the functional neu-
ral connectivity from simultaneously recorded neural 
spike trains. Partial correlation analysis allows to di-
stinguish between direct and indirect connections by 
removing the portion of the relationship between two 
neural spike trains that can be attributed to linear rela-
tionships with recorded spike trains from other neu-
rons [1]. 

TE: It is an information theoretic measure which 
allows to extract causal relationships from time series 
[2]. It estimates the part of the activity of one single 
neuron which does not depend only on own past, but 
which depends also by neural past activity of another 
cell; moreover, it allows to analyzes the information 
flow between two different cortical regions. 

TE can represent a general way to define the cau-
sality strength between peak trains generated by seve-
ral populations. It is not symmetric with respect to the 
exchange of the variables X and Y and it is sensitive to 
linear as well as non nonlinear causal interactions. For 
this reason TE is seen as a promising technique to in-
fer connectivity maps, gaining more and more popula-
rity in the field of neuroscience for the analysis of 
complex stochastic dynamics. 

ROC: These curves can be reduced to a single 
scalar value (AUC) representing the obtained perfor-
mance. Since AUC represents the area of a portion of 
the unit square, its value will be always between 0 and 
1 (see Figure 1). However, since random guessing 
produces the diagonal line between (0, 0) and (1, 1), 
which has an area of 0.5, a classifier should have an 
AUC higher than 0.5 (good classifiers should have 
AUC values close to 1). A ROC curve was obtained 
by comparing the Synaptic Weight Matrix (SWM; the 
matrix which takes into account the morphological 
connections of the model) and the Thresholded Con-
nectivity Matrix (TCM), calculated by the previously 
described methods. For a given threshold, all TCM 
elements were considered as possible functional con-
nections.  

3 Results 
By varying the connectivity degree of each neu-

ron from 10 to 60 it is possible to observe that the Par-
tial Correlation presents the best performances (Figure 
1). In particular, we can summarize that:  

 With connectivity degree equal to 10, CC 
turns out to be statistically significant (p < 
0.01, Kruskal-Wallis, non-parametric test) 
and different from the PC, TE and random 
case (identified with the limit value 0.5). 

 For the others cases (connectivity degree 20,
30, 40, 50, 60), PC shows the best perfor-
mances and, also, a statistical difference (p < 
0.01) from CC, TE and random case.  

Therefore the results achieved, and the likelihood 
of the in silico model with experimental data, support 
the idea that Partial Correlation is the best functional 
connectivity approach for in vitro cortical networks. 
For this reason, the next step will be to apply PC to 
assemblies of dissociated cortical neurons, obtaining 
functional maps and extracting, through graph theory, 
relevant topological features. 

Fig. 1. AUC values. Comparison among the three algorithms. 

4 Conclusion/Summary 
The current work contributes, in general, to the 

study of functional connectivity in in vitro and in sili-
co models suggesting as the best methodological ap-
proach the Partial Correlation.  
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mental set-up was based on the MEA60 System (Mul-
ti Channel Systems, MCS, Reutlingen, Germany). The 
electrophysiological activity has been recorded wi-
thout any chemical or electrical stimulation (i.e., it 
was referred only to the spontaneous activity). 

2.2 Methods 
CC: It measures the frequency at which one par-

ticular neuron or electrode fires (“target”) as a func-
tion of time, relative to the firing of an event in 
another network (“reference”). Mathematically, CC 
reduces to a simple probability Cxy(τ) of observing an 
event in a train Y at time (t+ τ), because of an event in 
another train X at time t; τ is called time shift or time 
lag. CC function was evaluated considering all the 
pairs of peak trains. Connection strength among neu-
rons was evaluated on the basis of the peak value of 
the CC function. The highest CC values should corre-
spond to the strongest connections. 

PC: It is a measure to identify the functional neu-
ral connectivity from simultaneously recorded neural 
spike trains. Partial correlation analysis allows to di-
stinguish between direct and indirect connections by 
removing the portion of the relationship between two 
neural spike trains that can be attributed to linear rela-
tionships with recorded spike trains from other neu-
rons [1]. 

TE: It is an information theoretic measure which 
allows to extract causal relationships from time series 
[2]. It estimates the part of the activity of one single 
neuron which does not depend only on own past, but 
which depends also by neural past activity of another 
cell; moreover, it allows to analyzes the information 
flow between two different cortical regions. 

TE can represent a general way to define the cau-
sality strength between peak trains generated by seve-
ral populations. It is not symmetric with respect to the 
exchange of the variables X and Y and it is sensitive to 
linear as well as non nonlinear causal interactions. For 
this reason TE is seen as a promising technique to in-
fer connectivity maps, gaining more and more popula-
rity in the field of neuroscience for the analysis of 
complex stochastic dynamics. 

ROC: These curves can be reduced to a single 
scalar value (AUC) representing the obtained perfor-
mance. Since AUC represents the area of a portion of 
the unit square, its value will be always between 0 and 
1 (see Figure 1). However, since random guessing 
produces the diagonal line between (0, 0) and (1, 1), 
which has an area of 0.5, a classifier should have an 
AUC higher than 0.5 (good classifiers should have 
AUC values close to 1). A ROC curve was obtained 
by comparing the Synaptic Weight Matrix (SWM; the 
matrix which takes into account the morphological 
connections of the model) and the Thresholded Con-
nectivity Matrix (TCM), calculated by the previously 
described methods. For a given threshold, all TCM 
elements were considered as possible functional con-
nections.  

3 Results 
By varying the connectivity degree of each neu-

ron from 10 to 60 it is possible to observe that the Par-
tial Correlation presents the best performances (Figure 
1). In particular, we can summarize that:  

 With connectivity degree equal to 10, CC 
turns out to be statistically significant (p < 
0.01, Kruskal-Wallis, non-parametric test) 
and different from the PC, TE and random 
case (identified with the limit value 0.5). 

 For the others cases (connectivity degree 20,
30, 40, 50, 60), PC shows the best perfor-
mances and, also, a statistical difference (p < 
0.01) from CC, TE and random case.  

Therefore the results achieved, and the likelihood 
of the in silico model with experimental data, support 
the idea that Partial Correlation is the best functional 
connectivity approach for in vitro cortical networks. 
For this reason, the next step will be to apply PC to 
assemblies of dissociated cortical neurons, obtaining 
functional maps and extracting, through graph theory, 
relevant topological features. 

Fig. 1. AUC values. Comparison among the three algorithms. 

4 Conclusion/Summary 
The current work contributes, in general, to the 

study of functional connectivity in in vitro and in sili-
co models suggesting as the best methodological ap-
proach the Partial Correlation.  

References 
[1] M. Eichler, R. Dahlhaus, J. Sandkuhler, “Partial Corrleation 

analysis for identification of synaptic connections”, Biol. 
Cybern. 2003, 89:289-302. 

[2] M. Lungarella, A. Pitti, Y. Kuniyoshi, “Information Transfer 
at multiple scales” Physical Review E 2007, 76:0561171-
05611710. 

[3] E. Salinas, T.J. Sejnowski, “Correlated neuronal activity and 
the flow of neural information” Nature Reviews Neuroscience
2001, 2:539-550. 

[4] E.M. Izhikevich, “Simple model of spiking neurons” IEEE
Transactions on Neural Networks 2003, 6:1569-1572. 

[5] E.M.  Izhikevich “Which model to use for cortical spiking 
neurons?” IEEE Transactions on Neural Networks, 2004 15: 
1063-1070. 



9th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2014198

Signal analysis and statistics to table of content

Modulating Functional Connectivity in Hippocampal 
Cultures Using Hebbian Electrical Stimulation 
Víctor Lorente1*, José Manuel Ferrández1, Eduardo Fernández2, Félix de la Paz3

1 Departamento de Electrónica, Tecnología de Computadores y Proyectos, Universidad Politécnica de Cartagena, Spain  
2 Instituto de Bioingeniería, Universidad Miguel Hernández, Alicante, Spain 
3 Departamento de Inteligencia Artificial, UNED, Madrid, Spain 
* Corresponding author. E-mail address: victor.lorente@upct.es 

Abstract 
Electric stimulation has been widely used to induce changes in neuronal cultures coupled to multielectrode arrays 
(MEAs). In this paper we used different electrical stimulation protocols, such as low-frequency current stimulation 
and voltage tetanic stimulation, on hippocampal cultures for modifying its functional connectivity represented by 
functional connectivity graphs. We show that persistent and synchronous stimulation of adyacent electrodes in-
duces a neural spike activation that leads to an increase of cross-correlation, creating a functional connection be-
tween them.  

1 Introduction 
The use of dissociated cortical neurons cultured 

onto MEAs represents a useful experimental model to 
characterize both the spontaneous behavior of neu-
ronal populations and their activity in response to 
electrical and pharmacological changes, and permit 
the construction of real biological platforms. 

Learning is a natural process that needs the crea-
tion and modulation of sets of associations between 
stimuli and responses. Many different stimulation pro-
tocols have been used to induced changes in the elec-

trophysiological activity of neural cultures looking for 
achieve learning [1,2] 

Hebbian learning describes a basic mechanism for 
synaptic plasticity wherein an increase in synaptic ef-
ficacy arises from the presynaptic cell’s repeated and 
persistent stimulation of the postsynaptic cell. In pre-
vious papers, we used a specific low-frequency cur-
rent stimulation on dissociated cultures of hippocam-
pal cells to study how neuronal cultures could be 
trained with this kind of stimulation [3,4]. We showed 
that persistent and synchronous stimulation of adja-
cent electrodes may be used for creating adjacent 

Fig. 1. For each electrode, Mean Negative Peak Height, Mean Positive Peak Height and Spike Number are represented. a) and b) graphs 
are for Electrode 31 and 42 from culture ID48. c) and d) graphs are from Electrode 62 and 72 from culture ID86. 
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physical or logical connections in the connectivity 
graph following Hebb’s Law. 

In this paper we used different electrical stimula-
tion protocols, such as low-frequency current stimula-
tion and voltage tetanic stimulation, on hippocampal 
cultures for modifying its functional connectivity rep-
resented by functional connectivity graphs. We show 
that persistent and synchronous stimulation of adya-
cent electrodes induces a neural spike activation that 
leads to an increase of cross-correlation, creating a 
functional connection between them. 

2 Methods 
A total of 24 dissociated cultures of hippocampal 

CA1-CA3 neurons were prepared from E17.5 sibling 
embryos. Cell density for each culture was roughly 
200000 cells. Cells were kept in an incubator at 37˚ C 
in 6% CO2. 

The cultures were used in five experiments of 2-3 
weeks duration. In every experiment 4-5 cultures were 
stimulated with a specific electrical stimulation proto-
col. In experiments E1 to E3 a low frequency current 
stimulation with different parameters for each experi-
ment was used. Experiments E4 to E5 used a more 
aggressive stimulation called Tetanization. Experi-
ments were started when neural cultures had 14 Days 
in Vitro (DIV) and were carried out during 2-3 weeks. 

The spontaneous activity of the cultures before 
and after the stimulation experiments was observed, as 
well as their evoked response to the applied stimulus. 
Extensive spike analysis, instantaneous firing fre-
quencies analysis, inter-spike intervals analysis, func-
tional connectivity graphs and spike characteristics 
analysis were the procedures used in this study. 

Functional connectivity captures patterns of devi-
ations from statistical independence between distrib-
uted neurons units, measuring their correla-
tion/covariance, spectral coherence or phase locking. 

The physiological function of neural cells is 
modulated by the underlying mechanisms of adapta-
tion and reconfiguration in response to neural activity. 
Hebbian learning describes a basic mechanism for 
synaptic plasticity wherein an increase in synaptic ef-
ficacy arises from the presynaptic cell's repeated and 
persistent stimulation of the postsynaptic cell.  

3 Results 
Low-frequency current stimulation and tetanic 

stimulation had both an impact on the electrophysio-
logical responses of the cultures, which can be analyt-
ically observed with raster plots, instantaneous firing 
frequencies and the interspike intervals of the neural 
cultures. Connectivity maps represent the functional 
connectivity of the neural cultures showing only the 
best three output logical connections per electrode in 
terms of strongest correlation. These diagrams showed 
some kind of connections reorganization after stimula-
tions, concentrating them in a few electrodes. Fur-

thermore, adjacent physical or logical connections in 
the connectivity graph following Hebb’s law appeared 
in some pairs of stimulated electrodes. The creation of 
a new logical connection implies that this new value is 
between the three best values compared with the rest 
of the electrodes. There exists a positive evolution on 
the correlation that induces the origin of logical con-
nections. 

Analysing spike parameters such as peaks heights 
and widths and number of spikes showed that both 
stimulations produced a reactivation of neurons over 
time, which lead to the creation of adjacent physical 
or logical connections in the connectivity graph fol-
lowing Hebb’s Law. We can observe in Fig. 1. that 
each electrode presented a good evolution of its pa-
rameters until register number 20. Negative peak 
height decreased, positive peak height increased, 
width of negative peak slightly increased and number 
of spikes increased. This positive evolution of the pa-
rameters was due to the activation of more new neu-
rons near the electrodes, which produced a higher val-
ue of the spikes parameters. 

4 Conclusion 
When using low-frequency stimulation and teta-

nization it is possible to create adjacent physical or 
logical connections in the connectivity graph follow-
ing Hebb’s Law and such connections induce changes 
in the electrophysiogical response of the cells in the 
culture, which can be observed in the different analy-
sis performed. These processes may be used for im-
posing a desired behaviour over the network dynam-
ics. In this work a stimulation procedure is described 
in order to achieved the desired plasticity over the 
neural cultures.   
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Abstract 
Electric stimulation has been widely used to induce changes in neuronal cultures coupled to multielectrode arrays 
(MEAs). In this paper we used different electrical stimulation protocols, such as low-frequency current stimulation 
and voltage tetanic stimulation, on hippocampal cultures for modifying its functional connectivity represented by 
functional connectivity graphs. We show that persistent and synchronous stimulation of adjacent electrodes in-
duces a neural spike activation that leads to an increase of cross-correlation, creating a functional connection be-
tween them.  

1 Introduction 
The mechanisms underlying the development of 

plasticity in epilepsy are complex and not fully under-
stood. In order to establish neural learning paradigms 
to work in tandem with the chemical stimulation, pat-
terns of neural stimulation and response to antiepilec-
tic drugs need to be characterised. In-vitro recording 
experiments in hippocampal neural cultures via extra-
cellular high-density recordings from embryonic rats 
have been successfully used to study simple hebbian 
associative learning. Therefore the main aim of this 
work was to test the usefulness of these paradigms for 
better understanding of the mechanisms specifically 
associated with antiepilectic drug responsiveness.  

2 Methods 
Different cultures of hippocampal CA1-CA3 neu-

rons were prepared from E17.5 sibling embryos. Cell 
density for each culture was roughly 200000 cells. 
Fugure1.  Cells were kept in an incubator at 37˚ C in 
6% CO2. 

The cultures were used in five experiments of 2-3 
weeks duration. In every experiment 4-5 cultures were 
stimulated with a specific electrical stimulation proto-
col. In experiments E1 to E3 a low frequency current 
stimulation with different parameters for each experi-
ment was used. Experiments E4 to E5 used a more 
aggressive stimulation called Tetanization. Experi-
ments were started when neural cultures had 14 Days 
in Vitro (DIV) and were carried out during 2-3 weeks. 

The spontaneous activity of the cultures before 
and after the stimulation experiments was observed, as 
well as their evoked response to the applied stimulus. 
Extensive spike analysis, instantaneous firing fre-
quencies analysis, inter-spike intervals analysis, func-
tional connectivity graphs and spike characteristics 
analysis were the procedures used in this study. 

Functional connectivity captures patterns of devi-
ations from statistical independence between distrib-
uted neurons units, measuring their correla-
tion/covariance, spectral coherence or phase locking. 

The physiological function of neural cells is 
modulated by the underlying mechanisms of adapta-
tion and reconfiguration in response to neural activity. 
Hebbian learning describes a basic mechanism for 
synaptic plasticity wherein an increase in synaptic ef-
ficacy arises from the presynaptic cell's repeated and 
persistent stimulation of the postsynaptic cell.  

Fig. 1. Hippocampal CA1-CA3 culture (21 DIV) on a microelec-
trode array 

Free growing cultures were stimulated through 
pairs of electrodes from where there no existed previ-
ous functional connectivity. A train of balanced pulses 
were delivered with different temporal schemes over 
multielectrode arrays using Hebbian electrical learn-
ing. Several antiepilectic drugs were added to the cul-
ture with different temporal schemes. The spontane-
ous activity connectivity maps were computed before 
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and after the stimulation to analyse potential connec-
tivity changes, as well as their evoked response to the 
applied stimulus. 

Instantaneous firing frequencies analysis, inter-
spike intervals analysis, functional connectivity 
graphs and spike characteristics analysis were used to 
study population activity. 

Sodium valproate is an anticonvulsant used in the 
treatment of epilepsy as well as other psychiatric con-
ditions requiring the administration of a mood stabi-
lizer. Research has shown that histone-deacetylase in-
hibitors enable adult mice to establish perceptual pref-
erences that are otherwise impossible to acquire after 
youth. In humans, it was found that adult men who 
took valproate (VPA) (a HDAC inhibitor) learned to 
identify pitch significantly better than those taking 
placebo—evidence that VPA facilitated critical-period 
learning. (1)  

Lacosamide is a medication for the adjunctive 
treatment of partial-onset seizures and a functional-
ized amino acid that has activity in the maximal elec-
troshock seizure test, that act through Voltage gated 
sodium channels undergo slow inactivation. This inac-
tivation prevents the channel from opening, and helps 
end the action potential. Secondly, it will join the pro-
tein related to colapsine type2 (CRMP-2). This protein 
is related to neural growth and neural differentiation, 
used for neural circuitries shaping. 

3 Results 
The cultures show dynamical reconfiguration and 

are able to adapt to external electrical stimulation us-
ing different stimulation patters. Hippocampal neu-
rons are able to establish neural induced connections, 
learn the paired stimulation patterns and create new 
neural circuitries. Therefore this approach can be used 
for testing the pharmacological effects of new anti-
convulsant drugs in learning processes, for analyzing 
its facilitating profile for neural circuitries creation, 
and for determining the role of antiepilectic drugs in 
neural plasticity and learning modulation. Our prelim-
inary results suggest that multielectrode recordings 
from hippocampal cultures is a suitable model for a 
better understanding of the interactions between an-
tiepilectic drugs and neuronal populations.  

4 Conclusion 
A neural culture from hippocampal embryonic 

neural cells connected to a multielectrode array is an 

adequate platform for testing antiepilect drugs and its 
effects on different learning schemes. It is know that 
antiepilect drugs affects bursting patterns neural cul-
tures, decreasing the neural activity [2], and it is also 
know that antiepilectic drugs affects learning capabili-
ties in human adults. In future works we will test the 
learning performance and the forgetting parameters of 
the neural cultures using connectivity maps creation 
[3] and antiepilectic drugs release. 
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Abstract 
To study brain (dys)functions in vitro, substrate integrated Micro-Electrode Arrays (MEAs) has been proven as an 
effective experimental tool. Statistically significant conclusions can only be drawn from a set of typical MEA exper-
iments when there is enough raw data which, in usual cases, are in Gigabytes and require extensive, automated 
and time-demanding preprocessing. In this paper, we present an effective, web-based, semi-online, client-server 
based open-source software workflow for processing and analysis of extracellular multi-unit activity acquired by a 
standard MEA platform. The workflow continuously streams data from an acquisition computer to an analysis 
computer where each recorded channel is preprocessed in parallel. Our results suggest that by delegating the 
preprocessing of different channels to available cores of a multicore computer and executing them in parallel, as 
in case of distributed computing, a significant reduction in the processing time can be achieved.

1 Introduction 
Substrate integrated Micro-Electrode Arrays 

(MEAs) has recently emerged as an effective tool to 
investigate brain (dys)functions in in vitro experi-
mental models, such as primary neuronal cultures and 
organotypic brain slices [1, 2]. Both in academia and 
pharma industry, MEAs are employed to monitor non-
invasively the electrical activity of large neuronal 
networks developing ex vivo. To have statistical sig-
nificance, each experiment typically lasts long enough 
to generate several Gigabytes of raw data per MEA 
(i.e., 60 channels, 16 bits A/D conversion, 20 kHz 
sampling rate). Rigorous and automated preprocessing 
of the data thus becomes imperative, as soon as a large 
number of routine experiments are performed [3, 4].  

To this aim, we developed an effective, web-
based, semi-online, client-server software workflow 
for processing and analysis of extracellular multi-unit 
activity acquired by a standard MEA platform. The 
concept behind it is, to delegate stereotyped CPU-
intensive signal processing steps to a powerful, multi-
core computer where independent operations for each 
channel (e.g., de-multiplexing individual channel data 
from the multiplexed file (*.mcd), filtering, peak-
detection, and spike sorting) are performed in parallel 
while data acquisition is performed by a general pur-
pose computer. Thus, exploiting open source tools for 
web-server configuration and distributed parallel 
computing [5] under Linux, the semi-online workflow 
continuously streams data from the acquisition com-
puter during an experiment, performs in parallel the 
jobs of processing each recorded analog channel, and 

returns the results back to the user. This turns a long 
and tedious manual offline process in an automated 
and semi-online data analysis where the scientists will 
have the results ready at the end of the experiment [6]. 

2 Methods 
The workflow is based on client-server architec-

ture (Fig. 1A) with a stand-alone workstation, or a 
master-node of a computer cluster as server, and the 
signal acquisition setup computer as client (Fig. 1B). 
The processor cores of the server are configured as 
distributed computing nodes, as in a high-performance 
computing intranet. The master node also runs a web 
server software, capable of launching a series of serv-
er-side operations (e.g., via the common gateway in-
terface, CGI, as in web applications) when instructed 
by a client computer connected to the same network.  

The data streaming and preprocessing performed 
by the workflow includes several steps executed in a 
sequence (Fig. 1A). Before starting the data acquisi-
tion, the user is required to initiate a streaming and 
processing session in the server. The server then se-
curely connects to the acquisition setup computer and 
scans for any *.mcd files available for streaming in a 
pre-specified directory. The server repeatedly executes 
the following steps of the workflow for each streamed 
*.mcd file. The streaming stops when for a certain 
amount of time no new files are made available. 

(1) a fast, secure, and automated SFTP based raw 
data transfer (i.e., data streaming), from the data ac-
quisition setup storage hard drive to the computer(s) 
dedicated for data preprocessing; 
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Fig. 1. Steps and performance of the workflow. A. Once an experiment is started by a scientist, the streaming and data processing is initiated
through the web-interface of the workflow. B. The jobs are scheduled and distributed among different cores. C. Box plots showing signifi-
cant decrease of processing times with increasing number of employed cores during the processing of two different file sizes (3.5 GB and 1.5 
GB). D, E: The workflow execution efficiency increases, and the average execution times of the processing decreases significantly for both 
representative file sizes.

(2) the conversion of each multiplexed raw data 
file into several binary files, each containing data 
points from a distinct recording channel; 

(3) the preprocessing of each file using fully ex-
tensible MATLAB (The Mathworks, Natick, USA) 
scripts which include: band-pass filtering, artifact re-
moval, spike detection and elementary spike-sorting; 

(4) MATLAB script based analysis of (multi)unit 
activity extracted in the previous step to view experi-
mental outcomes (e.g., MEA-wide synchronous burst-
ing rate, single-channel and MEA-wide firing rate, 
intra-burst instantaneous discharge probability, etc.); 

(5) the automated typesetting of a PDF report 
from a dynamically generated and compiled LaTeX 
source file, including both textual and graphical in-
formation, extracted by the previous step. It then se-
curely delivers the PDF report and of all intermediate 
and final preprocessed files (e.g., spike time-stamps, 
spike waveforms, spike count) to the client computer, 
as a compressed file archive. 

3  Results 
We configured and run our workflow on sample 

binary (*.mcd) data files of two different sizes (i.e., 
~1.5 GB for 8 min and ~3.5 GB for 20 min record-
ing). We employed four distinct predefined queues 
(i.e., with 1, 4, 8, and 12 reserved cores) to compare 
the User Execution Times (Fig. 1C). Confirming the 
embarrassingly parallelization of the task, we found 
that execution time reduced significantly (p<0.05, 
ANOVA; sublinearly) with an increasing number of 
cores available (see Fig. 1C), with maximum and min-
imum execution times ranging from 34.7 mins ± 10 s 
to 10.8 mins ± 17 s or from 31.5 min ± 5 s to 4.3 min 
± 6 s for large and small files, respectively. As ex-

pected, the execution efficiency increases (Fig. 1D) 
and the mean execution time maintains a decaying 
trend (Fig. 1E) with increasing number of cores used. 

4  Conclusion 
As the availability of new, high-density MEAs for 

both in vitro and in vivo applications is becoming in-
creasingly widespread, it is our strong opinion that 
disseminating our strategy and workflow will facili-
tate the adoption of neuroinformatic tools in the MEA 
electrophysiological community. 
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Abstract 
Neurons form in their natural environment three-dimensional structures, but most of the in vitro cultures of neu-
rons have been planar 2D systems. As 3D space offers more possible structures for the neuronal network, it can 
be expected that also the behavior of the networks differ in 2D and 3D. Here we constructed computational mod-
els of 2D and 3D neuronal networks to predict how the network dynamics differ, when the network is 3D instead of 
2D. The network model was based on a previously presented model called INEX, to which the spatial 2D and 3D 
topology models were added: randomly distributed neurons were connected to their neighbors inside a certain ra-
dius resulting in approximately 10%-connectivity. The spiking behavior of the simulated 2D networks was tuned to 
match the in vitro cultured human embryonic stem cell (hESC) derived neurons on 2D microelectrode arrays 
(MEAs). The same parameters were used for the 3D network simulation. Our simulations showed a clear differ-
ence between 2D and 3D networks: E.g. the 3D networks were more active than 2D networks. Our results suggest 
that the dimensionality plays an important role in the neuron network dynamics. The developed model enables us 
to test also other neuronal topologies and connectivity hypotheses. 

1 Introduction  
Neurons form three-dimensional structures in 

their natural environment. However, most of the in 
vitro cultures of neurons are two-dimensional to ena-
ble the use of planar microelectrode array (MEA) sys-
tems. As 3D space allows much more complex struc-
tures for the neuronal networks, it could be expected 
that the network behavior also differs in 2D and 3D.  

Computational modelling of neuronal networks 
enables the study of fully known and controlled net-
works, where different hypothesis, such as topologies, 
can be tested easily. There are many models for de-
scribing in vitro neuronal cultures [1-3], but not so 
many with spatial topology [4]. 

In this study, we constructed 2D and 3D topology 
models on top of a previously presented neuronal 
network model called INEX [1]. The aim was to see, 
if and how the change of the dimensionality affects 
the behavior of the network. To ensure biologically 
plausible behavior of the network model the spiking 
and bursting behavior of the simulated 2D networks 
was tuned to match in vitro neuronal networks con-
sisting of human embryonic stem cell (hESC) derived 
neurons measured with MEAs [5,6]. 

2 Methods 

2.1 Network model 
Our network model was based on a network 

model called INEX [1,6] which is a probabilistic neu-
ronal network model with both excitatory and inhibi-
tory Poisson neurons. As the original INEX model has 
no spatial topology, both the 2D and 3D topologies 

were added to the model: First 1000 neurons were 
placed randomly in 2D or 3D space. Thereafter each 
neuron was connected to all of its neighbors inside a 
certain range. The range was chosen so that the result-
ing network was approximately 10%-connected. The 
topology models are demonstrated in Fig. 1. The spike 
trains were recorded from 64 in silico neurons, which 
were picked from grid positions, see Fig. 1.The pa-
rameters of the 2D networks were tuned so that their 
spiking behavior matched the hESC-derived neuronal 
cultures [6]. Thereafter, the 3D networks were simu-
lated using the same parameters to see the difference 
between the 2D and 3D networks. All the simulations 
were performed using the Neural Simulation Tool 
NEST [7].

Fig. 1. Demonstration of the topology model in 2D and 3D. Figures 
present the connections of one example neuron (blue triangle). The 
red diamonds are the neurons with which the source is connected. 
Also the range of the connections is shown. The green rectangles 
mark the neurons whose spike trains are recorded. The black dots 
mark other neurons in the network. Not all 1000 neurons are shown. 

2.2 Statistics 
To compare the spiking activity of the simulated 

2D and 3D, and the 2D cultured neuronal networks on 
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MEAs, statistics of the spiking and bursting were cal-
culated. The bursts were detected using the Cumula-
tive Moving Average algorithm [8], which is designed 
for use with variably spiking neuronal networks, such 
as hESC-derived. The calculated statistics were: the 
mean spike rate, burst rate, burst duration and the 
number of spikes in burst over the measure-
ment/simulation period for each electrode/neuron. Of 
these means we calculated the medians and upper and 
lower quartiles in each cultured/simulated network. 
The statistical analysis was performed in Matlab. 

3 Results 
The statistics of the spiking behavior of the simu-

lated networks are presented in Fig. 2. The activity of 
the simulated 2D networks corresponded to the activi-
ty of the cultured planar networks: All the calculated 
statistics of the 2D network lay between the quartiles 
of the MEA data.  

Fig. 2. The spiking statistics of the 2D and 3D networks. For com-
parison the purple and green horizontal lines mark the median and 
quartiles, respectively, of the hESC-derived neuronal networks. 

As the 2D networks were transformed to 3D us-
ing the same parameters, a clear difference in the be-
havior of the networks was seen: The 3D networks 
were more active than the 2D networks with the same 
parameters. The mean spike rate in the 3D networks is 
about 30% higher than in 2D. The mean burst rate in-
creases also even more. Additionally, the bursts in 3D 
networks were shorter: Both the burst duration and 
number of spikes per burst were 20-30% lower in 3D 
than 2D. 

4 Conclusions/Summary 
The 2D network model was tuned so that its spik-

ing behavior matched the hESC-derived neuronal cul-
tures. When the network was transformed to 3D , a 
clear change in the behavior was seen. In general, the 
3D networks were more active than the 2D networks. 
A recent study [9] has shown how the activity in 3D 
cultures is less synchronized than in 2D cultures.  

The relatively simple topology model used in this 
study was able to induce a clear difference in the be-
havior of the 2D and 3D networks, even though the 
general connectivity or the number of neurons was not 
changed. Additionally, the simulations do not include 
delays in communication. Therefore, all changes were 
based on purely the dimensional change. This sug-
gests that the dimensionality of the neuronal network 
greatly affects the dynamics of the network.  

The bursts in the model networks were typically 
shorter than in the biological networks, which sug-
gests that the model should be further improved to-
wards a more biologically plausible one. Moreover, 
the behavior of the biological 3D networks was not 
verified here, as 3D culture systems and MEAs are 
still under development e.g., in the EU project 
“3DNeuroN”.
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Abstract 
Activity levels of cultured neuronal networks show repeating transition between up states and down states. There-
fore, when estimating the underlying stationary structures of the networks from their activities, it is harmful to han-
dle data from both states as continuous time series. A preceding research reported improvement of estimation 
when analysing only down states. However, we assumed that up “bursting” states also reflect useful information 
for estimating a structure. In this paper, we proposed a novel transfer-entropy-based estimation method that pro-
cess data from each state separately, but uses both data for estimation. The method showed better and robust 
performance for detecting neuronal connections in simulation and estimated more realistic structure in actual cor-
tical networks. 

1 Background 
Multielectrode arrays (MEAs) are effective exper-

imental systems for recording spikes from wide fields 
of cultured neuronal networks because of its stability 
and high temporal resolution in recording and thus 
widely used for investigating functional structures of 
neuronal networks. Cultured neuronal networks show 
bursting activities, which are characteristic dynamical 
activity-level transition between active bursting states 
and inactive resting states. The network bursts are 
considered to play fundamental roles in neuronal de-
velopment.  

Transfer entropy [1] is one of the promising 
methods for estimating causality between multiple 
time series, but it is not designed for evaluating infor-
mation transfer in switching-state activities. Stetter et
al. proposed a connection estimation method that 
combined calcium imaging and transfer entropy, 
where they used data from only non-bursting states for 
estimation [2]. They reported remarkable improve-
ment against original transfer entropy in simulated 
calcium imaging data.  

However, as a bursting activity isn’t structural 
change but transient of activity modes, it is assumed 
that information of the structure is reflected in both 
states. Here, we proposed a transfer-entropy-based 
connection estimation method for bursting networks 
that used both bursting “up” state and resting “down” 
state for estimation. 

2 Methods 
Transfer entropy (TE) from a spike train  to 

another spike train  is described as  

where d is transfer delay and means 
. Here, we expressed TE as an original 

index that uses all data for continuous time series, 
TErest as the index that analyzes data from resting 
states only and TEburst as that uses data from bursting 
states only. Our proposed index was described as 

where NTErest is normalized TErest and NTEburstCI
is normalized Coincidence Index [3] of TEburst. The 
resting states and the bursting states were identified by 
Gaussian smoothed total output spikes from all neu-
rons belong to a neuronal network. Pairs of neurons 
were identified as connected when these indices were 
over thresholds. 

We evaluated the method with data from simulat-
ed spiking neuronal networks consist of 500 
Izhikevich-model neurons and dynamical synapses. 
The 400 excitatory and 100 inhibitory neurons were 
randomly connected, where inhibitory-inhibitory con-
nections were not made. The structures were stable 
thorough simulation. Synaptic efficacies fluctuated 
according to short-term plasticity model, but no long-
term plasticity models, such as spike-timing depend-
ent plasticity (STDP), were included. Performance of 
each method was evaluated with accuracy of connec-
tion detection with the receiver operating characteris-
tics (ROC) curve. Thresholds were set for detecting 
specific rates of false connections. The ROC curve 
was depicted as mean values of 100 samples.  

The proposed method was also applied to record-
ed data from living neuronal networks. Cortical neu-
rons derived from E18 Wister rats were cultured on 64 
Ch. MEAs (MED-P210A; Alpha MED Scientific Inc.) 
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for 27 days in vitro. Spontaneous activities were rec-
orded for 10 minutes with sampling rate at 20 kHz. 
Then, recorded signals were band-pass filtered at 300-
3000 Hz and spike trains were acquired after spike-
detection and spike-sorting processes. 

Fig. 1. ROC curve that acquired from simulated sparse random-
connected neuronal networks. (Connection prob.=0.02, N=20, error 
bar: s.d.) 

Fig. 2. ROC curve that acquired from simulated dense random-
connected neuronal networks. (Connection prob.=0.05, N=20, error 
bar: s.d.) 

3 Results 
The Proposed method showed good and robust 

results in detecting connections in simulated bursting 
neuronal networks. Fig. 1 shows ROC curves acquired 
from sparse connected random networks. Performance 
of the proposed method was as good as that of an 
identification method using original TE. TErest
showed inferior performance against original TE in 
sparse networks, but performed better than original TE
in more densely connected networks, as shown in Fig. 
2. However, The proposed method showed superior 
performance against both TE and TErest in this data.  
This indicates bursting states had considerable useful 
information for estimating connection. 

Using both-states data for detecting connections 
in actual living neuronal networks, more non-localized 
networks were detected. Fig. 3 shows detected net-
works from cultured networks. When using data from 
only resting states, few neurons had most part of con-
nections and sometimes unnaturally localized net-
works were estimated (Fig. 3(a)), whereas proposed 
method detected non-localized structures (Fig. 3(b)). 

As not all neurons fired in both resting states and 
bursting states, it was possible to detect realistic sta-
tionary structure when considering activities from 
both states. 

4 Conclusions 
The proposed estimation method that deals infor-

mation from both up and down state showed im-
provement in detecting connections in simulated 
bursting neuronal networks and was available to esti-
mate non-localized realistic networks in actual living 
cultured networks. This suggests both resting states 
and bursting states contains useful information and 
should be considered for network estimation. 
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Abstract 
Uniform and modular primary hippocampal cultures from embryonic rats were grown on commercially available 
Micro-Electrode Arrays to investigate network activity with respect to development. Modular networks, consisting 
of active and inter-connected sub-populations of neurons, were realized by means of bi-compartmental polydime-
thylsiloxane structures. Spontaneous activity in both uniform and modular cultures was periodically monitored dur-
ing their development. 

1 Backround 
Although very informative, in vivo experiments 

do not allow controlled manipulation of the spatio-
temporal dynamics of neuronal networks, while in 
vitro systems can be more easily accessed, monitored 
and modeled [1]. Indeed, in order to provide a simpli-
fied but plausible representation of interacting neu-
ronal assemblies, in vitro systems should be organized 
in connected (‘modular’) neural sub-populations [2]. 

The integration of Micro Electrode Arrays 
(MEAs) with microfluidic structures designed for 
growing in vitro modular cultures allowed us to cha-
racterize the neurodynamics of reduced biological 
models of the brain over extended timescales. 

2 Methods and Statistics 
To achieve a long-term segregation of the net-

work into two distinct yet interconnected neuronal 
populations, a cell-confinement system was assembled 
on standard MEAs. The polymeric structure for the 
physical confinement of neuronal cultures has been 
realized in polydimtheylsiloxane (PDMS) by soft li-
thography and by using a photolithographically de-
fined EPON SU-8 master on a silicon substrate. As 
experimental model, we used dissociated neurons 
from the hippocampus of embryonic rats at gestational 
day 18 [3]. 

We performed experiments on 16 cultures (8 
modular, i.e. with physical confinement, and 8 uni-
form) monitored from 16 up to 55 Days In Vitro 
(DIVs), divided into four DIV ranges: i) 16- 25 DIVs; 
ii) 26 - 35 DIVs; iii) 36 - 45 DIVs; iv) 46 - 55 DIVs. 
The normal distribution of experimental data was as-
sessed using the Kolmogorov-Smirnov normality test. 
According to the distribution of the data, we per-
formed either parametric or non-parametric tests and 
p-values < 0.05 were considered significant. We ap-
plied the Mann-Whitney U-test when comparing two 

experimental groups (e.g. modular vs uniform cul-
tures) at each developmental stage. For multiple com-
parisons (e.g. same experimental group at different 
DIVs), we performed either the one-way ANOVA sta-
tistical test or the Kruskal-Wallis ANOVA on Ranks.

3 Results 
Spontaneous activity in both uniform and modu-

lar cultures was periodically monitored, from a few 
days up to eight weeks after plating. In particular, we 
found that: i) in uniform cultures channels fire in a 
synchronous way (Fig. 1A, left), while modular cul-
tures shows a desynchronization among the two com-
partments activity (Fig. 1A, right), more pronounced 
at the beginning of the development (DIV 16-25); ii)
the Coefficient Variation (CV) of the Mean Firing 
Rate is lower in case of modular cultures (Fig. 1B, 
left, red bars) during the entire development and pre-
sents a lower variation compared to uniform cultures 
(Fig. 1B, right, black bars), while the CV of the Mean 
Bursting Rate indicates a comparable level of variabil-
ity between the two cultures (Fig. 1B, right); iii) uni-
form cultures are globally characterized by a higher 
level of correlation (Fig. 1C, left), but this difference 
disappears for older cultures (data not shown); iv) for 
modular cultures, a lower inter-compartmental corre-
lation is observed (Fig. 1C, right) compared to the in-
tra one during the entire development, thus suggesting 
a delay in the signal propagation and a coexistence of 
segregation and integration of activity; v) the syn-
chronized bursting activity shown by modular net-
works was preferentially originated and propagated in 
one of the two compartments (‘dominant‘), even in 
cases of balance of firing rate between the two com-
partments, and this dominance was generally main-
tained during the entire monitored developmental 
frame (data not shown). 
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Fig 1. A. 50-seconds raster plots of spontaneous activity of a repre-
sentative uniform (left) and modular culture (right) at the beginning 
of the development (DIV 16-25). The grey area indicates the upper 
compartment. B. Left. Comparison between the Coefficient of Var-
iation (CV) of the Mean Firing Rate of uniform (black bars) and 
modular cultures (red bars). Right. Comparison between the CV of 
the Mean Bursting Rate of uniform (black bars) and modular cul-
tures (red bars). C. Left. Comparison between the Cross Correlation 
value (C_Corr, i.e. peak of the cross-correlogram), computed for 
each couple of active channels, for uniform and modular cultures at 
the beginning of the development (DIV 16-25). Right. Comparison 
between the Cross Correlation computed inside each compartment 
(IntraCorr) and between the two compartments (InterCorr) at the 
beginning of the development. Statistical analysis has been per-
formed by using the Mann-Whitney U test [*p<0.05]

4 Conclusion/Summary
The described approach allowed us to implement 

a low-complexity biological model used to investi-
gate, in a controlled and reproducible way, the inter-
play between two connected neuronal populations 
during development, and to perform an unbiased 

comparison with the activity of uniform networks. 
Our results constitute important evidence that engi-
neered neuronal networks are a powerful platform to 
systematically approach questions related to the dy-
namics of neuronal assemblies. Unlike networks in 
vivo, in which multiple activation pathways are im-
pinging on any recorded region, these partially con-
fined networks can be studied in a controlled envi-
ronment. Moreover, such a system can be easily inter-
faced to robotic artifacts in order to better investigate 
coding properties towards the final goal of integrating 
brains and machines [4]. 
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Abstract 
We electrically stimulated rat cortical networks cultured on micro-electrode arrays (MEAs) from different locations, 
being either leaders of the spontaneous bursting activity or not, and we compared the evoked activity of major 
burst leader (MBL) sites to the one shown by non-MBLs (nMBLs). We also compared network responses obtained 
by MBL stimulation with respect to nMBL stimulation. Stimulation usually evoked stronger and faster responses on 
MBLs than on nMBLs. Moreover, stimulation of MBLs evoked faster (but not stronger) network responses than 
stimulation of nMBLs. 

 
1 Background 

Recent studies about the spontaneous generation 
and propagation of coordinated activity in cultured 
neuronal networks reported the existence of privileged 
sites that consistently fire earlier than others at the on-
set of network bursts (NBs), which have been termed 
major burst leaders (MBLs) [1, 2]. In this study, we 
investigated the existing relationship between sponta-
neous and evoked activity of MBLs with respect to 
non-MBLs (nMBLs). Moreover, we also compared 
network responses evoked by either MBLs or nMBLs. 

2 Methods and statistics 

2.1 Experimental protocol 
Primary cultures of rat cortical neurons were plat-

ed on planar micro-electrode arrays (8×8 grid, Multi 
Channel Systems, Reutlingen, DE). Our dataset com-
prises 20 recordings from mature cultures (> 3 weeks 
in vitro). After recording spontaneous activity, we de-
livered to each culture a test stimulus from eight se-
lected channels of the array, four of which were classi-
fied as MBLs and the rest as nMBLs. MBLs were se-
lected according to their leadership score (LS) (i.e. 
electrodes leading at least 4% of all NBs). The test 
stimulus consisted of a train of 100 voltage pulses at 
0.2 Hz, each of which being a positive-then-negative 
square wave (amplitude ±750 mV, duration 500 μs, 
duty cycle 50%). 

2.2 Data analysis 
First, we analysed spontaneous activity of our 

cultures by computing the main firing and bursting 
statistics of all MBL and nMBL channels and compar-
ing the statistical distributions of these measures for 
these two groups (cf. Fig. 1). 

Then, we characterized each response to electrical 
stimulation by measuring the area of the post-stimulus 

time histogram (PSTH), corresponding to the average 
number of evoked spikes, and the delay of the first 
evoked spike. These measures were normalized either 
to compare the effects of different stimulating sites on 
the same responding site (normalization 1) or to com-
pare responses of different sites to the same stimulat-
ing site (normalization 2). Normalization 1 allowed to 
compare responses to MBL stimulations with respons-
es to nMBL stimulations (cf. Fig. 2B-D), while nor-
malization 2 allowed to compare MBL responses to 
nMBL responses (cf. Fig. 2A-C). 

3  Results 
We recorded neuronal electrophysiological activi-

ty from a total of 933 active channels (i.e. channels 
whose firing rate is > 0.1 spikes/s) in 20 cultures. Of 
these 933 channels, 108 (11.58%) were classified as 
MBLs (criterion: LS > 4% of all NBs). Firing rate, 
firing rate within bursts and burst duration of each 
electrode were normalized over the mean value ob-
tained from each culture, considering all active elec-
trodes. Statistical analysis has been performed by 
pooling normalized values of all cultures. MBLs pre-
sent higher firing rates with respect to nMBL channels 
(Fig. 1A) and a high ratio of spikes within bursts (Fig. 
1B). They also feature longer burst durations (Fig. 
1D), but comparable values of firing rate within bursts 
(Fig. 1C). Altogether these results led us to conclude 
that MBL sites are highly active bursting channels. 
These results confirm previous similar findings [1, 3]. 

We also found that MBLs generally respond to 
stimulation with higher number of spikes (Fig. 2A) 
and more rapidly to electrical stimulation (Fig. 2C). 
Moreover, electrical stimulation from MBLs evokes, 
on average, earlier responses than the stimulation de-
livered from other locations (Fig. 2D), but does not 
evoke stronger responses (Fig. 2B). Apart from PSTH 
areas of MBL stimulations vs. nMBL stimulations 
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(Fig. 2B), all other statistical distributions reported in 
Fig. 2 are significantly different, as assessed by using 
two-sample Kolmogorov-Smirnov test (p-level = 
0.01). 

 

 
 

Fig. 1. MBL present higher firing rates and longer burst durations, 
together with poor random spiking activity. A, Burst leadership 
score (LS) VS normalized firing rate for all recorded electrodes (825 
nMBLs, in black, 108 MBLs, in red). B, LS VS ratio of spikes with-
in bursts. Same notation as in A. C, LS VS normalized firing rate 
within bursts. Same notation as in A. D, LS VS normalized burst 
duration. Same notation as in A. Insets report box plots of statistical 
distributions of the variables reported in the same panels, for nMBL 
(black) and MBL (red) respectively. Stars indicate statistical signifi-
cance (p-level = 0.01), as assessed by non-parametric Mann-
Whitney U-test. 

 
 
Fig. 2. Cumulative frequency of normalized PSTH area (A-B) and 
normalized first-spike latency (C-D). A-C, comparison of either 
MBL (black) or nMBL (red) responses; B-D, comparison of re-
sponses to either MBL (blue) or nMBL (green) stimulations. 

 
 

4  Summary 
To summarize, we showed that in the absence of 

any stimulation MBLs are highly active bursting 
channels, displaying poor random spiking activity. 

Moreover, they also play a role in coordinating 
and driving the evoked bursts of activity, featuring 
more intense and faster responses to electrical stimula-
tion. Finally, the network generally responds with 
shorter latencies when stimulated from MBLs. 
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Abstract 
We have identified Shannon entropy as a sensitive single parameter to detect changes in electrophysiologic be-
haviour of neuronal cells cultured on MEAs. We demonstrate the use of this measure using an in vitro model of 
Huntington’s disease (HD). The spike time histograms of the population activity recorded in the MEAs had larger 
values of Shannon entropy when they were treated with brain-derived neurotrophic factor (BDNF), a known neu-
roprotectant and neuromodulatory factor.   

1 Backround / Aims 
We are interested in the identification of quanti-

ties suitable to discriminate between different condi-
tions in MEA recordings that may represent human 
disease-related abnormalities in neuronal connectivity. 

2 Methods / Statistics 
Spontaneous recordings were conducted to com-

pare the spiking activities of rat P1 dissociated prima-
ry neuronal cultures under different disease-related 
conditions [e.g., 1]. The spike detection and data anal-
yses were performed with customized R codes run us-
ing a cluster computer (“Alice”) at the University of 
Leicester. We constructed time histograms of the pop-
ulation spiking activity (Fig. 1).  

Fig. 1. Spike time histograms in HD (red) and HD+BDNF (blue). 

The Shannon entropy [2] of the number of spikes 
per bin was used to evaluate the effect of BDNF 
treatment on the spiking activity of the cultures in 
comparison with the mean values of the same time 
series.

Fig. 2. Effects of BDNF on the HD culture measured using the 
mean number of spikes per bin (left panel) and using the entropy of 
the number of spikes per bin (right panel). N= 6 cultures in each 
condition. 

3 Results 
The mean number of spikes per bin tended to in-

crease with the BDNF treatment but did not reach sig-
nificance due to the variability found between differ-
ent cultures (Fig. 2, left panel). Conversely, the entro-
py was significantly larger after BDNF (Fig. 2, right 
panel) because it showed less variability in different 
cultures. The entropy-based measure therefore proved 
more sensitive to discriminate the effect of BDNF 
than the mean value of the same time series (DIV20, 
Fig. 2). 

4 Conclusion/Summary
Shannon entropy provided an effective way to 

discriminate between two conditions using a single 
parameter.  To understand why the entropy increased 
with the BDNF treatment we constructed amplitude 
histograms of the time series shown in Fig 1. In these 
histograms (Fig. 3) we can see that most cases are 
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classified in the first bar of the left, both with and 
without BDNF (Panels A and B). However, in the cul-
tures treated with BDNF there are more cases that fall 
in the classes corresponding to the bars 2 to 10 of the 
histogram. This can be better appreciated by focusing 
onto the lower portion of the ordinate scale, as illus-
trated in panels C and D. Thus, the uncertainty of the 
classification is larger with BDNF and this is reflected 
in a larger entropy value.  

Fig. 3. Amplitude histograms of the time series shown in Fig. 1.           
Upper panels depict full scale and lower panels show lower ordi-
nates in detail by cutting the first bar as indicated with dotted lines.

In this poster we highlight the use of the entropy 
measurement as a sensitive analysis parameter and 
discuss its application to different time series derived 
from the MEA recordings. Regarding BDNF our re-
sults support the conclusions of a previous report [1], 
demonstrating that the impairment of the synaptic 
coupling caused by the mutant Huntingtin gene could 
be reversed with this treatment. In the future, our data 
processing approach will be used to study the positive 
effects of other prospective treatments for HD and the 
deleterious effects at synapses in other neurodegenera-
tive diseases. 
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Abstract 
The Poisson process is one of the most commonly used models of spike trains in neural networks. To address the 
question whether the neuronal firing in cultured neuronal networks can indeed be considered as Poisson process, 
we analyzed the features of spontaneous spike trains recorded during development in dissociated hippocampal 
cultures grown on microelectrode arrays (MEAs). 
 

1 Methods 
All experimental procedures were carried out in 

accordance with the EU Council Directive 
86/609/EEC and were approved and authorised by the 
local Committee for Ethics and Animal Research 
(Landesverwaltungsamt Halle, Germany). 

Neuronal cultures were prepared from Wistar rat 
embryos at gestation day 18 (E18) as described 
previously [2]. The suspension of dissociated 
hippocampal cells was plated on 60 channel (inter-
electrode distance 200 µm) MEAs (MultiChannel 
Systems, Reutlingen, Germany). Cultures were 
incubated in serum-free Neurobasal medium at 37°C 
in a humidified atmosphere (95% air and 5% CO2), 
with culture medium being partially exchanged once a 
week. 

 The neuronal activity in rat hippocampal cultures 
(n = 10 MEAs) was sampled at 10 kHz using 
MEA1060INV-BC system and MC_Rack software 
(MultiChannel Systems, Reutlingen, Germany) on a 
weekly basis from day in vitro (DIV) 14 to 35. No 
external stimulation was applied to cultures during 
this period. The analysis was performed on 600-s long 
epochs of activity recorded at each time point in each 
individual culture. The threshold-based spike 
detection (± 6SD of noise) in high-pass filtered (300 
Hz) records was followed by burst identification (≥ 5 
spikes with inter-spike interval (ISI) < 100 ms). 
Obtained spike and burst time-stamps were used 
further for calculation of the mean firing rate (MFR) 
and the mean bursting rate (MBR) per minute. Due to 
relatively low amount of activity in immature cultures 
at DIV14, absolute MFR and MBR values for each 
individual channel were normalized to respective 
values obtained at DIV28 (taken as 100%). Processing 
and analysis of recorded signals were carried out 
using Spike2 software (Cambridge Electronic Design, 
Cambridge, UK). 

Statistical analysis included the protected one-
way ANOVA for development factor followed by 

Duncan’s post hoc test, which were performed using 
STATISTICA data analysis system (Statsoft, Inc., 
Tulsa, USA). Factorial effects and differences were 
considered as significant at p < 0.05. Results are 
presented as mean±S.E.M. 

2 Results 
The analysis of developmental profile of 

spontaneous neuronal activity revealed that both the 
MFR and the MBR were significantly influenced by 
developmental factor (F3,1132=21.6 and F3,701=30.0, 
respectively; both P < 0.00001). The third week in 
vitro was characterized by dramatic enhancement of 
neuronal activity, with DIV21 being associated with 
peak levels of the MFR and MBR (Fig. 1A). In 
contrast, the fourth week of culturing was 
accompanied by significant reduction of spiking and 
bursting activity, while only marginal changes were 
observed after DIV28. Bursting is known to become a 
predominant pattern of activity in cultured neuronal 
networks during development [1,3]. Such burstinness 
of spontaneous spike trains results in heavy-tailed 
distribution and high variation of ISIs due to 
coexistence of numerous short intra-burst ISIs and 
rarer but long ISIs between bursts (i.e., IBIs). Indeed, 
the mean coefficient of variation of ISI (CVISI) 
throughout analyzed period (DIV14-35) was in the 
range between 2.6 and 3.0 (Fig. 1B). However, for 
IBIs we found remarkably lower variation with CVIBI 
≈ 1, suggesting that initiation of bursting remains a 
Poisson process despite large-scale fluctuations of 
spiking and bursting rates in neuronal cultures during 
development. To clarify this, we calculated the Fano 
factor for bursting rate (FBR) in various time bins 
ranging from 0.1 to 1.0 s. We found that FBR ≈ 1 for 
most conditions, except FBR values obtained for 
lengthy time bins (> 500 ms) in immature two-week 
old cultures (Fig. 1B). 

 
 



2159th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2014

Signal analysis and statisticsto table of content

 
 
 
Fig. 1. The spontaneous initiation of bursts in dissociated hippocampal cultures remains stochastic during development and can be 
considered as Poisson process. A. Dramatic changes of spiking and bursting rates during third and fourth weeks in vitro are followed by 
steady-state stabilization after DIV28. B. Despite large-scale fluctuations of the MBR during development, both the coefficient of variation 
of IBIs and the Fano factor for bursting rate are ≈1 and remain relatively stable in developing and mature hippocampal cultures grown on 
MEAs. 

 
 
3 Conclusion 

Several properties of bursting activity are subject 
of strong developmental regulation reflecting the 
maturation of synaptic connectivity and circuitry 
formation. However, the initiation of bursts in 
developing neuronal cultures is stochastic Poisson 
process, and remains as such upon maturation. Our 
data suggest that bursts represent a rather complex 
phenomenon with distinct probabilities of the first 
spike and the following ones in each individual 
bursting episode. 
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Abstract 
Cortical and hippocampal patterned networks, composed of inter-connected modules of different size, were grown 
on commercially available Micro-Electrode Arrays to investigate neurodynamics. Such patterned networks, real-
ized by means of multi-compartmental polydimethylsiloxane structures, represent an in vitro model to study elec-
trophysiological activity of damaged neuronal networks in the central nervous system. A laser microdissector has 
been used to selectively cut the neural connections between different modules, thus mimicking a pathological 
condition. Spontaneous and evoked activity of modular neural networks has been characterized in both healthy 
and damaged cultures. 
 

1 Background 
In the last decades, great efforts have been made 

to focus on studying neuro-prostheses targeting le-
sions at the level of the CNS and aimed at restoring 
lost cognitive functions [1, 2]. Simplified in vitro 
models of cell assemblies can provide useful insights 
for the design of future cognitive brain prostheses. In 
particular, studies of healthy and lesioned in vitro neu-
ronal networks can be exploited as a test-bed for the 
development of innovative neuro-prostheses [3]. To 
investigate the inherent properties of neuronal cell as-
semblies as a complement to artificial computational 
models, engineered networks of increasing structural 
complexity, from isolated finite-size networks up to 
inter-connected modules, were grown on Multi Elec-
trode Arrays (MEAs). Here, we characterized the 
spontaneous and evoked activity of 2D neuronal cul-
tures, before and after selective laser dissection of 
physical connections between neuronal sub-
populations [4]. The quantitative characterization of 
the lesion-induced changes in activity represents a re-
producible injury model to possibly test innovative 
‘brain-prostheses‘. 

2 Methods 
All experimental procedures and animal care 

were conducted in conformity with institutional guide-
lines, in accordance with the European legislation 
(European Communities Directive of 24 November 
1986, 86/609/EEC). 

Primary neuronal cultures were obtained from 
cerebral cortices and hippocampi of rat embryos at 
gestational day E18. In order to provide the physical 

confinement of neuronal cultures, a polymeric struc-
ture in polydimethylsiloxane (PDMS), composed of 
different modules, has been realized through soft li-
thography [5]. The PDMS mask is positioned on the 
MEA substrate before the coating procedure, per-
formed by putting a 100-µl drop of laminin and poly-
D-lysine solution on the mask and leaving it in the 
vacuum chamber for 20 minutes. Then, the mask is 
removed and cells plated afterwards. The used MEAs 
(Multi Channel Systems, Reutlingen, Germany) can 
present three different geometrical layouts: “4Q”, 
where 60 electrodes are organized in 4 separate quad-
rants; “8x8”, where electrodes are placed according to 
a square grid; 6x10, rectangular grid. The nominal cell 
density is around 500 cells/μl (~100 cells per network 
module). 

Experiments on both cortical and hippocampal 
modular networks, recorded between 20 and 25 Days 
In Vitro (DIVs), have been carried out. Results have 
been obtained from a dataset of 17 modular networks 
(7 hippocampal and 10 cortical). The used experi-
mental protocol consisted of 5 consecutive phases: i) 
One-hour recording of spontaneous activity; ii) Stimu-
lation session I, which consists of stimulating at least 
two electrodes per cluster using a train of 50 positive-
then-negative pulses (1.5 V peak-to-peak, duration 
500 µs, duty cycle 50%) at 0.2 Hz; iii) Laser ablation 
of inter-cluster neural connections, whose aim is to 
isolate a cluster which is physically and functionally 
connected to at least another one; iv) One-hour record-
ing of spontaneous activity after performing the le-
sion; v) Stimulation session II, from the same elec-
trodes of phase ii. 




