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The MEA community is continuously growing. There are currently more than 550 members subscribed to the MEA user group, the web-based scientific discussion group for MEA users. The technology and its applications are described in Wikipedia, in addition to the many papers in high-ranking journals reporting on the scientific outcome in laboratories worldwide. Multi Channel Systems recently counted more than 500 references featuring the use of their equipment. The community also sees the advent of new systems and suppliers—a good sign as it indicates a dynamic and healthy market. This development we have accounted for by offering exhibition space at this year’s MEA meeting along with the opportunity for advertising in the proceedings book.

Without doubt, the passive arrays with up to hundreds of tiny electrodes have come of age and are now routine tools in electrophysiology, often used in combination with imaging, patch clamping and microfluidics. Using genetically modified cell and tissue samples, allows for investigation of the correlation of subcellular and population properties in large networks. The increasing complexity on the biological side is accompanied by the development of high-density sensor arrays with thousands of tightly-spaced electrodes and imbedded active electronics, that bear the potential to perform recordings from large cell populations at single-cell resolution. These arrays are now entering into market.

It is an honour and a great pleasure for the NMI and the co-organizers to welcome the approximately 200 participants from all over the world. Once again, the meeting has attracted students and senior researchers, MEA developers and new and experienced MEA users. More than 700 authors and co-authors from 24 countries have submitted papers for 28 oral and 125 poster presentations. Following the feedback from participants of the last meeting, an all-day poster session will be held to provide the opportunity for in-depth information exchange and networking.

We would like to thank the Scientific Programme Committee for reviewing and ranking the abstracts, and pre-selecting images for the best-picture award. The selected pictures merged to a collage for the cover page represent the diversity of themes that have been submitted—from subcellular studies to complex network analysis.

1 http://tech.groups.yahoo.com/group/mea-users/
2 http://en.wikipedia.org/wiki/Multielectrode_array

This year, the Bernstein Center Freiburg is co-organizer of the meeting. It aims to improve the understanding of brain dynamics and to explore the application of new insights and techniques in biomedicine and neurotechnology. It has provided important impulses for the programme of the meeting. Almost a tradition, BIOPRO Baden-Württemberg GmbH, as the state agency for the promotion of modern biotechnology and the life sciences, is again supporting the print version of the proceedings book. It will also be available online and offers a representative overview on current techniques and applications, which is helpful in particular for newcomers to the MEA user community.

We welcome you heartily to Reutlingen and wish you enthusiastic discussions and productive scientific exchange—with old and new friends and colleagues.

Enjoy the meeting!

Prof. Dr. Ulrich Egert
Bernstein Center Freiburg
Dr. Ralf Kindervater
CEO, BIOPRO Baden-Württemberg GmbH
Dr. Alfred Stett
Conference Chair;
Deputy Managing Director, NMI Reutlingen
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Plant Cells
Detecting Electrical Network Activity in Root Apex of Zea mays (L.) by Multielectrode Arrays (MEAs)§

Masi Elisa¹*, Mancuso Stefano¹

1 Laboratorio Internazionale di Neurobiologia Vegetale (LINV) – Department of Plant, Soil and Environmental Science, University of Florence, Italy
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The study of electrical network systems, integrated with chemical signalling networks, is a common trend in contemporary biology of electrically excitable cells of many multicellular organisms. At present, in plants, despite most cells are electrically excitable and active, full characteristics of the electrical network distribution and dynamics has not been established. Here, a 60-channels multielectrode array (MEA) is applied to study spatiotemporal characteristics of the electrical network activity of the root apex. Both intense spontaneous electrical activities and locally propagating electrical signals have been observed. Propagation of the spikes indicates the existence of excitabile travelling waves in plants, similar to those observed in non-nerve electrogenic tissues of animals. Obtained data reveal synchronous electric activities of root cells emerging in a specific root apex region. The dynamic electrochemical activity of root apex cells is proposed to continuously integrate internal and external signalling for developmental adaptations in a changing environment.

1 Introduction

Electrically excitable cells are present in many multicellular organisms, especially in brains of animals, but also in lower animals such as sponges, which lack central nervous system and in animals having excitable epithelia, which can conduct signals via neuroid conduction. In plants, most cells are electrically excitable and active, releasing and propagating action potentials (APs), which may affect such central physiological processes as photosynthesis and respiration [1].

This can be possible using the MEA approach, intensively used in neuroscience for any electrogenic animal tissues, and, here presented as its first application, also for plants tissues.

2 Materials and Methods

2.1 Plant material and MEA setup

Caryopses of Zea mays L. were soaked in distilled water and placed between damp paper towels in Petri dishes. Dishes were maintained in vertical position, incubated at 26 °C for 48 h, and used after roots reached a length of 3 cm (usually after 2 days).

Longitudinal and transversal slices from the primary root tip were cut at 350 μm thickness with a tissue slicer (Mod. 51425, Stoelting, Illinois, USA) and were stored submerged for 2 h in CaCl₂ 5 mM (pH 6.5) at room temperature (22 °C) before recording.

For recording, samples were plated on a multielectrode array (previously coated with nitrocellulose), consisting of 60 TiN/SiN microelectrodes (30 μm Ø). We used MEAs arranged in a 8x8 matrix for transversal slices (200 μm IED) and 6x10 matrix for longitudinal ones (500 μm IED) (Multi Channel Systems® MCS, Reutlingen, Germany).

To achieve the best contact slices were fixed onto the MEA using an adhesive water permeable and water resistant tape (3M Micropore Surgical Tape)

§ The results of the experiments here reported have been published on Masi et al. (2009). PNAS 106, 4048-4053.
that mediate close and flat adhesion of the slice to the MEA surface, allowing in the meantime superfusion of the tissue (Fig. 1).

Recordings were performed with tissues submerged in bath solution containing CaCl₂ 5 mM (pH 6.5) at a flow rate of 1 mL/min and temperature of 22 ± 1 °C.

2.2 Pharmacology

Spontaneous activity was monitored by bath perfusion with L-glutamate (Glu) and the glutamate receptor antagonist 6,7-Dinitroquinoxaline-2,4-dione (DNQX, 2.5 mM, pH 6.7, 2 h incubation) dissolved in 2.5% DMSO or the Ca²⁺ channel blocker gadolinium chloride (Gd³⁺, 1 mM, 2 h incubation).

Glu was obtained from VWR, Gd³⁺ from Merck Pty Limited, CaCl₂ from JT Baker Chemical Co., all of the other chemicals were obtained from Sigma chemicals. Each solution was adjusted to pH 6.5 and used, without root sample, as negative control to check electrodes signal-to-noise ratio.

2.3 Data acquisition and analysis

Data were acquired with a MEA1060BC (Multi Channel Systems) at a sampling rate of 20 KHz. Dedicated software such as MC Rack (Multi Channel Systems) was used to control the hardware and record simultaneously field potentials from the 60 electrodes and to perform spike detection (achieved by setting the threshold at -30 μV, ≈5 times the basal noise). Further analysis such as spike coincidence analysis and rate were performed using custom built MatLab programs.

2.2 Effect of calcium and glutamate

As expected, the presence of calcium in the medium is critical for the quality of the signal. In fact, increasing external calcium concentration from 3 to 5 mM caused a significant (P<0.01) increase in the rate of appearance of the spikes. The results are summarized in Table 1.

Table 1. Spike rate and amplitude in the root apex of maize in response to different pharmacological treatments (results reported as means ± SD, n = 15)

<table>
<thead>
<tr>
<th>Rate (Spikes min⁻¹)</th>
<th>Amplitude (μV)</th>
</tr>
</thead>
<tbody>
<tr>
<td>CaCl₂ 3 mM</td>
<td>3.0 ± 0.4</td>
</tr>
<tr>
<td>CaCl₂ 5 mM</td>
<td>4.41 ± 0.7</td>
</tr>
<tr>
<td>Gd³⁺</td>
<td>0.2 ± 0.07</td>
</tr>
<tr>
<td>Gd³⁺ recovery</td>
<td>3.6 ± 0.5</td>
</tr>
<tr>
<td>Glu 0.5 mM</td>
<td>9.32 ± 0.4</td>
</tr>
<tr>
<td>Glu 1 mM</td>
<td>26.96 ± 1.9</td>
</tr>
<tr>
<td>Glu 2 mM</td>
<td>31.32 ± 2.1</td>
</tr>
<tr>
<td>DNQX</td>
<td>0.13 ± 0.05</td>
</tr>
<tr>
<td>DNQX recovery</td>
<td>3.12 ± 0.3</td>
</tr>
</tbody>
</table>

Spikes were almost totally inhibited, at any external Ca²⁺ concentration, by incubating the root for 2 h in presence of 1 mM gadolinium (Fig. 4A and B). The detection of signals after overnight recovery of the root (the root was gently stirred in working solution) revealed a restoration of the electrical network activity (Fig. 4C).
Fig. 4. Representative raster plots of spontaneous activity recorded from 60 electrodes (linear order) in maize root under the following conditions: (A) CaCl$_2$ 5 mM; (B) CaCl$_2$ plus Gd$^{3+}$ 1 mM; (C) restored electrical activity after washing out of Gd$^{3+}$ and overnight recovery; (D) Glu 1 mM plus CaCl$_2$ 5 mM; (E) Glu 1 mM plus CaCl$_2$ 5 mM plus DNQX 2.5 mM; (F) restored electrical activity after washing out of DNQX and overnight recovery.

Application of 0.5 mM L-glutamate to a solution containing 5 mM CaCl$_2$ enhanced significantly ($P<0.001$) the rate of appearance of the spikes from 4.4 ± 0.7 to 9.3 ± 0.4 s$^{-1}$; the effect at higher glutamate concentrations (1 and 2 mM) was even more marked as the rates increased to 26.7 ± 1.9 and 31.3 ± 2.1 s$^{-1}$, respectively (Table 1). In all of the tested roots, the L-glutamate-evoked increase in activity was significantly ($P<0.001$) attenuated to 0.13 ± 0.07 spikes per minute (Table 1 and Fig. 6 D and E) by the receptor antagonist DNQX (incubation 2 h; DNQX 2.5 mM). Here, again it was possible to restore the electrical activity of the root after overnight recovery (Fig. 6 F).

2.3 Synchronization and propagation of the spikes

In maize root, the cells under study can be considered large with respect to the electrode (diameter of 80-100 μm on average), and homogeneous in morphology [6]. Therefore, by using an IED of 200 or 500 μm, it is reasonable to assume that the electrical signals generated by a single root cell will be detected by just one electrode [7].

The electrical activity in the maize root apex followed a specific pattern of activity with spikes that developed spontaneously on many electrodes at the same time forming periods of synchronized activity, separated by intervals of many seconds of no activity. This appears to be the first observation of synchronized electrical activity in plants.

The calculation of the coincidence probability between spikes trains measured at different groups of electrodes shows the highest peak at $\tau = 0$, evidence of the high amount of synchronized events and that synchronization is a well-established phenomenon in root cells (Fig. 5).

Interestingly, treating the roots with L-glutamate (1 mM) led to a strong increase in the number of synchronized events compared with those recorded in the standard solution containing just CaCl$_2$ (Fig. 5).

Looking at the many synchronized events that have been recorded, they reveal to be composed of a quite complex spatiotemporal pattern where the electrical signals did not appear on all electrodes at exactly the same time (Fig. 6 Middle); the propagation of the spikes (Fig. 6 Bottom) indicates the existence of excitable traveling waves in plants, similar to those observed in non-nerve electrogenic tissues of animals.

2.4 Localization of activity in the root apex

The MEA approach for the study of electrical activity in the root apex have provided data from a quite large area of it, including meristem, transition
zone, and mature zone (Fig. 7). In each experiment performed, whatever the nature of the treatment, the most active root part was revealed to be the transition zone. This region, showed a higher electrical activity than the neighboring root apex zones (Fig. 8) and a higher collective activity of groups of cells, i.e., synchronization (data not shown).

3 Conclusion

Electrical events in plants are normally associated with an external stimulation [8, 9 10] but in the present study we demonstrate that a great number of spontaneously generated electrical signals exist in cells of the root apex.

Moreover, the generation of spikes showed a well definite model of action with the production of many events developing spontaneously in many electrodes at the same time, forming periods of synchronized activity, followed by periods of inactivity that can last several seconds (Fig. 6 Top). This behavior is well known in cortical structures of animals where is believed to be involved in information transmission and storage and here we hypnotized that it may have the same meaning in plants.

The fact that the electrical activity is mostly observed in the transition zone of the root apex, points to a possible physiological role of synchronized electrical activity in this region. A fine-tuning of the physiological and metabolic process in this very dynamic region could be controlled by such synchronized electrical activity.
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The brain’s unique cognitive abilities are thought to emerge from the processing of information by networks of neurons. Multiunit recording techniques, typically multi-electrode arrays and functional imaging using Ca++ or voltage sensitive dyes, have been developed to help understand such network dynamics. However, these techniques are not ideal. Accessible neurons are limited by number and location of electrodes in commercially available 60-electrode arrays, and the imaging techniques either have poor signal-to-noise or low temporal resolution, are subject to phototoxicity and photobleaching within an hour or two, and do not allow for neuronal stimulation. To address these limitations, we grew networks of cortical neurons and glia over a CMOS array with integrated circuitry containing 11,011 electrodes within a 3.4mm² area. The array’s high resolution and flexible electrode configurations have allowed us to electronically ‘image’ network morphology, identify ‘cell-assemblies’, reconstruct sections of axonal arbors, and resolve the propagation of action potentials across axons. The unprecedented level of neuronal network access has already produced novel data, and further studies are expected to provide a wealth of additional data to advance our basic understanding of the brain’s capabilities.

1 Introduction

The brain is arguably the most complex system studied in science. A human brain contains about one hundred billion neurons, each of which communicate electrically and chemically with tens of thousands of other neurons and make up about a quadrillion (10¹⁵) synaptic connections. The patterns and strengths of connections constantly change with experience, and no two brains are alike. The manipulation of action potentials filtering through the connections gives rise to perceptions, interpretation, memories, consciousness, imagination, language, and adaptive behavior. Such manipulations are thought to emerge from the collective activity of ensembles of neurons, but much remains unknown about the fundamental rules governing information processing in the brain. With this in mind, individual neurons have been studied extensively at the cellular and molecular levels. However, mainly due to technological limitations, little is yet known about how the activity of individual neurons can combine to produce behavior, learning, and memory.

Therefore, to investigate the population dynamics and plasticity of neural networks, a state-of-the-art 11,011-electrode complementary metal oxide semiconductor (CMOS) array was developed by the host laboratory (Fig.1) [1,2]. The densely packed electrodes allow 2-way access to any neuron grown over the array. Electrodes can both detect signals from multiple neurons in parallel and electrically evoke new signals, providing a long-term (months) communication between a neural network and a computer. Within a few ms, 126 of the electrodes could be (re)configured into almost any arbitrary pattern to sample network activity (20kHz). Multiple neighboring electrodes could record the activity of an individual soma with signals up to 140 times rms noise. Likewise, any electrode(s) could be arbitrarily connected to a stimulation buffer in order to evoke neural activity, while stimulus artifacts that prevent signal recording were localized within 80μm and about 5ms.

Fig. 1. The CMOS chip. Cells are grown over 11,011 electrodes located at the center of the ring.
2 Methods

2.1 Cell culture

Cells from E18 rat cortices dissociated in trypsin were grown in DMEM with 10% horse serum on top of the CMOS arrays. A thin layer of PEI and a 15µL drop of laminin were used for cell adhesion. Experiments were conducted inside an incubator to control environmental conditions.

2.1 CMOS array

The microsystem chip was fabricated in 0.6µm CMOS technology, is 7.5x6.1mm² in size, and features 11,011 metal electrodes, as well as 126 bidirectional circuitry channels capable of recording and stimulation. All 7µm diameter platinum (Pt) electrodes are placed within a 2.0x1.75mm² area (3,150 electrodes per mm²), and were realized during a 3-mask post-CMOS processing step. Flexibility in the electrode selection (126 can be selected at the same time) is attained through an analog switch matrix integrated underneath the electrode array, consisting of 13k SRAM cells and analog switches that define the routing from the electrodes to the amplifiers of the channel units. The SRAM cells store information about the traversed switches between connected electrodes and readout/stimulation channels. Dedicated algorithms optimize the routing for a defined configuration. See [1,2] for more details.

2.1 Electrical Stimulation and Recording

Electrically evoked activity was induced using biphasic voltage pulses between 100 to 400µs duration and +/-0.7 to 1.3V magnitude per phase applied through built-in DACs and buffers. Data acquisition, visualization, and spike detection were controlled using a modified version of Meabench [3] interfaced with custom-designed software.

3 Results

The array’s high resolution and flexible electrode configurations have allowed us to electronically ‘image’ network morphology (Fig.2) [2,4], identify ‘cell-assemblies’ (Fig.3), and reconstruct sections of axonal arbors (Fig.4). Furthermore, its signal-to-noise ratio was large enough to resolve the propagation of action potentials across continuous lengths of thin axons via spike-triggered averaging (Fig.5).

Fig. 2. Electrical ‘images’ of network topology. Average spike peaks from spontaneous recordings (1 min per configuration) are plotted for three cultures initially seeded with 10k, 5k, and 1k cells, aged 16, 16, and 26 days-in-vitro respectively. Due to an incubator malfunction, only 1 neuron remained alive in the 1k preparation. Neurons varied in footprint size, spike magnitude (gray scale), and firing profile (not shown). To sample all electrodes, 108 coherent 6x17-electrode recording configurations were scanned across the entire array. Note that some neurons may not have been active during the 1-min configuration duration.

Fig. 3. Identification of ‘cell-assemblies’. Spontaneous-spike-triggered averaging from one soma (white plus) showed that different neurons reliably fired together. The data suggest that some aspects of circuit connectivity can be inferred from a statistical analysis of spike-trains for different neurons (‘cell-assemblies’). Somata are green to blue in color, representing recorded voltage. Latency from the triggered somatic action potential is given above each frame. The right graph plots the location of all detected somata, color-coded in latency. To sample all electrodes, coherent 6x17-electrode recording configurations were scanned across the entire array (108 total configurations).

Fig. 4. Reconstructing axonal arbors via a stimulus “input map” for a single neuron. Color indicates the latency after a stimulus until an AP was recorded at the soma (white plus), with 50-75% (smaller dots) or >75% (larger dots) reliability within a 150µs window. Right: Continuous lengths of axons and some axonal branching appear possible to be mapped (lines). Ineffective sites (gray dots) surrounded many effective sites, suggesting stimulation range is local to an electrode. APV, CNQX, and BMI blocked synaptic activity.
Fig. 5. Propagation of axonal APs. Top: Raw voltage traces (top row) and traces binned over 2 ms (bottom row) are color-coded. Stimuli applied to a single electrode (arrow) evoked a subset of neurons, and somatic APs (blue) were detected by multiple neighboring electrodes. The color scale was reduced in order to zoom-in on axonal APs (yellow). To sample all electrodes, coherent 6x17-electrode recording configurations were scanned across the array, and responses after 60 stimuli per configuration were averaged. Right: AP propagation in two selected neurons. Velocity (color) between electrodes (black dots and voltage traces) varied across axonal segments.

4 Conclusion

The system allows high spatial and temporal resolution two-way experimentation without a limit on experiment duration. This unprecedented level of neuronal network access has already produced novel data, and further studies are expected to provide a wealth of additional data that will advance our basic understanding of the brain’s capabilities.
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We present the design and preliminary test result of a large-scale MEA-based system for spatio-temporal distributed stimulation and recording of neural activity. The system is based on a 512-electrode array with 60 μm inter-electrode spacing and dedicated multichannel integrated circuits for independent stimulation and recording on all the electrodes. In the preliminary tests we stimulated individual neurons in rat retina and cultured cortical slices and recorded the evoked spikes as soon as 55 μs after the stimulation pulse on the stimulating electrode, and 5 μs after the pulse on other electrodes and were able to detect and classify even the low-latency spikes from directly activated neurons.

1 Introduction

Modern MEA-based systems can record neural activity with single cell resolution and with hundreds or even thousands of independent channels, but the electrical stimulation is usually limited to a few electrodes or several groups of electrodes repeating the same stimulation protocol. In contrast, two-way electrical communication with a large population of neurons, at the resolution of single cells and individual action potentials, requires a system capable of generating independently defined stimulation signals on large number of sites. This has to be combined with recording of the network response and minimal stimulus-related artifacts.

Here we present a 512-electrode system able to stimulate neuronal cells in general spatio-temporal patterns, with simultaneous low-artifact recording of the elicited activity. The system is based on a high-density MEA and can elicit complex, precisely defined patterns of action potentials in hundreds of individual neurons. We plan to use the system to investigate the mechanisms of information processing in brain tissue, and to develop stimulation techniques for high-resolution neural prostheses.

2 System design

The presented system is based on custom-designed MEA [1] and Application Specific Integrated Circuits (ASICs). Eight Stimchip ASICs [2] generate the electrical stimulation signals independently on each electrode and eight Neuroplat chips [3] simultaneously record the neural activity. A photograph of the system is shown in fig. 1A.

The system is controlled by a PC running a Labview application, which generates the stimulation control signals based on user-defined input files and continuously records the neural activity on all the electrodes. The input files are generated with Matlab and allow for independent definition of stimulation amplitude and timing for each channel. The recorded data are analyzed off-line with custom software developed in Matlab and Java.

2.1 Multielectrode array

The MEA consists of 512 microelectrodes arranged in a hexagonal pattern, with 60 μm inter-electrode spacing (fig. 1B). The electrodes have a diameter of 5 μm and are routinely electroplated with platinum before the experiment for impedance reduction.

Arrays of this type have been used previously for large-scale recording of neural activity from retina [4,5] and cultured brain slices [6]. Smaller 61-electrode arrays with the same spatial resolution and electrical properties have been used for electrical stimulation of retinal ganglion cells in rodents and primates, using a previous version of the stimulation electronics [7] as well as the Stimchip ASIC [8].
2.2 Stimchip

The Stimchip ASIC includes 64 independent stimulation channels, circuitry for generating internal reference voltages, and a logic block that controls the operation of each channel based on digital commands sent from the control PC. Each channel comprises a programmable generator of arbitrary current waveform, a current-to-voltage converter, and artifact suppression circuitry (fig. 1C). The waveform generator is built of an 8-bit digital-to-analog converter and eight selectable output current buffers with maximum current ranging from 60 nA to 1 mA. The current waveform can be sent to the electrode either directly or via the current-to-voltage converter if voltage stimulation mode is selected [2].

During signal recording the electrode is connected to the input of the external amplifier through the closed record switch (fig. 1C). To avoid saturation of the amplifier by the large voltage signal generated by the stimulation pulse (either on the same channel, or one of the neighboring electrodes) the amplifier input can be disconnected from the electrode prior to the pulse and held at the constant potential, sampled before the stimulation pulse. In addition, the electrode-electrolyte interface can be actively discharged via a voltage follower before the electrode is reconnected to the amplifier input.

The shape of the stimulation signal and the states of all the switches in the circuitry are controlled with time resolution of 50 μs, independently for each channel, by a stream of real-time data sent from the control computer (15 Mbit/s for each chip).

2.3 Neuroplat chip

The Neuroplat chip [3] comprises 64 independent recording channels, an analog multiplexer, bias circuitry and control logic. Each channel includes an AC-coupled amplifier, a band-pass filter, and a sample-and-hold circuit. The amplifier gain and the filter frequency range can be set by digital commands. The output signals on all the channels are sampled with a frequency of 20 kHz, multiplexed, and sent to the control computer for digitization and storage.

3 Preliminary tests

To evaluate the system performance, we stimulated and recorded activity from isolated rat retina and organotypic cultures of the rat cortex.

3.1 Stimulation protocol

We used charge-balanced triphasic stimulation pulses generated in current mode, with relative amplitudes of 2:3:1 and durations of 50 μs or 100 μs per phase (fig. 2A). This pulse shape resulted in very low stimulus artifact that did not require post-pulse discharging. We recorded the elicited neural activity, on the stimulating electrode, as soon as 55 μs after the stimulation pulse, and as early as 5 μs after the pulse on the other, non-stimulating electrodes.

For each electrode, we used stimulation pulses with amplitudes (defined as the current value for the negative pulse phase) ranging from 0.1 to 4.0 μA for the 50 μs/phase pulses and 0.05 to 2.0 μA for 100 μs/phase pulses. The amplitude was increased in 5%
steps and stimulation pulse of given amplitude was repeated 100 times.

To reduce the experiment time, we grouped 512 electrodes in 64 eight-electrode patterns, with inter-electrode distance of 480 µm in each pattern. The electrodes within one pattern generated stimulation pulses simultaneously with a frequency of 2 Hz, and the pulses in next pattern were shifted by 7.5 ms. The whole stimulation procedure took ~1 hour and 50 minutes when both pulse durations were used.

3.2 Results

Stimulation of individual neurons

The four subplots in figure 2A show overlaid responses of a retinal ganglion cell (RGC) to stimulation pulses of different amplitudes recorded on the electrode generating the stimulation signal.

Increasing the stimulation amplitude results in both, the smooth increase of the stimulation efficiency and stabilization of the elicited spike latency, while the artifact level stays well within linear range of the Neuroplat chip (+/- 3mV for a gain setting of 270).

Identification of activated cells

To reconstruct shape of the elicited neuronal signal, we averaged traces within each of the two classes shown in fig. 2A (subplot no. 4, current amplitude 0.48 µA) and subtracted the averaged waveforms. The same procedure was applied to the six electrodes adjacent to the stimulating electrode. The elicited waveforms are virtually identical to the signals recorded from the same neuron spiking spontaneously, as shown in fig. 3A. A)

Activation of neurons in cultured rat cortical slices required in general higher stimulation currents than retinal ganglion cells. As shown in fig. 3B, the cell’s response to a pulse of 4.0 µA recorded on the
stimulating electrode is significantly distorted. However, the signals on all of the neighboring electrodes are very well preserved and allow for unambiguous identification of the activated cell.

**Spatial map of stimulation thresholds**

Some of the identified neurons were effectively stimulated by several different electrodes, located near the cell bodies or axons. Fig. 4A shows averaged signals recorded from a retinal ganglion cell on 24 electrodes, including all the 6 electrodes that effectively stimulated the cell. Four of these electrodes (labelled with ‘1’ to ‘4’) recorded somatic signal from the stimulated neuron, with the two remaining electrodes (‘5’ and ‘6’) recording axonal spikes.

The stimulation efficacies as a function of current amplitudes are shown in fig 4B for each of the six electrodes. The cell was stimulated with the lowest threshold current by the electrode that also recorded the largest signal from this neuron. However, the other electrodes near the soma show a similar stimulation threshold to the electrodes close to the axon.

4 **Summary**

We have developed a large-scale system that is capable of stimulating hundreds of neurons with arbitrarily defined patterns of stimulation currents, with simultaneous recording of the elicited activity. In the preliminary experiment, we were able to stimulate individual neurons in rat retina and cultured cortical slices, and record the evoked low-latency spikes from directly stimulated neurons with minimal distortions. Software for automated classification of elicited neural responses is currently under development.
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Bidirectional Interfacing of Neurons with a 32k Pixel CMOS Multi-Capacitor-Transistor-Array (MCTA)

Thomas Gerling¹, Armin Lambacher¹, Björn Eversmann², Roland Thewes², Peter Fromherz¹

¹ Department of Membrane and Neurophysics, Max Planck Institute for Biochemistry, Martinsried/Munich, Germany
² Corporate Research, Infineon Technologies AG, Munich, Germany

We report on a closed-loop-experiment with an A-cluster neuron of a pedal ganglion from the pond snail *Lymnaea stagnalis*. For that kind of experiments neurons with a soma diameter between 50-80 μm were taken. A description of the preparation and the cell extraction can be found in [1]. The neurons were cultured for 24 hours on the laminin fragment IKVAV on the chip surface.

The CMOS-MCTA chip has a 2 mm² high-density sensor and stimulation array of 32768 bidirectional pixel which are arranged in 128 rows and 256 columns with a pitch of 8.775 μm in each dimension. Each row of the array has its own differential readout amplifier and an on-chip 9 bit analog-to-digital-converter (ADC). Due to the fabrication by an extended CMOS technology the sensor transistor with its intrinsic poly-silicon gate is buried in the chip and is connected to the interface capacitor via a metallic pathway. That interface capacitor consists of a platinum spot isolated by a biocompatible dielectric layer made of TiO₂/ZrO₂ to avoid any Faradaic currents across the surface. This layout allows recording and stimulation with the same pixel, i.e. the interface is bidirectional. For recording the array can be readout with a full frame rate of 2.4 kHz. For stimulation externally and/or internally generated stimulation pulses can be applied for each row of the array.

For the closed-loop-experiment an array of 9x9 pixel was chosen and repetitive biphasic voltage pulses of raising and falling ramps are applied [2]. To allow for immediate readout after stimulation, the selected columns can be reset to their operating points as described in [3] [4]. Thus recording of neuronal signals on a stimulating pixel can be achieved after 650 μs.
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Investigation of pharmacologically-induced epileptic spatial-temporal patterns on cortico-hippocampal slices by means of high-density microelectrode arrays

Ferrea E.1,2*, Maccione A.1, Baldelli P.1,2, Benfenati F.1,2, Berdondini L.1
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* Corresponding author. E-mail address: enrico.ferrea@iit.it

Microelectrode arrays (MEAs) are largely employed to study electrical activity in neuronal tissues [1]. Nevertheless, commercially available MEAs provide a limited number of recording sites and do not allow a precise identification of spatial-temporal oscillations. To overcome this limitation, high density MEAs based on CMOS technology were recently developed [2,3]. The platform used here enables extracellular electrophysiological recordings from 4096 electrodes arranged in a squared area of 2.7 mm x 2.7 mm with inter-electrode distance of 21 μm, at a sampling rate of 7.7 kHz/electrode. Here, we report preliminary validation results demonstrating the capabilities of this platform to acquire from the whole array electrophysiological activity from brain slices, with the aim to study the impact of convulsant agents on murine cortico-hippocampal slices.

1 Methods/Statistics

1.1 Experimental Protocol

Epileptic-like discharges were induced on horizontal hippocampal slices (400 μm in thickness) by applying 4-aminopyridine (200 μM) or picrotoxin (100 μM) [4]. Spontaneous activity was recorded up to one hour from the slice coupled with the CMOS-MEA (fig.1).

Microelectrode arrays (MEAs) are largely employed to study electrical activity in neuronal tissues [1]. Nevertheless, commercially available MEAs provide a limited number of recording sites and do not allow a precise identification of spatial-temporal oscillations. To overcome this limitation, high density MEAs based on CMOS technology were recently developed [2,3]. The platform used here enables extracellular electrophysiological recordings from 4096 electrodes arranged in a squared area of 2.7 mm x 2.7 mm with inter-electrode distance of 21 μm, at a sampling rate of 7.7 kHz/electrode. Here, we report preliminary validation results demonstrating the capabilities of this platform to acquire from the whole array electrophysiological activity from brain slices, with the aim to study the impact of convulsant agents on murine cortico-hippocampal slices.

2 Results

The recording performances and the large recording area of the chip permit the observation of fast propagating activities involving multiple slice areas (Fig 2.a,d). Fig 2.c,d shows a propagation pattern from the hippocampus to para-hippocampal regions. Thanks to the unique features of the platform, we were able to precisely follow the spread of activity during long-lasting epileptic-like discharges induced in slices by the perfusion of convulsant drugs (fig 2.b). Interestingly, results show that not all the regions are always involved in these propagations. Moreover, this technology enables the clear identification of epileptic foci and the classification of the different propagation trajectories.

Our high density MEA platform was coupled with a perfusion system and temperature control to keep the brain slice under healthy conditions and for drug treatments.

The inlet was provided by a pump fluxing 5 mL/min of heated solution, while the level of media in the dish was maintained by an outlet connected to a vacuum pump. Slices were kept in position by using custom-made anchors.

Fig. 1. 400 μm thick brain slice over the CMOS-MEA providing simultaneous recording from 4096 microelectrodes.
3 Conclusion/Summary

High-resolution MEAs offer a unique opportunity to record from relatively large portions (2.7 mm x 2.7 mm active area) of brain tissue, at a high spatial resolution (4096 electrodes) and high sampling frequency. Here, we show that the APS-MEA platform is particularly suitable to study in vitro models of temporal lobe epilepsy.
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MEA Based Multichannel System Employing ASIC for In Vivo and In Vitro Experiments
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This paper presents the design and measurements of low noise multichannel system for recording extra-cellular neuronal signals using micro electrode arrays. System is based on the integrated circuit containing 64 readout channels combined with the MEA electrodes. Electronic chip is fabricated in CMOS 180 nm technology and occupies 5×2.3 mm² of silicon area. A single readout channel is built of an AC coupling circuit at the input, a low noise preamplifier, a band-pass filter, and a second amplifier. In order to reduce the number of output lines, the 64 analog signals from readout channels are multiplexed to a single output by an analog multiplexer. The chip is optimized for low noise and good matching performance and has the possibility of pass-band tuning. The low cut-off frequency can be tuned in the 1 Hz - 60 Hz range while the high cut-off frequency can be tuned in the 3.5 kHz - 15 kHz range. For the nominal gain setting at 44 dB and power dissipation per single channel of 220 μW, the equivalent input noise is in the range from 6 μV - 11 μV rms depending on the band-pass filter settings. The chip has good uniformity concerning the spread of its electrical parameters from channel to channel. The spread of a gain calculated as standard deviation to mean value is about 4.4% and the spread of the low cut-off frequency set at 1.6 Hz is only 0.07 Hz. Chip parameters and the data acquisition are controlled thanks to the signals generated by the PXI equipped with the measurement card and managed by the LabVIEW based software.

1 Methods

The ASIC comprises three main blocks: 64 AC coupling circuits at the inputs, 64 analog channels with the amplifiers and filters, and an analog 64:1 multiplexer. Its photo is depicted in the Fig. 1. The proposed architecture of a single readout channel is shown in Fig. 2. It consists of three main sections: AC coupled input preamplifier, band-pass filter stage with AC coupled output and second amplifier.

The analog channel amplifies and filters small amplitude biopotential signals, which are typically in the range from tens to hundreds of μV with the frequency spectrum from a few Hz to a few kHz. The signals are recorded with respect to common reference electrode INREF immersed in physiological saline solution. The low and the high cut-off frequencies of the channel are controlled by external signals S1, S2, S3 and by the V_R_Gate input. The signals from the 64 channels are sampled at the same moment and subsequently are multiplexed through the analog multiplexer to the output of the ASIC. The bandwidth of single channel is limited to 15 kHz. The nominal frequency of the multiplexer’s operation is 5 MHz what results in about 75 kHz sampling frequency per single channel. It allows to avoid an aliasing problem and to develop system comprising much more than 64 recording channels.

2 Results

The PCB prototype board equipped with the MEA electrodes, described ASIC and a LVDS controller was designed (Fig. 3). The measurements are run with an application written in the LabVIEW environment controlling the measurement card. For the multiplexer data acquisition and chip measurements PXI (PCI eXtensions for Instrumentation) module was used, equipped with high-speed analog/digital output card (NI-PXI 6733) and 100 MS/s, 14-Bit Digitizer (NI-PXI 5122). An
output card serves as a source of multiplexer control signals and source of input test signals for analog channels. The digitizer acquires the output signal for further processing i.e. decimation and demultiplexation. We made an experiment using our prototype board and MEA multichannel electrodes. Into the saline solution in which electrodes were immersed we dipped a metal round electrode with the signal conveyed from the generator. The 64 recorded signals are depicted in the Fig. 4.

3 Conclusions

The multichannel neural recording system built with the MEA electrodes and with the ASIC was presented. Its main parameters are shown in the Table I. The low noise performance of the ASIC, implemented AC coupling at the inputs, good channel-to-channel uniformity and low power consumption make the designed electronic chip an universal multichannel readout ASIC for experiments with alive neuronal cells. In the near future the results of the In Vitro measurements held on the described system will be presented. Based on the presented ASIC and the MEA electrodes the system comprising 256 recording channels is being built which results will be presented on the conference.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gain</td>
<td>44 dB</td>
</tr>
<tr>
<td>Tuning range for low cut-off frequency</td>
<td>1 - 60 Hz</td>
</tr>
<tr>
<td>Tuning range for high cut-off frequency</td>
<td>3.5 - 15 kHz</td>
</tr>
<tr>
<td>Equivalent input noise (depending on the pass band setting)</td>
<td>6 - 11 µV</td>
</tr>
<tr>
<td>Power per channel</td>
<td>220 µW</td>
</tr>
<tr>
<td>Linearity for input signals</td>
<td>2 mV</td>
</tr>
<tr>
<td>Spread of gain and low cut-off frequency</td>
<td>4.4 %</td>
</tr>
<tr>
<td>Spread of high cut-off frequency</td>
<td>1.8 %</td>
</tr>
<tr>
<td>Power supply voltage</td>
<td>±1.1</td>
</tr>
</tbody>
</table>
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Delta Compression of Neural Recordings for High-density CMOS-based Microelectrode Arrays
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Recent high-density CMOS-based MEAs contain thousands of electrodes. Hence, an off-chip acquisition system performing data compression prior to visualization and analysis on a computer is required in order to handle the large amount of data generated by active MEAs. Since significant information is discarded with conventional spike detection algorithms, a delta compression algorithm is implemented on a Xilinx Virtex 5 FPGA. An experimental setup is developed in order to verify the functionality of the data acquisition system, implemented on the FPGA platform, independently from the CMOS front-end. It is shown that if the signal-to-noise ratio (SNR) of the input signal is higher or equal to 10 dB, delta compression is suitable for high-density MEAs.

1 Introduction

Modern MEAs are realized with increasingly high density of electrodes, causing stringent constraints on the CMOS circuits in charge of the analog front-end, analog to digital conversion and data transmission. Acquiring an array of 64 x 64 electrodes at a sampling rate of 10 kSamples/s generates an amount of data to be transmitted for processing equal to 490 M/Bs [1]. Thus, data compression has to be accomplished before analyzing the recorded data on a dedicated computer.

Conventional spike detection algorithms perform thresholding of the amplitude of the signal in order to capture the majority of action potentials. However, important information such as the neural activity above or below the threshold level is discarded. Delta compression has been presented as a possible solution [2]. The temporal derivative of the neural signal is calculated in the digital domain and its value transmitted only if it exceeds a determined threshold.

2 Readout System

The readout circuitry is targeted for a 128 x 128 CMOS-based MEA, as depicted in Fig. 1. Each readout channel, which consists of a low-noise amplifier connected to an 8-bit ADC, acquires data by scanning all electrodes in one zone. A zone is defined as a sub-array of 64 x 4-6 electrodes. In this preliminary study, 25 electrodes in one zone are sensed.

Considering zones of 64 x 4 electrodes, which correspond to 64 zones, the total data output rate is equal to 256 MB/s if a sampling frequency of 20 kHz and 8-bit ADCs are considered. A delta compression algorithm is thus implemented on a Xilinx Virtex 5 FPGA, as depicted in Fig. 2. A low-pass 30th order Finite Impulse Response (FIR) filter, which eliminates the signal high-frequency noise, and an Ethernet interface are also implemented. The delta compression algorithm is performed by computing the difference between two successive samples. For each pixel, when 256 samples have been acquired and temporarily saved on the FPGA, the transmitted data is either the recorded signal if the delta compression algorithm has detected activity, or the running average of the signal.

3 Results

An experimental setup has been developed in order to verify the functionality of the data acquisition system, implemented on the FPGA, independently from the CMOS front-end. Artificial spikes generated with the tool presented in [3] are generated using an arbitrary waveform generator in order to simulate the recorded extracellular signals. This software allows varying the SNR of generated signals. The compression ratio and the false events versus the SNR.
of input signals are measured and presented in Fig. 3. The delta compression algorithm performance dramatically drops for SNRs smaller than 10 dB. Thus, for small SNRs, spike detection techniques based on the nonlinear energy operator, for example, should be used as a more appropriate solution [4], [5].

Fig. 3. Compression ratio and number of false events versus the SNR of the artificial neural spikes.

4 Conclusion

A delta compression algorithm is implemented on a FPGA platform in order to compress neural recorded signals. If the SNR of the input signal is higher or equal to 10 dB, our experiments show that the delta compression is suitable for high-density CMOS-based MEAs.
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AM Modulation-based CMOS Readout Circuit for High-density Microelectrode Arrays
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An innovative readout channel, based on analog amplitude modulation (AM) of the signals recorded by each electrode, is developed for high-density CMOS-based MEAs. This new readout method enables the design of a low-noise amplification stage while still reading the extracellular activity sensed by the whole array. Hence, the circuit architecture provides an efficient solution to the major limitation of high-density active MEAs related to the real-time transmission of every electrode input. CMOS implementation of the readout channel is presented. Each pixel contains a double-balanced CMOS mixer having a size of 26.5 x 26.5 μm². It is shown that in the case where signals from five different pixels are simultaneously recorded, the dominant noise source of the system is the noise generated in the two-stage operational amplifier. Furthermore, the maximum number of pixels which can be contained in a single readout channel is limited by the thermal noise of each pixel which sums up at the amplifier input node. A maximum limit of 20 pixels is estimated.

1 Introduction

CMOS-based MEAs have recently emerged as devices enabling a large number of closely spaced electrodes to be fabricated along their readout circuits [1], [2]. In order to read the full array, the front-end amplifiers must be integrated in each chip [1]. However, the pixel area is limited by the size of the amplifiers. A second approach where the amplification stage is located outside the array has been adopted in [2]. However, only a limited number of electrodes can simultaneously be recorded.

Thus, a new method where a single amplification stage simultaneously records the activity from several electrodes is investigated. As presented in Fig. 1, each recorded signal is modulated in the AM domain, using $V_n$ of different frequencies for each electrode in a row. The sum of the modulated signals is performed in the current mode, and amplified before analog-to-digital conversion. Each signal is then recovered by digital demodulation on a FPGA.

2 Readout Architecture

In each pixel, an active CMOS mixer is implemented in 0.18 μm CMOS technology, as described in Fig. 2. This pixel circuitry is implemented for devices based on oxide-semiconductor field-effect transistors (OSFETs), as presented in [3]. Electrodes will be fabricated by post-fabrication steps based on oxide recession of the CMOS dices followed by the deposition of a dielectric layer. The mixer consists of a transconductance stage ($M_1$ and $M_2$) connected to two switching pairs ($M_3$ to $M_6$) driven by a local oscillator signal $V_{LO}$. The electrode is connected to the gate of the input transistor $M_1$. The sensed signal is modulated by the sinusoidal signal $V_{LO}$. The pixel with its calibration transistors $M_a$ and $M_b$ has a size of 26.5 x 26.5 μm². Moreover, square electrodes with an optimum length of 7 μm are considered, which has been derived using cell-electrode models adapted from [4] and [5]. A two-stage operational amplifier occupying an area of 43.6 x 33.8 μm² and dissipating 20 μW is used.
3 Results
A post-layout simulation of the noise spectral density of the mixer referred to the input of the amplifier is depicted in Fig. 3, for the case where signals from five different pixels are simultaneously recorded. Modulation frequencies are set between 50 and 150 kHz. Using a model adapted from [5], the electrode-electrolyte noise spectral density at the input of the mixer is evaluated at 100 nV/\sqrt{\text{Hz}} for the case where a typical configuration encountered in electrophysiological experiments is considered. Its value at the amplifier input node is thus approximately 80 nV/\sqrt{\text{Hz}}, which derives from the gain of a mixer. Thus, the noise contribution of the cell-electrode interface is the dominant noise source of the system, as observed in Fig. 3.

![Fig. 3. Post-layout simulation of the noise spectral density at the input of the front-end amplifier. Five pixels are simultaneously readout.](image)

4 Conclusion
A novel readout architecture for high-density MEAs is presented. The front-end amplification stage records several electrodes, simultaneously. Moreover, design constraints related to the flicker noise are relaxed, as a benefit of the operation at higher frequencies. However, the number of electrodes which can simultaneously be recorded is limited by the thermal noise of each pixel which sums up at the amplifier input node. A maximum limit of 20 pixels is estimated.
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We report on a reconfigurable buffer for voltage and current stimulation of electrogenic cells, cultured on a CMOS high-density microelectrode array. In voltage mode, the circuit is a high-output-current class-AB voltage follower. In current mode, the circuit is a type-II current conveyor using the same amplifier with increased gain. The electrical characterization of the buffer is presented as well as stimulation results of on-chip cultured neurons.

1 Introduction

The possibility to stimulate neuronal cultures is a crucial feature for many interesting neuroscience experiments. Stimulation is needed to trigger and analyze specific network characteristics/dynamics, or to induce, e.g., plastic behavior. Neurons can be stimulated by either current or voltage signals with typical amplitudes of 100-1000 mV or 5-10 μA and durations of 50-900 ms [1].

Here we report on a stimulation buffer circuit for a CMOS-based microelectrode array featuring 11,016 metal electrodes (7 μm diameter) and 126 channels for bidirectional (recording and stimulation) communication with electrogenic cells [2]. The important features of this circuit include: (i) a single circuit for both, voltage and current stimulations; (ii) the use of a single operational amplifier, which reduces the required area (160x120 μm²); and (iii) low power consumption (102 μW in the quiescent state), which prevents heating the delicate cells.

2 The Proposed Circuit

The circuit is shown in Fig. 1. A set of digitally controlled switches defines the current or voltage stimulation configuration. The input (V_{stim}) is always provided as a voltage using two integrated 10-bit digital-to-analog converters.

In voltage mode, a voltage follower configuration is used, so that the input voltage, V_{stim}, is copied at the output (i.e., at the electrode). The circuit provides low output impedance approximating then an ideal voltage source. Large output current is needed in order to drive the large electrode-electrolyte capacitance (several nF), but power consumption has to be kept low. A class AB structure is a suitable approach, since it can provide high output currents when needed, still using a small bias current.

In current mode, the circuit implements a positive current conveyor of type II [3], with high output impedance, so that an ideal current source is approximated. The applied input voltage drops on resistor R_{C1} (10kΩ) creating a current that is conveyed at the electrode through the output stage built by transistors M1-M6. When the switch HR is open, the resistor R_C (90kΩ) is connected in series to R_{C1} reducing then the range of the current that can be generated. In particular, if only resistor R_{C1} is used, the circuit can provide an output current with good linearity up to 300 μA, or up to 30 μA, if resistor R_C is connected as well. The same operational amplifier is used as in voltage mode, but with increased gain (for stability reasons).

3 Results

3.1 Electrical Characterization

The chip was fabricated in an industrial 0.6 μm 3M2P CMOS process. The power supply is 5V. The electrical characterization of the stimulation circuit for current and voltage configuration was carried out. The
3.2 Neuronal Stimulation Experiments

Physiological measurements were carried out as well. Fig. 3 shows 40 traces of triggered electrical activity upon stimulation (biphasic pulse, ±1.2V amplitude, 500µs per phase, 300ms inter-stimulation interval) of neuronal cells, cultured directly on the chip. Responses have been collected in this case at 606µm distance from the stimulation site.

Fig. 4 shows responses of one soma to stimuli of various amplitudes and durations.

4 Conclusions

A compact circuit, capable of providing both voltage and current stimuli has been presented and characterized. The circuit is part of a CMOS-based high-density MEA system and can provide very localized stimulation (e.g., to selected single cells). The chip has been successfully used for thousands of stimulations and recordings from neuronal cells.
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NeuroFETs: Field Effect Nano-Transistors Fabrication for Neural Recording
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The present work tackles with the coupling of model neuron networks with functionalized silicon surfaces and the integration of nano field effect transistors to stimulate and record their activity (neuroFETs project).

1 Background/Aims

The principal aim of this work is the fabrication of field effect nano-transistors (nanoFETs) arrays for neural stimulation and/or recording of constrained in-vitro neuron networks. These nano-transistors are fabricated on SOI wafers (Silicon-On-Insulator) using photolithography techniques. The principle of operation of these devices is the local variation of the voltage within the gap between the neuron and the nanoFET, modulating the conductance of the transistor channel.

The work of Patolsky et al. [1], after the seminal work of P. Fromhertz’s group [2], has inspired this work. These authors recorded neuron action potentials with nanotransistor arrays built from silicon nanowires according to a bottom-up approach. Nevertheless, this method restricts the geometries of measurable networks to neuron chains. Our project is in contrast based on a top-down fabrication approach, suitable for looped neuron network topologies.

2 Results

2.1 Chip fabrication process

The device is started on a uniformly boron implanted (10^{17} to 10^{19} at/cm^3) SOI wafer (SOITEC). NanoFETs arrays are fabricated using deep UV (DUV) photolithography, electron beam lithography and reacting ion etching (RIE).

We summarize briefly the chip fabrication process in the fig 1. In a first DUV photolithographic step, the contact pads and electrical tracks to connect the transistors (source and drain) are defined by a lift-off process of gold. In a more sophisticated second step electron-beam lithography is used to define the silicon bridges (around 100 nm wide). This should conform the nanoFET channels. Protected with the thin film Al mask, the top silicon layer is etched by Reactive Ion Etching (SF6).

It is well known that a maturation of at least one week after neuron plating is necessary to obtain fully differentiated active cells. NanoFETs arrays have to survive at least this period of time with a high yield, while submerged into culture medium maintained at 37°C. Moreover, insulation between nanoFETs has to be ensured. We have thus chosen a high dielectric material, HfO_2, deposited by atomic layer deposition (ALD) as an encapsulation layer to protect the surface. ALD is expected to provide low defect deposited materials, enabling a reduction of the dielectric thickness compatible with the further step of neuron growth.

Fig. 1. Main technological steps leading to the fabrication of field effect nanotransistor (nanoFET) arrays.
2.2 Neuron alignment on nanoFETs

For the proper placement of cells in the active zone area, we used patterning adhesion techniques based on UV lithography and lift-off of poly-L-lysine that promotes neuron adhesion to the surface [3].

Fig. 2. (a) Adhesive Poly-L-lysine patterning made from UV lithography and lift-off. (b) Immunolabelled neurite crossing two nanoFETs. Actin in red (growth cone) and tubulin in green. Bar, 5 μm.

2.3 Control electronics of nanoFETs

We have developed, with the support of the electronic pole of the Néel Institute, an original instrumentation allowing to follow the propagation in real time of a neural signal within a triangular network instrumented by 12 nanoFETs (sampling frequency of 100 kHz). This detection is based by the generation, by micro controllers, of monophasic voltage pulses at a frequency of 100 Hz. These voltage signals are then converted into biphasic current pulses that feed the nanoFETs while avoiding thermal or electrochemical offsets.

3 Summary

Well-defined nanotransistors have been obtained by this approach and first tests are still in progress. We have performed preliminary experiments of contrast adhesion and subsequently correct soma positioning and neuritic guidance in the active nanofabricated areas.
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Culture Techniques
**NbActiv4 medium improvement to Neurobasal/B27 increases network activity which scales exponentially with synapse density**

Gregory J. Brewer¹, Torrie T. Jones¹, Michael D. Boehler¹, R A Pearson¹, A A DeMaris¹, A N Ide¹, Bruce C. Wheeler²

¹ Southern Illinois University School of Medicine, Springfield, IL USA
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We find spike rates of 0.5/second (Hz) for rat embryonic hippocampal neurons cultured in Neurobasal/B27, lower than cultures in serum-based media and offering an opportunity for improvement. NbActiv4TM was formulated by addition of creatine, cholesterol and estrogen to Neurobasal/B27 that synergistically produced an 8-fold increase in spontaneous spike activity. The increased activity with NbActiv4 correlated with a 2-fold increase in immunoreactive synaptophysin bright puncta and GluR1 total puncta. Characteristic of synaptic scaling, immunoreactive GABAAR puncta also increased 1.5-fold and NMDA-R1 puncta increased 1.8-fold. Resting respiratory demand was decreased and demand capacity was increased in NbActiv4, indicating less stress and higher efficiency. We also found that while synaptophysin synapse density increased linearly with development, spike rates increased exponentially during neuronal network development. Synaptic receptor components NR1, GluR1 and GABA-A also increase linearly but with more excitatory receptors than inhibitory. These results suggest that the brain's information processing capability gains more from increasing connectivity of the processing units than increasing processing units, much as internet information flow increases much faster than the linear number of nodes and connections. They also show that NbActiv4 is an improvement to Neurobasal/B27 for cultured networks with an increased density of synapses and transmitter receptors which produces higher spontaneous spike rates in neuron networks.

1 **Background/Aims**

The most interesting property of neurons is their long-distance propagation of signals as spiking action potentials. Since 1993, Neurobasal/B27 TM has been used as a serum-free medium optimized for hippocampal neuron survival. Neurons on microelectrode arrays (MEA) were used as an assay system to increase spontaneous spike rates in media of different compositions. Neuronal network output in the cortex as a function of synapse density during development has not been explicitly determined. Synaptic scaling in cortical brain networks seems to alter excitatory and inhibitory synaptic inputs to produce a representative rate of synaptic output. Here, we cultured rat hippocampal neurons over a 3 week period to correlate synapse density with the increase in spontaneous spiking activity. We followed the network development as synapse formation and spike rate in two serum-free media optimized for either a) neuron survival (Neurobasal/B27) or b) spike rate (NbActiv4).

2 **Methods/Statistics**

Spontaneous activity was recorded for rat embryonic hippocampal neurons plated at 500 cells/mm² in either Neurobasal/B27/Glutamax or NbActiv4 on MEAs from Multichannel Systems (30 μm diameter electrodes, 200 μm spacing). Immunocytochemistry for synaptic markers GABA receptor-αβ, NMDA receptor NR1, synaptophysin or glutamate receptor GluR1 was performed on cultures plated at 160 cells/mm² on glass coverslips. Digital analysis of synapse density was conducted with Image-Pro software to avoid double counting and long strings of unresolved synapses. Student’s t-test or 2-factor ANOVA was used to determine differences in conditions.

3 **Results**

We find spike rates of 0.5/second (Hz) for rat embryonic hippocampal neurons cultured in Neurobasal/B27, lower than cultures in serum-based media and offering an opportunity for improvement. NbActiv4TM was formulated by addition of creatine, cholesterol and estrogen to Neurobasal/B27 that synergistically produced an 8-fold increase in spontaneous spike activity (Brewer et al., 2008). The increased activity with NbActiv4 correlated with a 2-fold increase in immunoreactive synaptophysin bright puncta and GluR1 total puncta (Fig. 1).
A) Synapses in Neurobasal/B27 at day 14

B) Synapses in NbActiv4 at day 14

C) Synaptophysin  D) GluR1 counts

Fig. 1: Synapses stained for synaptophysin (green) and postsynaptic AMPA receptors GluR1 (red). Immunostain at 14 days for neurons cultured in A) Neurobasal/B27, B) NbActiv4, development of synapse density measured as C) synaptophysin, D) GluR1 counts. From Brewer et al. J. Neural Eng. 6 (2009) PM:19104141

Characteristic of synaptic scaling, immunoreactive GABA\(\alpha\) puncta also increased 1.5-fold and NMDA-R1 puncta increased 1.8-fold. Resting respiratory demand measured as oxygen consumption was decreased and demand capacity was increased in NbActiv4, indicating less stress and higher efficiency. We also found that while synaptophysin synapse density increased linearly with development, spike rates increased exponentially in developing neuronal networks (Fig. 2). Synaptic receptor components NR1, GluR1 and GABA-A also increase linearly but with more excitatory receptors than inhibitory.

4 Conclusion/Summary

These results show that development of synapses is nearly linear with time in culture on a planar substrate. However, information flow measured as spike rate increases exponentially. The 6000 synapses per neuron that we achieved approaches the 18,000 synapses per neuron in the rat hippocampus, but is much smaller than the 50,000 synapses per neuron in the human cortex (Braitenberg & Schuz, 2004). This suggests that the brain’s information processing capability gains more from increasing connectivity of the processing units than increasing processing units, much as internet information flow increases much faster than the linear number of nodes and connections. They also show that NbActiv4 is an improvement to Neurobasal/B27 for cultured networks with an increased density of synapses and transmitter receptors which produces higher spontaneous spike rates in neuron networks.
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Towards in-vitro neuronal network models: In-vitro dual compartment neurofluidic system and functional connectivity in physically isolated neuronal cell culture

Kanagasabapathi Thirukumaran T. 1, Ciliberti Davide1 and Decré Michel M.J.1
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In-vitro neural network models are promising tools for gaining insight into many chronic brain diseases and their treatment options. As a first step towards building such in-vitro neural network models, we demonstrate a dual compartment neurofluidic system with inter-connected microchannels to connect neurons from their respective compartments on a planar microelectrode arrays (MEAs). Cell culture protocols of dissociated rat cortical neurons in such devices, axonal growth through microchannels, and analyses of functional connectivity between compartments through electrophysiological studies are presented in this work.

1 Introduction

We aim to provide insights into pathological neurodegenerative diseases and their treatment modalities that lack sufficient understanding by developing an in-vitro neuronal network system that supports specific neuronal pathways. In continuation of our work presented at the MEA Meeting 2008 [1], we present our progress in the development of a dual-compartment neurofluidic device with microchannels connecting the two compartments, integrated with Micro-Electrode Arrays (MEAs), and results of electrophysiological recordings. In the present work, we discuss protocols for successfully maintaining cultures of dissociated rat cortical neurons in such devices for long-term studies (up to DIV 35), inter-compartment neurite growth through histological staining and analyses of functional connectivity between compartments through electrophysiological studies.

2 Methods

As per the approved protocols for the care and use of lab animals in the Netherlands, primary cultures of Rat embryonic cortical neurons were prepared as reported in earlier work [2]. Polydimethylsiloxane (PDMS) devices [3] used for this study have two microfluidic compartments with the microchannels preventing the movement of cells between compartments [4]. The preparation of Microelectrode arrays (MEAs) and the integration of PDMS devices to MEAs are reported elsewhere [2]. The electrophysiological network activity from the device was acquired using a MEA1060 system [MEA 1060-Inv-Standard amplifier, MultiChannel Systems, Germany]. With the total medium volume of the reservoirs being 0.24 ml, particular care was taken to prevent excessive evaporation during the recording sessions. A sterile recording box was custom built to maintain 90% relative humidity and 5% CO₂ supply. Electrophysiological recordings were analysed using the Spike manager toolset [5].

3 Results and discussion

The cells in the compartments were provided with nutrients by the medium contained in the two reservoirs connected to the compartments. Each reservoir, with a volume of ~60µl provides sufficient nutrients for the culture. However, later in their developmental stage (~DIV 7), the cells in the centre of the compartment were observed to be depleted with oxygen and other nutrients. This resulted in cell death in the centre of the compartment propagating towards the periphery. To circumvent the issue of low oxygen and supplement availability to the cells, the culture medium in the reservoir was changed at more frequent intervals. Cultures with a medium change frequency of three times per week are electrophysiologically active for up to DIV 35.

Visual observation of the culture over the developmental period indicates neurite growth across the compartment from DIV 3. Neurites were observed to cross-over to the adjacent compartment through the microchannels along the whole length of the compartment (8 mm). NeuN and Neurofilaments histological staining shows the presence of extensive dendritic and axonal
arborization within the compartment of origin, as well as propagation of neurites to the other compartment through the microchannels (Figure 1). Analysis of the network activity recorded from electrodes in both compartment reveals high correlation in the spontaneous activity of spike trains across the barrier.

4 Conclusion

Closed compartment neurofluidic systems similar to those presented in this work are often challenged by very low volume of medium available to the cell culture. We addressed this issue by implementing a medium change protocol that helps in supplying cells with fresh oxygen and supplements over the complete developmental period, while prolonging cell viability in the devices described. The microchannels offer the necessary physical isolation of somata between the compartments, neurites were observed to propagate through them into adjacent compartments.

Electrophysiological recordings of spontaneous activity in the dual compartment device show a strong network cross-correlation (CC) between compartments suggesting the presence of neuronal network pathways across microchannels. Cross-correlogram between one sample electrode in compartment A (Electrode 33) and all the electrodes in both the compartments is as shown in Figure 2. In this figure, correlation of network activity within the same compartment is observed to be higher than the correlation with electrodes in the adjacent compartment. Further, electrical stimulation of cells between compartments and their corresponding cross-correlation analysis confirmed functional connectivity across the compartments.

Based on the results presented in this work and on our recent progress in culturing heterogeneous cell types in dual-compartment device, we believe the system is capable of being expanded into a multi-compartment device with the flexibility to culture neuronal subpopulations including those of Cortical, Thalamus and Basal Ganglia, thereby providing a new tool to establish in-vitro network models for specific neuronal pathways.
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Oscillatory activity in murine Langerhans islets
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The islets of Langerhans consist for more than 80% of beta-cells regulating blood glucose level by insulin secretion. Insulin release is directly linked to cell metabolism in stimulus-secretion coupling (SSC). Glucose-induced mitochondrial ATP production increases the ATP/ADP ratio next to ATP-dependent K+ channels (KATP channels), thus inhibiting these channels. The corresponding depolarization opens voltage-dependent Ca2+ channels resulting in Ca2+ influx and eventually exocytosis of insulin-containing vesicles. During constant glucose concentrations between ~6 and ~20 mM Ca2+ action potentials are grouped in bursts, leading to oscillatory activity. Oscillations in membrane potential, cytosolic Ca2+ concentration and insulin secretion are indicative of normal beta-cell function. Oscillations of individual islets in turn lead to overall pulsatile insulin secretion, necessary for an efficient effect of insulin on target tissues. The mechanism which induces oscillatory activity in islets at a constant glucose concentration is the rise of a Ca2+ induced K+ current (IKslow), consisting mainly of KATP current and SK4 current. SK4 has been identified recently [1] as a promising new target of insulinotropic substances. The methods for investigating membrane oscillations comprise imaging, sharp electrode and patch-clamp recordings, techniques which are cost intensive and require high technical skills. Here we introduce a new method using microelectrode arrays (MEA) to record electrical activity from Langerhans islets. The advantages of this approach are its simplicity and the possibility to perform high-throughput measurements, relevant factors for a test system suitable to explore new and effective anti-diabetic drugs.

1 Methods

Mouse islets were isolated by collagenase digestion of the pancreas, handpicked and cultured in RPMI 1640 medium supplemented with 10% fetal calf serum.

After 1 day in culture single islets were transferred into a MEA bath chamber (Multichannel Systems, Germany) and positioned using a glass pipette attached to a micromanipulator. Recordings were online filtered (10 Hz - 3 kHz), sampled at 5-25 kHz and offline low pass filtered at 70 Hz. Substances were either applied by bath perfusion or added directly into the bath. All experiments were performed at 37° C.

2 Results and Conclusion

Typical oscillatory patterns recorded from an islet on a MEA are displayed in figure 1A. 15 mM glucose elicited burst activity at regular intervals of several seconds followed by periodic inactivity. This activity corresponds to the well known Ca2+ action potential burst activity obtained by microelectrode recording of a beta-cell (Figure 1B).

Changes in extracellular glucose level altered the burst duration which is in accordance with the physiological behaviour. The sulfonyl urea (SU) tolbutamide known to block KATP channels in beta-cells was also capable to evoke burst activity showing the mode of action of this class of insulinotropic anti-diabetic drugs in a MEA-based recording of islet electrical activity. As expected, opening of KATP channels with diazoxide silenced the signal confirming the role of KATP channels.

To summarize, MEA-based recordings of islet oscillatory activity seem to be a promising new approach to study beta-cell function and thus can serve as a novel test system to rapidly explore new and effective anti-diabetic drugs.
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Fig. 1 Oscillatory field potentials in murine Langerhans islets. A: Periodic burst activity in 15 mM glucose. Strong negative voltage deflections indicate the beginning of the burst. B: exemplary data of intracellularly recorded membrane potential changes in the presence of 15 mM glucose in the patch-clamp configuration. Trains of Ca^{2+} action potentials alternate with periods of inactivity. Data from Drews et al. 2010. C: Pharmacological activation and inactivation of KATP channels alters the activity of the islet. In the presence of 30 mM glucose, which constantly activates the islet, stimulation of KATP channels by diazoxide suppresses the field potentials. Application of the competitive KATP channel inhibitor tolbutamide dramatically increases field potential activity. Data in A and C from same cell.
PDMS Microtunnels for MEA Recordings: Improvements in Mold Fabrication and Compatibility with Conventional MEAs
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We are developing a PDMS device with two wells and multiple micro-tunnels. This device is specifically designed for compatibility with MEAs from a popular vendor (MultiChannelSystems) so as to maximize use of the pre-existing electrode contacts. The mold fabrication process consists of a formation of two layers of SU-8 film. We reordered the fabrication steps to permit alignment of the tall mask to the small tunnel mold structures. This eliminates the complex but commonly used but steps involved in the creation of intermediate metal alignment patterns (sputtering, photolithography and etching). PDMS is then cast in the SU-8 mold and the PDMS structures are aligned on the MEA, followed by cell culturing. In this paper we describe in more detail the successful fabrication of molds and PDMS tunnel devices, and have constructed two separate cortical networks connected by unidirectional axons and include data from spontaneous activity recorded using the MEA. Very near future goals are analyzing the spontaneous signals and network stimulation.

1 Introduction

Micro-devices with micro-tunnels can be used to construct predefined and compartmentalized neuronal networks to investigate neuron-neuron or neuron-glia interaction [1]-[4]. These tunnels provide a means to constrain network connectivity and perhaps dictate unidirectional growth of axons to communicate between compartments. In combination with MEAs they can facilitate research into the relationships between multiple sub-networks with defined interconnections [5]. Although creation of the microtunnel device from a mold is straightforward, the creation of the mold itself is often quite complex. Here we report a modified mold fabrication procedure that reduces that complexity.

2 Materials and Methods

2.1 Fabrication of Micro-tunnel Devices

The fabrication process of a mold consists of the formation of two layers of SU-8 film, the first layer for the thin structure of micro-tunnels and a thicker second layer for the culture wells, as shown in Fig. 1. Briefly, a standard 4-inch, single-side polished clean silicon wafer was treated on an HMDS hotplate for 1 min. Photoresist SU-8 2002 was spun on at a thickness of 120 μm. Then the tapes covering the alignment marks were removed and the wafer was soft-baked. The culture well mask was aligned with the alignment marks of the first SU-8 film and the second SU-8 film was exposed, post-exposure baked and developed. This eliminates the commonly used but complex steps involved in the creation of intermediate metal alignment patterns (sputtering, photolithography and etching). PDMS is then cast in the SU-8 mold and the PDMS structures are aligned on the MEA, followed by cell culturing. In this paper we describe in more detail the successful fabrication of molds and PDMS tunnel devices, and have constructed two separate cortical networks connected by unidirectional axons and include data from spontaneous activity recorded using the MEA. Very near future goals are analyzing the spontaneous signals and network stimulation.

Fig. 1. Fabrication protocol for the SU-8 mold.
etching). Then mixed polydimethylsiloxane (PDMS) was poured on the wafer slowly. After the PDMS spread the whole wafer, the wafer was put on a hotplate for curing PDMS. The cured PDMS layer was peeled off the wafer and stocked for use. A customized punch was used to punch two rectangular wells for culture and another smaller circular well was punched out to expose the reference electrode of the MEA. Finally, a 3 mm thick circular PDMS ring was attached around the wells to form a chamber for holding cell culture media. Before cell culture, the surfaces of MEAs and coverslips were coated with poly-D-lysine (PDL) solution (100 μg/mL, diluted in borate buffer at a pH of 8.5) overnight. The next day the surfaces were rinsed three times by sterilized DI water and then dried. Each device was aligned with an MEA by using a customized aligner in such a way that two rows of electrodes lie underneath the microtunnels and each well contains three rows of electrodes.

2.2 Cell culture

Embryonic E18 rat cortical tissue was purchased from BrainBits, Inc. (Springfield, Illinois, USA) and dissociated according to the vendor’s protocol. Twenty μl cell suspension was added in well A. Next the MEAs were placed in the incubator for 10 minutes. Then 300 μl of culture media was added into the media chamber of each device. After around ten days, neurons were plated in well B.

3 Results

The SU-8 mold consists of structures for microtunnels and culture wells, as shown in the right panel of Fig. 2.

A primary feature of the tunnel device is its ability to be easily integrated with an MEA, as shown in the left panel of Fig. 2. There is no leak of cell culture media and the neurons in Well A can survive for at least one month. The axons of the neurons in Well A grow through the tunnels and reach Well B about 6 days after plating. Then the cells plated later in Well B form connections with the axons from well A. In this way, two separate networks connected with unidirectional axons are formed from Well A to Well B. Spontaneous activity was recorded on DIV 10 of the cells in Well A, B, and within the tunnels. Fig. 3 shows tonic spikes recorded by the two rows of electrodes underneath the tunnels. By comparing the timing of spikes from the same tunnel (i.e., a cross correlogram), the time delays of the spike propagation from one electrode to another can be measured and verified the presence of unidirectional propagation of spikes along the tunnels.

4 Conclusions

A PDMS device with two culture wells and multiple microtunnels were fabricated and integrated with a commercial MEA. Then the unidirectional connections between two networks were formed and spontaneous and electrophysiological activity in the tunnels were recorded.
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Recordings of electrical activity in neuronal network patterned on MEA using Micropipette drawing method
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We developed new recording method for extracellular electrical activity of neuronal network combing MEA based recording system with our cell patterning methods “Micropipette drawing”. It was confirmed that the electrical signals could be detected though there are agarose gel layer between MEA and cells. The shapes and power spectra of electrical signals are compared with those of normal culture.

1 Background
To study relationships between configurations of neuronal networks and their dynamics is one of the useful approaches to understand mechanisms of the information processing in a brain. Although there are a lot of cell patterning techniques, most of them required photo-mask fabrication process and large equipment. To overcome this, we developed a simple patterning method named “Micropipette drawing” and combined with Microelectrode Array (MEA) based recording system to detect neuronal electrical activity controlling the network configurations.

2 Methods
The surface of MEA was coated with 2 % (w/v) agarose gel to make a cell non-adhesive layer. Then the cell-adhesive solution, poly-D-lysine, were drawn onto the agarose layer by using glass pipette to make the spot patterns and line patterns. The size of patterns is 60 - 80 μm in diameter and 5 - 10 μm in width. Neuronal cells of the cortex obtained from 18 - 19 days-old rat embryos were plated and cultured on these patterns. After 7 – 13 days in vitro, the electrical activities were detected.

3 Results
The patterned networks were cultured on MEA keeping the configurations more than two weeks (Fig.1). Electrical activities detected after 17 days in vitro are shown in Fig. 2. The signal to noise ratio was sufficient to detect the electrical activity though the distance between cells and electrodes was larger than that of normal culture without agarose gel coating. This result suggests that this recording method combining with Micropipette drawing enables us to study the dynamics associating with its configurations.

4 Summary
We developed the simple method for recording neuronal activity in cultured network patterned on MEA combining our original technique, Micropipette drawing. This technique assists us to reveal the information processing in a brain from a fundamental level.

Fig. 2. Electrical activities detected from patterned cells
Collective Activation in Clustered Neuronal Assemblies of Variable Size and Topology
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Developing neuronal networks exhibit spontaneous coordinated activity patterns in the form of synchronized bursts of action potentials. These patterns are modulated by a combination of intrinsic electrophysiological properties of single neurons and interactions between these neurons as manifested by the network morphology and synaptic connections. Consequently, mapping the network bursts (NBs) as a function of the network topology may shed light on the underlying principles governing their activity. To address this issue experimentally, we used poly-d-lysine (PDL) and carbon nanotube (CNT) based network engineering to induce self-organization of cultured neurons into clustered networks of different sizes and topologies. These clusters were coupled to micro electrode arrays (MEAs) for long term electrical activity recordings. By varying the size of the clusters from few to hundreds of neurons, we found that clusters of a few tens of neurons already exhibit NBs and that the duration and rate of NBs increases with the cluster size. Furthermore, the NBs are characterized by innate coherent network oscillations in the range of 25 to 100 Hz. We show that two clusters coupled by a bundle of extensions, exhibit both individual and mutual NBs in which mutual NBs are characterized by long activation delays (tens of ms) between the two clusters. In contrast to small clusters and uniform networks that exhibit fast and spatially distributed recruitment during NBs, networks of many connected clusters are characterized by slow sequential activation of the clusters in the network.

1 Introduction

Neuronal networks are made of basic interacting building blocks, neurons and glia cells. These networks possess well identified structural and functional characteristics which extend beyond the basic functionality of their building blocks. More specifically, developing neuronal networks exhibit spontaneous coordinated activity patterns in the form of synchronized bursts of action potentials [1]. These patterns are modulated by a combination of intrinsic electrophysiological properties of single neurons [2] and interactions between these neurons as manifested by the network morphology and synaptic connections [3]. Consequently, mapping the collective activity of the network, in addition to characterization of single neurons, is necessary for the understanding of the underlying principles governing this activity.

To experimentally address this issue, we utilized micro-patterning techniques to form small clustered networks of various sizes and topologies, coupled to micro electrode arrays (MEAs). We began by monitoring the activity of very small clusters (the smallest clusters that showed spontaneous electrical network activity) of several tens of neurons. Next, we examined how such activity varies as the networks size increases and compared it to that of large (10\textsuperscript{6} neurons) uniform networks. Next, we investigated the interaction between pairs of coupled networks. Finally we examined the activity patterns of networks of several coupled clusters.

2 Methods

Two general approaches were used to engineer clustered neuronal networks. In the first, patterning was achieved by selective adhesion of cells to rough surfaces (using carbon nanotube (CNT) islands)[4]. In the second, patterning was achieved by selective adhesion of cells to adhesive surface chemistry (by soft lithography of Poly-D-Lysine (PDL))[5]. In the first approach, the CNT islands were used as both the patterning substrate and the electrodes. In the latter, PDL islands were patterned on top of commercial MEAs.

3 Results

Utilizing the natural propensity of neurons to cluster and by varying the pattern design and the cell plating density we were able to form four different basic network models. Uniform coating of PDL promoted the adherence and limited the mobility of cell bodies, thus resulting in uniform networks (fig. 1A). On the other hand, when plating cells on smooth surfaces with CNT/PDL islands, most of the cells attached or migrated to the rough/adhesive surfaces forming neuro-glia clusters. Patterning islands with high inter-island distances resulted in the formation of electrically isolated clusters (fig. 1B). Increasing the plating density and the island's size enabled the formation of clusters with increasing sizes. Decreasing the inter-island distances increased the
probability of adjacent clusters to connect through bundles of neuronal processes. Consequently, a large spectrum of linked clustered networks of various sizes was created, ranging from small networks of two coupled clusters (fig. 1C) to networks of several connected clusters (fig. 1D).

The electrical activity in all of these networks was typified by spontaneous networks bursts (NBs) - short time intervals of intense collective activation followed by longer intervals of sporadic activity (fig. 2). NBs were observed even in very small clusters of several tens of neurons and their rate increased with cluster’s size. In addition, isolated clusters showed persistent synchronous oscillations in the gamma frequency range (fig 2B).

The activation profile within a NB was markedly different for each of the four network models. Large uniform networks and isolated clusters exhibited similar NB profiles (fig. 2A,B). The NBs were characterized by a fast recruitment (tens of ms) of the whole population, followed by a slower decay (hundreds of ms) in the network firing rate and were activated in an all or none manner (with the exception of aborted NBs [6]). On the other hand, the NB activity propagation in coupled networks was characterized by long delays (hundreds of ms), and conditional activation (many NBs did not propagated to adjacent clusters) (fig 2C). Furthermore, in large clustered networks, NB propagation persisted over several seconds and often exhibited recurrent activation loops in which clusters were activated more than once during the same NB (fig. 2D). In addition, uniform networks exhibited a spatially distributed activation order while clustered network exhibited sequential activation through the pathways connecting the clusters.

4 Summary
Synchronized network bursting is a generic characteristic of neuronal cultures spanning networks of various sizes and topologies. Using engineered neural networks we show that NB activity profiles differ in accordance with the network topology; from all or none highly synchronized activity to conditional and sequential activation patterns.
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A Multielectrode Array Analysis of the Snail Brain
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We have developed a technique for recording from up to 252 extracellular electrodes on the intact CNS of the mollusc Lymnaea stagnalis. The preparation consists of the whole CNS, pressed against the electrode array and connected by sensory nerves to the chemosensory epithelia of the esophagus and lip. A complex rhythmic pattern, characteristic of feeding, was recorded in several ganglia following stimulation with sucrose, dopamine or depolarization of a feeding-command neuron (the CV1a). The technique also allowed us to monitor the electrophysiological consequences of associative conditioning of feeding behaviour.

1 Background and methods
Planar multielectrode arrays (MEA) are often used to study organotypic brain slices or dissociated cultures of neurons. Natural synaptic connectivity and 3D structure is lost in such preparations however and stimulation of sensory tissues is not possible. Here we present a technique for using planar MEAs to record from the intact CNS of the mollusc Lymnaea stagnalis. Although networks in the molluscan CNS have been extensively investigated using intracellular microelectrodes, it has not previously been possible to record electrically from large numbers of neurons simultaneously. Little is therefore known about the population coding properties of, and interactions between, neural networks in the CNS.

The preparation consists of the intact brain connected by sensory nerves to the chemosensory epithelia of the esophagus and lip. A ring of Blu-tack along the dish wall is used to stabilize the preparation. Thin slips of glass are used to press individual de-sheeted ganglia against the electrode array, which produces signal-to-noise ratios of up to 1:16 and allows photographs to be taken in which individual cells can be resolved (Fig. 1). Silicone perfusion tubes are inserted into the dish to transport fluid into and out of the dish. We use MEAs and software from Multi Channel Systems to record activity extracellularly at 5-10 kHz. The time from dissection to recording is approx. 20 min.

2 Results and conclusion
Complex patterns of spontaneous neuronal activity were recorded from all ganglia in the CNS. From the buccal ganglia, the region of the CNS containing the feeding central pattern generator, a rhythmic pattern of activity characteristic of feeding was readily induced either by depolarizing an identified feeding command neuron (the CV1a) or by perfusing chemosensory epithelia with 20 mM sucrose, a gustatory stimulus known to activate feeding (Fig. 1). This activity had a structure typical of feeding: duration of approx. 6 s and distinct spatio-temporal phases mirroring the protraction, rasp and swallow phases of feeding behaviour. Perfusing the CNS with 1-2 mM dopamine induced a similar rhythmic pattern of activity. Activity induced by sucrose was distributed widely throughout the CNS, notably in ganglia controlling locomotion, a behaviour that must be coordinated with feeding. The MEA also enabled us to monitor electrophysiological consequences of the associative conditioning of feeding behaviour. Many of these findings were presented in a recent publication [1].

The results suggest that MEA recording from an intact CNS enables distributed, multiple-source neural activity to be analysed in the context of biologically relevant behaviour, behavioural coordination and behavioural plasticity.
Fig 1. Multielectrode array (MEA) recording from the buccal ganglia during rhythmic feeding motor output triggered by perfusion of the esophagus with sucrose. (Ai) 3D schematic and (Aii) photomicrograph of the paired left and right buccal ganglia (L.Bg. and R.Bg.) on the MEA. Numbers indicate where the traces in (B) were recorded simultaneously. (Bi) A bout of several fictive feeding cycles was induced by perfusion of the esophagus with sucrose. The window defined by the dashed line shows the region of the recording expanded in (Bii). Each feeding cycle lasts approx. 6 s and consists of a sequential pattern of spikes and bursts that is synchronized across both buccal ganglia (see electrodes 3 and 14; 1 and 8; 4 and 7). (Figure from [1] with permission from Elsevier.)
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Using Three-Dimensional Cell Culture Systems On Microelectrode Arrays For Biosensing Applications
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There is an ongoing discussion whether electromagnetic fields (EMF) at mobile phone frequencies causes health effects. Research on biological effects of EMF has primarily been done in monolayer in vitro studies. However, the in situ environment of a cell in a living organism differs from monolayer models. Cells within a tissue are organized in a three-dimensional (3D) architecture and interact with neighbouring cells and with the extracellular matrix by biochemical and mechanical cues. In monolayer studies, cultures are grown in a two-dimensional (2D) arrangement and cell-cell as well as cell-ECM interactions are obviously different from live tissue. As a novel approach, we use scaffold-free three dimensional cell culture systems, so called spheroids, on microelectrode arrays (MEA) to investigate possible impacts of electromagnetic exposure on the communication between electrogenic cells in vitro.

1 Introduction

Electrogenic cells and their origin tissues are since long target of research focusing on possible biological effects associated with radio frequency electromagnetic fields. Although there is only little evidence of major health risk arising from the exposure of the human body to EMF at mobile phone frequencies, some of the published results are inconsistent and obviously knowledge gaps remain.

In vitro studies are widely established to investigate possible interactions between biological tissue and EMF in a controlled environment. Therefore, cells grown in monolayer on Petri dishes are considered as an appropriate paradigm to mimic in vivo-like conditions. However, the in situ environment of a cell in a living organism differs from monolayer in vitro models. The aim of this study was to improve the physiological relevance of cell-based assays in electromagnetic exposure studies by using three-dimensional in vitro models.

2 Methods

Tissue from chicken heart and brain (stage 28-29, Hamburger and Hamilton, 1951) was mechanically dissected and enzymatically dissociated with Trypsin/EDTA. 2x10⁶ cells were cultivated in 35-mm dishes containing 2ml cell culture medium (DMEM with 10%FCS and 2%CS). The dishes were placed on a gyratory shaker, allowing cells to reaggregate into scaffold-free three-dimensional spheroids. We used MEA-Chips (Multi Channel Systems, Germany) with 60 flat microelectrodes to record the electrical activity of cardiac myocyte spheroids. MEAs (Ayanda Biosystems, Switzerland) with pyramid-shaped electrodes were employed to study neuronal spheroids. The spheroids were plated on poly-D-lysine treated MEAs and were allowed to settle down.

![Fig. 1. Spheroid on MEA](image-url)

Action potentials were recorded extracellularly with a sampling rate of 10kHz and analysed offline with a custom-made matlab-based software tool. To generate defined electromagnetic fields for exposure of spheroids, we developed a flexible TEM cell based setup. This so-called stripline consists of two metallic elements, a ground plane, and, in a defined distance above, the septum. The radio frequency energy was generated by a signal generator, amplified and fed into the septum through a coaxial connector. This resulted in a homogeneous well-defined electromagnetic field between the two metallic elements, were the biological sample was placed (Fig. 2). This setup is not based on standing waves and thus suitable for a large range of sample bins, frequencies and field strengths, respectively SAR levels. Conditions in the stripline were simulated at 900MHz by finite element (FE) calculation. Since experiments can be performed inside a CO₂ incubator, long-term exposures are possible.
3 Results

Fully dissociated cardiac myocyte and neuronal cells from chicken embryo reaggregated to 3D spheroids within the first day in vitro. In case of cardiac myocytes, spheroids were self-contractile and action potentials occurred continuously with a maximum beating rate of 1.5 Hz. Cardiac myocyte spheroids were contractile up to 45 div, whereas in parallel experiments cardiac myocytes grown in monolayers irreversible discontinue contractions after 12 div. Electrical activity of neuronal spheroids appeared in single spikes and bursts. FE-simulations were carried out to investigate the field distribution within stripline and spheroid respectively. To obtain reproducible exposure conditions, constant and homogenous fields are necessary. In the exposure setup used, we observed minor inhomogeneities at the bottom of the spheroid, but apart from that a homogeneous and well-defined electromagnetic field. The inhomogeneities originate from the microelectrode and only affect a marginal part of the spheroid, which has a diameter of approximately 200 μm. Hence, electrode artefacts carry less weight in spheroids compared to monolayer cultures grown on microelectrode arrays. In initial experiments, spheroids were exposed to 900 MHz. Preliminary results indicate no impact of electromagnetic fields on the signal pattern of electrogenic cells.

4 Conclusion

We found, that spheroids in combination with microelectrode arrays are a novel promising tool for electromagnetic exposure studies. This approach combines a number of beneficial properties: (i) Cells within spheroids are grown in a three-dimensional architecture and resemble tissues better in terms of structural and functional properties than monolayer cultures. (ii) Cardiac spheroids are suitable to study long-term effects over several weeks, which was not feasible with monolayer cultures. (iii) Inhomogeneities in the electromagnetic field due to electrodes and conducting lines of the MEA chip have only minor influence on the field distribution within the spheroid if exposure parameters are chosen carefully. Common patch-clamp recordings could probably cause field intensifications respectively SAR inhomogeneities.
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Engineering the micro electrode environment with microfluidics: A new approach for cell culture patterning or controlled chemical stimulation
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By enhancing the environment of micro electrode arrays with microfluidic channels we cultured primary neuronal cells in patterned two- and three dimensional structures. Alternatively, the same microfluidic channels can be used to generate a local chemical stimulation over a two-dimensional neuronal cell culture. We demonstrate that a significantly different of spontaneous activity pattern was recorded from the same neuronal cell culture under perfusion of 4.5μM bicuculline at 20 nl/s and 200 nl/s.

1 Introduction
Micro electrode arrays (MEAs) are becoming more and more commonly used for neuroscience studies. The range of applications reaches from drug tests [1], over impedance and electrophysiological studies of artificial network structures [2] to activity measurement of brain slices. Currently, neuronal cells are mostly seeded homogenously over the planar MEA, which is in contrast to their natural environment that supports three dimensions. Enhancing the MEA workspace with microfluidic channels can provide the cells with an artificial 3D structure close to their natural environment. We have designed and fabricated a microfluidic device that supports the patterning of neuronal cell cultures in 2D and 3D, or that can be used for controlled chemical stimulation of 2D cell cultures.

2 Methods

2.1 Cell culture patterning in microfluidics
Figure 1a and 1b present the concept of patterning neuronal cells in a 2D or 3D layered culture. The microfluidic channels are molded in poly(dimethyl-siloxane) (PDMS) over a silicon master. The silicon master was fabricated with standard photolithography and deep reactive ion etching. The design for the master consists of four inlets, which are leading into a main channel and one outlet. The main channel is used as a cell culture chamber. The PDMS device was bonded to a glass cover slide and treated with poly(ethylenimine) (PEI). Neuronal cells were extracted from the cortex of E19 embryonic rats. The 2D cell culture pattern is then achieved through selective injection of the cells in the preferred inlet channels and generating a laminar flow pattern in the culture-chamber with a syringe pump. For the 3D pattern, cells were gently mixed in a liquid agarose-alginate hydrogel solution before injection, and the laminar cell layers are cooled down below the gelling temperature of the hydrogel to immobilize the pattern.

2.2 Controlled chemical stimulation
For a controlled chemical stimulation, a six inlet PDMS microfluidic channel covers five rows of a standard 8 x 8 200 μm spacing MEA, as sketched in Fig. 1c and 2. The microfluidic device was mounted over the MEA after the neuronal cell culture was fully established at 8 days in vitro (DIV). We used 4.5 μM bicuculline to locally suppress inhibition of neurons in a homogenous culture of cortical neurons [3]. The GABA-A receptor antagonist, was added to serum
free culture medium and perfused over the cell culture at 20 nl/s and 200 nl/s. We assume that cells are exposed to equal velocities, because of the flat flow profile in shallow channels.

**Fig.2.** The microfluidic design added to a 8 x 8 microelectrode array and the two different generated concentration profiles of bicuculline dependent on the flow rate.

3 Result

3.1 Cell culture pattern

Two-dimensional and three-dimensional structures of cortical neurons were cultured in a three layer pattern in the microfluidic device. We observed neurite extension between separated cell layer in both cultures. Viable cell cultures were measured with fluoresceine diacetate after 8 DIV. Figure 3 shows the obtained 2D and 3D neuronal cell culture patterns.

**Fig. 3.** (a) 2D and (b) 3D cell culture patterns and live staining after 8 DIV.

3.2 Chemical stimulation with bicuculline

A controlled chemical stimulation experiment using non-patterned 2D cell cultures is illustrated in Fig. 4. After covering the neuronal cell culture with the PDMS microfluidic device, spontaneous activity decreased. The controlled exposition of 4.5 μM bicuculline at 20 nl/s to neuronal cells, located in the middle of the main microfluidic channel, reactivated spike and bursting activity. With a ten times higher flow rate the burst activity increased, while no more single spikes were detected.

**Fig. 4.** MEA recordings of intrinsic (a and b) and locally stimulated activity measurement (c and d) of dissociated cortical neurons cultured for 8 DIV.

4 Conclusion

The capability of the microfluidic device to pattern two-dimensional and three-dimensional cell cultures for studies on neuronal network development has been demonstrated. The microfluidic device also allows stimulating cell cultures with a controlled chemical pattern on MEA, which can be of high interest for pharmacology and toxicology studies.
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Cells cultured using traditional 2D culture methods typically demonstrate a very different morphology and biochemical functions when compared to those found in vivo. Further, this cyto-architecture is difficult to compose by culturing different cells simultaneously in vitro. In this study we have developed a novel hydrogel culture system for the construction of 3D matrices for neural cell culture. The functionality of 3D-cultured neural networks has been investigated along with cell viability. In addition we have demonstrated that these cells form functional synapses and have successfully recorded neural activities from these 3D matrices using both 2D and/or 3D electrodes to show the feasibility of developed 3D culture method.

1 Introduction

Cell culture has been used as an important method in the area of neuroscience. It has been carried out with only one cell type in the specially designed structures such as planar MEA [1]. However, cellular tissues in natural brain are not composed of single cell type but several different types of cells and their structure is too complex to analyze. In addition, cultured network of neurons is too far from that in natural brain tissues because previous neuron culture has been executed on the two dimensional (2D) planar surface not on the three dimensional (3D) space. These features make the morphology of neurons and astrocytes different from those in natural brain tissue and limit the span of life of culture. As a result of these problems, the need for the development of new 3D co-culture method is increasing.

While many studies have been performed about 3D culture and co-culture, most of them have not been integrated but executed separately. Moreover, in the case of co-culture, cell types have been quite limited to stem cells and precursor cells. Nowadays, many tests have been tried to build 3D culture constructs using hydrogel materials such as collagen, polyethylene-glycol. Hydrogel materials are unique in the sense that they make oxygen and nutrients effectively transferred to encapsulated cells and that their pore size is small enough to hold cell bodies and large enough to pass the neurites of neurons by.

Until now, few studies have dealt with co-culture of neurons and glial cells – particularly astrocytes. As a consequence, the developmental patterns and life spans of these cells co-cultured in 3D hydrogel constructs have not been investigated completely.

This paper demonstrates that neural cells cultured in 3D hydrogel constructs show good viability and form functional synapses by confocal imaging and electrical recording of neural activities using both 2D (planar) MEAs and multi-shank 3D electrodes.

2 Materials and Methods

Primary hippocampal neurons (E18) and astrocytes (P1) were encapsulated and cultured together within a thermo-gelated protein-based hydrogel, Matrigel at cell densities of ~5000 cells/uL and ~1000 cells/uL, respectively. To overcome the contraction of Matrigel constructs, and then cell death which occur when neurons are cultured at high cell density in thick hydrogel matrices, 3D hydrogel construct were polymerized and cultured on a semi-permeable membrane prior to adhesion on the microelectrode arrays (MEAs) where neural recordings were performed. Multi-shank electrodes possessing three dimensionally arranged sites were inserted in the Matrigel constructs containing functional neural networks and we recorded both spontaneous and evoked neural activities in each MEA and multi-shank electrode (Fig.1). The impedance changes of MEAs and multi-shank electrodes both before and after hydrogel polymerization were measured and validated by electrochemical impedance spectroscopy. Neural activity recording was executed using MEAs and multi-shank electrodes separately, and then results were compared. The viability of cells was confirmed through confocal microscopy after Immunocytochemical staining for β III tubulin for neurons and GFAP for astrocytes.
3 Results
Neural cells were successfully cultured in 3D matrices over a period of up to 2 weeks. No significant decrease in cell viability at the concentration of 5 mg/mL of Matrigel at a cell density of 5000 cells/μL was observed (Fig.2a). Also the morphological similarity [2] of astrocytes to those in natural brain and viability of the cells in the 3D culture constructs were demonstrated through the confocal microscope imaging (Fig.2b). Impedance changes of both MEAs and multi-shank electrodes were found to not be significantly different following either coating with Matrigel (133% increased) or insertion into three dimensional constructs (275% increased). The neural activity recording by 2D MEAs and 3D multi-shank electrodes showed distinct hit-rate and different waveforms when compared to each other (Fig.3). The hit-rate of MEAs was too low to record neural activity from 3D cultured neural networks because of the distance between electrode sites and neurons. The impedance difference of electrode sites made different type signals recorded, such as action potential or local field potential.

4 Conclusion and Discussion
Neural networks can be cultured in 3D hydrogel constructs. The viability of constructs was determined using confocal imaging and immunostaining. The functionality of MEAs containing 3D constructs was confirmed by electrical recording of neural network activity. The hit-rate of neural activity recording from MEAs and multi-shank electrodes demonstrates the importance of the distance between electrode sites and neurons and the different waveforms indicates the necessity of impedance adjustment of electrode sites.
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Previously we have shown how to utilize microtunnel structures to create communicating subpopulations of neurons in separate compartments or wells. Here we report that, by timing the addition of different populations of neurons to the different compartments, unidirectional axonal growth can be established, thereby creating the potential for creating defined neural networks whose direction of connections is pre-designed. The fabrication methodology involves creating SU-8 molds and casting PDMS tunnel structures. The approach is straightforward: one well is plated with neurons and axons are allowed to grow until they are at the point of emerging into the next well. Then that well is plated, and so on. The hypothesis is that, once the first axons fill the tunnel, then axons from the second population are unlikely to grow in the reverse direction. That this is the case is supported by experiments in which the fluorescent dyes, DiO and DiI, are used to mark the different cell populations followed by fluorescence imaging at appropriate intervals. Practical guidelines for this procedure are also given. A full version of the work described in this abstract has been submitted to a fully peer reviewed journal.

1 Introduction
Recently there has been an increasing interest in developing in vitro neural networks to study various aspects of brain function such as information processing and synaptic connectivity in both normal and diseased states. In order to achieve this, it is necessary to have well defined geometries of connected neurons. Currently such networks are obtained by techniques such as photolithography, surface topography, laser ablation, microcontact printing, and physical confinement.

In our work we have achieved a directional network by plating neurons in a PDMS chamber consisting of multiple wells linked by tunnels. Subpopulations of our network were plated at different times, thereby giving axons from earlier subpopulations the time required to extend out through the tunnels to the adjoining wells. This method isolates the axons enabling electrophysiological recordings only from axons if necessary and the sequential plating allows for very well controlled unidirectional neuronal circuits. The PDMS chambers can be easily attached to coverslips and MEAs.

2 Methods

2.1 Overall concept
The prototype consists of five square culture wells. The wells are arranged in a configuration of four periphery wells placed at 90 degree angles from the central well. A set of 11 microtunnels connects each peripheral well to the central well. The well and tunnel structure was fabricated from casted PDMS.

2.2 Surface Preparation and Cell Culture
PDMS chambers and coverslips were plasma cleaned and attached together to form a device. These devices were then coated with PEI for 30 mins at 37°C. Devices were then rinsed multiple times with sterile water. The final rinse was left overnight in the incubator. Prior to starting the cell cultures, the devices were rinsed again multiple times with cell culture medium.

E18 cortical tissue from BrainBits LLC was treated with papain and triturated 10-15 times followed by centrifugation and re-suspension of the cell pellet. All the media from the wells was aspirated and cells (1uL vol. of cell suspension) were very carefully plated in 2 of the five outer wells and allowed to settle for 20 mins in the incubator. The chambers were then flooded with media. Once the axons were observed to have extended through the tunnels into the adjoining wells (4-7 DIV), the central well was plated in the same manner described above. Finally after another 4-7 DIV when the axons from the central well had extended into the two remaining outer wells, those wells were also plated.

Visualization of axonal growth was obtained by optical verification using DiI and DiO dyes.

3 Results
Axons were observed to grow through the tunnels into adjoining wells within 3-7 days. The times
required for this growth was dependent on the density of cells near the entrance to the tunnels. Alternating between DiI and DiO for subsequent platings made it possible to view the directionality of the neurons. Once tunnels were filled with axons in one direction, axons from the next plating did not extend back into the already filled tunnels.

Figure 1 shows a composite of images taken with red and green filters at 7 DIV. The cells in Well A were plated first (with DiI) and axons can be seen extending into the central well, Well C. Well C was plated (cells with DiO) on 5 DIV and no axons are seen extending towards Well A. Figure 2 shows a different view of the same chamber in Figure 1 with just the green filter. Axons plated on 7 DIV can be seen extending from Well C to Well E that has not yet been plated whereas no axons are seen extending into the tunnels towards Well A which was plated before Well C.

In conclusion, our technique of wells in combination with tunnels and timed plating achieved the desired connectivity. That is, directional connections between neural populations in Well A to Well C and further on to Well E. Future applications of this technology may be useful for example, in creating defined network topologies, or among different cell populations representing different brain areas.
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Electrodes, Surfaces and Setups
Bidirectional interfacing of carbon nanotube substrates to neuronal networks
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Among the materials proposed for bidirectional electrical interfacing with the central nervous system, multiwalled carbon nanotubes (CNTs) are the most interesting. Beyond excellent chemical and thermal stability, this nanomaterial has exceptional biocompatible properties (Harrison & Atala, 2007), ultra-light weight, high mechanical strength, very large surface area and excellent electrical properties (Keef et al., 2008; Gabay et al., 2007). In addition, unexpected “endogenous” interactions between CNTs substrates and intrinsic neuronal and synaptic properties have been reported (Cellot et al., 2008; Mazzatenta et al., 2007; Lovat et al., 2005). These interactions lead to speculate on the intriguing potential use of CNTs substrates to directly engineer cellular properties. For these reasons, CNTs represent an obvious choice for future neuroprosthetic devices, at the level of interfacing the neural tissue with “smart” electrodics. Along these motivations, we report a systematic study of hybrid CNTs-neuronal networks in vitro, explicitly taking advantage of microphotolithography and contact microprinting. We obtained thin-film depositions of CNTs over glass-substrate microelectrode arrays (MEAs), chronically coupled to cultured networks of postnatal hippocampal neurons. This allowed us for the first time to examine at the network-level, the way MWCTNs bidirectionally interacts with the spontaneous neuronal activity and its emergence ex vivo, as first observed at the single-cell level in Lovat et al. (2005) and Mazzatenta et al., (2007).

1 Methods/Statistics

Hippocampal dissociated neuronal cultures were grown on glass-substrate arrays of titanium nitride (TiN) planar microelectrodes. Commercially available multi-walled carbon nanotubes (CNTs) were functionalized by the cycloaddition reaction (Georgakilas et al., 2002) and solubilised in N,N-dimethylformamide (DMF) (0.01mg/mL) to be drop-casted or microprinted on MEAs as a thin-film. Commercial water-soluble oxidized CNTs were used to micro-contact printing, through PDMSbased micromoulds, modified from (Zhou et al., 2006).

Several patterns of CNTs spatial deposition and printing were considered (e.g. coating the entire MEA, only 50% of its inner area, and only few electrodes), in order to address preliminary the relationship between the spatial extent of the deposition and the impact on spontaneous and evoked electrical activity.

MEAs were sealed by fluorinated Teflon membranes, allowing multisite electrophysiological recording and electrical stimulation (Multichannel Systems GmHb, Reutlingen, Germany) inside a low-humidity (i.e. electronic-friendly) incubator at 37°C, 9% O₂, 5% CO₂, and 65% R.H., ensuring long-term stability of recording conditions. Recordings were processed off-line by custom C++ software, identifying the time of occurrence of multi-unit activity and its typical extracellular waveforms. Subsequent data analysis was performed in Matlab (The MathWorks, Inc., Natick, MA, USA), involving the manipulation of individual spike times across the MEAs, as well as the computation of the spike times histogram (Van Pelt et al., 2004).

2 Results

Electrically conductive CNT thin-films, dispersed over the entire MEA surface, neither short-cut together nor shunted functionally individual electrodes. On the contrary, they increased the electrodes sensitivity. As a result, electrodes located below CNT thin-films depositions detected extracellular activity of (~40%) higher peak amplitude. Due to the increased signal-to-noise ratios, MEAs coated by CNT thin-films further detected ~100% more spikes.

Neuronal networks growing and developing on CNT thin-films showed qualitatively the same stereotypical spontaneous emergent electrical activity of control networks: irregular alternating epochs of asynchronous firing and of short bursts of network-wide activity. However, (i) the number of bursts per minute became significantly higher after 10-12 days in vitro, in networks growing on CNTs. This is
consistent with our previous intracellular observations (Lovat et al., 2005; Mazzatenta et al., 2007). In addition, (ii) the duration of these synchronous epochs decreased compared to control. When quantified in terms of the temporal profile of the firing probability during a network burst (Van Pelt et al., 2004), networks growing on CNTs displayed a (iii) significantly higher upstroke velocity (i.e. speed of ignition of a network burst).

(i)-(iii) suggest a higher degree of network connectivity, consistent with the predictions of a mathematical model of emerging irregular network bursting in cultured networks (Giugliano et al., 2004).

Throughout the first three weeks in vitro, pairwise spike-timing cross-correlations between trains, detected at distinct MEA electrode, became progressively larger (~0.7 on the average, after 2 weeks) in networks growing on CNT thin-films compared to control (~0.3). This suggests a significantly higher functional connectivity, possibly resulting from anatomical connectivity.

Finally, when neighbouring MEA electrodes were employed to deliver biphasic extracellular stimuli in a bipolar configuration, the number of spikes elicited in the first few milliseconds following the stimulation (i.e. its so-called “direct” effect) was on the average only slightly larger than the control, in networks growing on CNT thin-films. However, the number of spikes elicited 40-50 milliseconds after the stimulation (i.e. the “recurrent” effect of the stimulus) displayed a massive increase (~9 folds) when comparing networks growing on CNT thin-films to control networks. This suggests an increase in the charge-transfer efficiency of MEA electrodes, located below CNT thin-films depositions. More importantly, this result also strengthens the hypothesis of a denser synaptic connectivity and hints at a spatially extended effect of the electrical stimulation, recruiting farer units in CNT thin-films neuronal networks than in control conditions.

3 Conclusion/Summary

We focused on the recently described “endogenous” functional interactions arising when CNTs and neuronal networks are coupled. Beyond the expected improvements in terms of electrical impedance of MEA electrodes coated by CNTs, we explicitly addressed the impact on collective neuronal activity at the network-level, in the case of spatially extended CNT thin-film depositions. Our results confirm and extend to the network-level our previous observations, carried out intracellularly at the level of postsynaptic evoked/spontaneous responses.

In addition, these results set the ground for a mechanistic interpretation of the (sub)cellular interaction between CNTs and neurons, potentially relevant for the future neuroengineering of neuronal tissue in direct contact to CNT-based brain implants.
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Planar microelectrode arrays (MEAs) as a cell-based biosensor have been widely used with dissociated neuronal cell cultures to study the signal processing of neural networks related with their geometries and to detect neurotoxins. In the application of MEAs, surface engineering techniques have provided simple, ordered neuronal networks, which have facilitated analysis of neural signal from the neural networks and neuronal recording through alignment between neuron and electrode. Here we introduce a new surface engineering technique that can provide self-aligned neuronal networks and modify network geometry during the cultivation. The method, using protein resistant property and electrically desorbable property of poly-ethylene glycol (PEG), forms the cell adhesive bio-molecular patterns by localized desorption of PEG evoked by electrical pulses and re-adsorption of the cell adhesive bio-molecules on the activated bare surface. A variety of neuronal patterns of width ranging from 5µm to 100µm were fabricated and neurons are self-aligned to a micro-electrode array by natural processes. Also, modification of neuronal network geometry during the cultivation was tried.

1 Introduction

Surface engineering techniques have provided new tools to further explore signal processing of neural networks related with their geometries. The surface patterning methods such as micro-contact printing and photo-lithography enable design of simple, ordered neuronal networks for synaptic plasticity study. However, since bio-molecular surface patterns by the current approaches are pre-determined and static before neuronal cell culture, study on functional change of neuronal network induced by their geometrical change has not been direct. Stimuli-responsive surfaces recently attracting extensive interest provide dynamic change in bio-molecular surface patterns by various external stimulations[1-2]. Application of stimuli-responsive surface to dissociated neuronal cell culture is expected to enable modification of neuronal network geometry during the cultivation and to facilitate studying functional change of neuronal network by their geometrical change.

2 Materials and Methods

2.1 Fabrication of MEAs

Cell culture plates with individually addressable electrodes were fabricated using a semiconductor process. The electrodes were fabricated with a variety of shapes including line shapes with widths ranging from 5µm to 100µm. Indium Tin Oxide (ITO, 200nm) was used as a conductive metal layer on a glass substrate. The metal patterns and contact sites were patterned by wet etching with ITO etchant (LCE-12K), following photolithography. A Teflon ring was then attached to the culture plate with polydimethylsiloxane (PDMS, Sylgard 184; Dow Corning, Midland MI) to make a culture chamber. The commercial MEAs of Multichannel systems were used for self-alignment experiment, too.

2.2 Surface patterning of bio-molecules using electrically dynamic surfaces

We propose electrically dynamic surfaces to form patterned neuronal networks and to modify neuronal network geometry during the cultivation. The new method forms cell-adhesive bio-molecular pattern in the wet condition like cell culture condition and self-align hippocampal neurons onto electrodes by natural processes. The method uses a polymer, Poly(L-lysine)-grafted-poly(ethylene glycol) (PLL-g-PEG), with protein resistant property and electrically desorbable property. The cell adhesive bio-molecular patterns are formed by localized, electrically programmable desorption of the protein resistant polymer and re-adsorption of the cell adhesive bio-molecules. Poly(L-Lysine) label with FITC (FITC-PLL) or Laminin were used as the the cell adhesive bio-molecules. During cultivation, neuronal network modification is guided by bio-molecular pattern change using additional protein resistant polymer desorption and cell adhesive bio-molecule re-adsorption. Figure 1 shows the processes of stepwise forming the cell-adhesive bio-molecular surface patterns for modification of network geometry.
2.3 Culture and immunostaining of primary hippocampal neurons

Primary hippocampal neurons were obtained as previously described [3]. Briefly, hippocampi were obtained and dissociated from the brain of embryonic day 18 rat pups (Sprague-Dawley rats; KOATECH, Korea). They were seeded at densities of 100 cells/mm² on culture plates in serum-free neurobasal media (GIBCO) supplemented with B27 (GIBCO) and 0.5mM L-glutamine (Fluka, Biochemica, Milwaukee, WI). Cultures were maintained at 37 °C in a 5% CO₂, 95% air humidified atmosphere. Half of the media was replaced with fresh media twice a week. To identify the elongation of neuritis on the electrode surfaces, we performed immunocytochemistry at beta-III-tubulin. Hippocampal cells were fixed in cold (4 °C) 4% paraformaldehyde in HBSS for 30 minutes and immunostained with fluorochrome-conjugated antibodies (Texas Red anti-mouse, Molecular Probes, Inc., OR).

3 Results and Discussion

3.1 Formation of patterned neuronal network

Figure 2 shows the realization of a patterned neuronal network using electrically dynamic surfaces in sequence. Figure 2A shows the stable immobilization of PLL-g-PEG-TRIC (Red fluorochrome-conjugated PLL-g-PEG) on the glass substrate. The fluorescence intensity on the ITO electrode was slightly lower since ITO was less transparent than glass. The immobilized PLL-g-PEG-TRIC was completely desorbed from the ITO electrode activated by electrical pulse (Figure 2B). A 3V voltage pulse with 1 second duration was enough to initiates desorption of PLL-g-PEG. Cell-adhesive FITC-PLL pattern was formed by the selective re-adsorption onto the activated bare ITO electrode.

PLL-g-PEG, protein resistant polymer, in 10mM HEPES buffer adjusted to pH=7.4 successively blocks adsorption of FITC-PLL on unintended surfaces except the activated bare surfaces (Figure 2C). Figure 2D shows a patterned neuronal network. It was shown that cell attachment and neurite growth were confined on the ITO surface where FITC-PLL was re-adsorbed.

3.2 Minimum pattern size applicable to neuronal network design

To verify the minimum pattern size that can be realized by electrically dynamic surfaces, neuronal patterns with various dimensions from 5μm to 100μm are tried. Figure 3 shows the hippocampal neuronal networks of which beta-III-tubulin was immunostained with red fluorescence to identify the cell attachment and neurite elongation. The elongation of neurites along electrodes as well as cell clustering was more obvious on the narrow electrodes, as expected. It is known that the dimensions of the cell adhesive protein patterns influence the compliance of the hippocampal neurons [4]. Cell clustering decreased considerably on large electrodes. Cell attachment was rarely observed on the PLL-g-PEG modified glass regions surrounding the ITO electrodes.

![Fig. 1. The schematic of electrically dynamic surfaces](image1)

![Fig. 2. The sequential realization of a patterned neuronal network](image2)

![Fig. 3. The neuronal networks formed on electrodes with diverse dimensions](image3)
3.3 Self-alignment of neurons onto micro-electrode array

Figure 4 shows the hippocampal neurons self-aligned to the micro-electrodes for facilitated electrical recording. It is known that the efficiency of neuronal recording depends on the alignment between neuron and electrode[5-6]. When the cell body is partially covering the electrode surface, the amplitude of recorded neural signal is proportional to the ratio of the covered electrode area and the entire electrode area. That is to say, the correct alignment increases the amplitude of recorded neural signal by reducing the leakage current through tight sealing. Figure 4 also shows that the cell attachment and neurite growth cannot be confined to the electrode surface. A 3V voltage pulse with a long duration of 20 second was applied.

3.4 Network geometry modification during the cultivation

Additional desorption of PLL-g-PEG and re-adsorption of cell-adhesive molecules during the cultivation resulted in the obvious change in neuronal network geometry by neurite growth on top of the added cell-adhesive molecular patterns. The cell death by the exposure of neurons to cell-adhesive molecules and electrical pulses for PLL-g-PEG was negligible. The immobilization of PLL-g-PEG in the culture media was stable enough to block adsorption of cell-adhesive molecules on unintended surfaces during the additional re-adsorption process.

4 Conclusion

The proposed method as neuronal cell patterning method provides a self aligned patterning of neurons to micro-electrodes and a neuronal network geometry modification during the cultivation. The electrically dynamic surfaces of the PLL-g-PEG are flexible with regard to the choice of cell adhesive molecules. The proposed method can be easily combined with other conventional surface patterning methods. We expect this new method can be a useful tool to facilitate study on functional change of neuronal network by their geometrical change.
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We present a novel MEA platform based on cell-repulsive agarose hydrogel patterning technique for various MEA applications including cell-based biosensors and neurophysiological studies. This is a simple but versatile ‘add-on’ technique that can be easily adopted in plain neurobiology laboratories. The proposed approach could be an alternative for large-scale multi-well type MEAs for realizing high-throughput functional neural assay systems.

1 Introduction

High-throughput neurophysiological screening process is required to utilize dissociated neuronal networks in various MEA applications. It is desirable to have multitude of multichannel systems to probe multiple cultured neuronal networks simultaneously. To increase the throughput, multi-well type MEAs have been proposed and some are commercially available. Here, we propose a different strategy for simple experiments that do not require large number of electrodes. We used cell-repulsive agarose hydrogel to fabricate large-scale integrated microwell array on MEAs. Using this technique, various types of micro-scale neuronal networks can be formed and probed using an MEA. We show that sixty of micro-scale neuronal networks can be probed simultaneously using a single multichannel system. Some of the results were published previously [1].

2 Methods

Agarose hydrogel structures were cast using micro-molding in capillary (MIMIC) technique. First, PDMS (polydimethoxysiloxane) molds were fabricated by soft-lithography. The PDMS mold was placed on an MEA that was coated with poly-D-lysine. The patterns on the mold were aligned with microelectrodes using a custom-build contact aligner. Boiled 2%(w/v) agarose solution was filled and the whole assembly was cooled and dried for 24 hr. The PDMS mold was carefully removed and dried agarose structures (microwells and grooves) were left on the MEA surface.

Dissociated E18 rat hippocampal neurons were cultured for up to 3 weeks. Neurobasal medium supplemented with B27 was used without serum. Cell plating density was 600 – 800 cells/mm². The development of network activity was investigated by electrical recording and stimulation starting at 5 days in vitro (DIV).

3 Results

Designed agarose structures were microwells (diameter: 100 μm) and microgrooves (width: 10 μm). Microwells were aligned with microelectrodes such that each well had one electrode (diameter: 30 μm) that can record or stimulate a neuronal network inside the well. We constructed two different types of agarose structures : isolated microwell arrays and microwell networks connected by microgrooves (Fig 1).

Neurons did not adhere to background areas where agarose hydrogel was uniformed coated. It was highly repulsive to neuronal adhesion. The quality of
repulsiveness was maintained throughout the culture period. In each microwell, ten neurons were located on average and these neurons eventually formed a small neural cluster.

Concerning the spontaneous activity, isolated microwells generated spontaneous electrical activity as early as 5 DIV. Cluster networks generated synchronized bursting activity at 14 DIV. Pharmacological agents such as NMDA, bicuculline, CNQX, and AP5 modulated electrical activities from each microwell and this indicated that these networks were electrically functional through chemical synapses. In case of the clustered networks, the propagation of bursts could be measured. We also stimulated the cluster networks and recorded time-delayed responses.

4 Conclusion

In summary, we have presented a novel MEA platform based on cell-repulsive agarose hydrogel patterning technique for various MEA applications including cell-based biosensors and neurophysiological studies. This is a simple but versatile ‘add-on’ technique that can be easily adopted in plain neurobiology laboratories. The proposed approach could be an alternative for large-scale multi-well type MEAs for realizing high-throughput functional neural assay systems.
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For stimulation of cells within tissue samples on MEAs, micro pillar electrodes have been developed. The micro pillars were fabricated using gold electroplating – a method applicable to every substrate. After electroplating of the pillar, a passivation layer is deposited. Insulated pillars with open tips were fabricated with a diameter of approximately 30 μm and heights between 10 and 50 μm.

1 Introduction

Depth stimulation of tissue in vivo or in vitro is a challenge for planar micro electrode arrays (MEAs). It is possible to penetrate the tissue gently with three-dimensional (3D) electrodes [1-3] to locate the electrode tip in the vicinity of the target cells. The stimulation amplitudes can thus be lower and the spatial resolution is higher than with MEAs with planar electrodes located at the surface of neuronal tissue [2,3]. In this paper we present the integration of gold (Au) pillars on glass MEAs with Ti lines and a silicon nitride (SiNx) passivation layer [4]. Pillars with diameters of approximately 30 μm and a height of roughly 50 μm have been fabricated.

2 Fabrication

The fabrication process of the micro pillar electrodes is schematically shown in Fig. 1. The first fabrication steps are similar to planar MEAs [Fig. 1 (a)]. The process of micro pillar fabrication starts with the deposition of the seed layer for the later electroplating [Fig. 1 (b)]. The seed layer consists of a metal stack of titanium (Ti, 15 nm) acting as an adhesion layer and Au (145 nm). After metallisation, lithography with a thick photoresist was done [Fig. 1 (c)]. The positive photoresist AZ®40XT-11D (AZ Electronic Materials) was used. With this resist it is possible to realise resist thickness up to 60 μm in one single spin coating step. Holes with diameters of approximately 30 μm could thus be realised. These fabricated holes were used as a template for the next step the electroplating of Au [Fig. 1 (d)]. The Au was electroplated with a current density of approximately 8 mA/cm². According to the overall applied charge, pillars with a height of 10 to 50 μm could be produced. The seed layer was then removed by dry etching [Fig. 1 (f)]. In the next step a passivation layer SiNx was deposited [Fig. 1 (g)]. For stimulation purposes, the metal had to be exposed at the pillar tip. This was done using a mask-less lithography and etch-back process of the photoresist [Fig. 1 (h)].

![Fig. 1. Schematics of the fabrication process of Au micro pillars.](image-url)
The opening process was based on references [5,6]. The pillar tip was then free of photoresist; the Si$_3$N$_4$ at the tip of the pillar was removed by dry etching in a CF$_4$ plasma. In the last step TiN was deposited and the photoresist removed [Fig. 1 (i)].

Figure 2 shows SEM images of an Au micro pillar after electroplating and the removal of the photoresist. In Fig. 3 (A) shows an SEM image of a micro pillar embedded in photoresist after the tip opening process. Figure 3 (B) presents a cross-section of the micro pillar tip with selectively deposited TiN at the tip.

3 Conclusions

We established processes for the routine fabrication of micro pillar electrodes on planar MEAs using gold electroplating. Insulated pillars with diameters of approximately 30 μm and heights of roughly 50 μm and with open tips were generated. The advantage of the developed method is that it can be integrated on different MEA substrates. The developed 3D electrodes can be used for stimulation within a neuroprosthesis or for in vitro experiments with brain slices.
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1 Introduction
Microelectrode (ME) electric impedances set limits to the measurable bioelectric phenomena and influence the quality of the measured signals. In this paper, we describe our impedance measurement (IM) setup utilized in characterization of our in-house produced microelectrode arrays (MEAs) and compare our MEAs with corresponding commercial MEAs. The IM setup was devised to measure impedances as seen by the preamplifiers during actual cell measurements. We conclude that our in-house MEAs are usable from the impedance point of view. IM observations are also commented upon. IMs of MEA MEs have also been addressed by Becq et al. [5].

2 Methods
2.1 Equipment
Impedances were measured using Solartron 1260A Impedance/Gain-phase Analyzer (Solartron Analytical, Hampshire, UK) connected to Solartron 1294A Impedance Interface, whose non-human interface was utilized. 1294A was connected to a MEA via MEA1060-Inv contacting adapter (model: MEA1060-INV-CA, MCS). Connections to the contacting adapter were made with banana-to-0.76 mm plug test adapters (model: 4691, Pomona Electronics, Everett, WA, USA).

2.2 MEAs and MEA handling procedure
We measured standard commercial 59-ME MEAs (model: 200/30iR-Ti-gr, MSC) with glass rings, electrode diameters of 30 μm and interelectrode distances of 200 μm, and a large embedded reference electrode. Our in-house MEAs were topologically similar, except for an additional identical large electrode on the opposite side of the MEA for the application of greater stimulation currents creating somewhat homogenous field over the ME area. Our electrode material was titanium with no coating, thus, the electrode surface was titanium oxide.

The MEAs were let stabilize at least over night in room temperature in isotonic saline (sodium chloride 9 mg/ml, Baxter), rinsed with distilled water, and let stabilize for at least one hour filled with the cell culture medium prior to measurement. Contact pins of the contacting adapter were cleaned with 70 % alcohol in the beginning of each measurement session and MEA contact pads were cleaned with the alcohol, wiped dry, and visually inspected for residue. Temperature of a MEA was allowed to stabilize for at least three minutes in the contacting adapter. The measurement temperature was approximately 37°C.

2.3 Impedance measurement protocol
The measurement current was set to 10 μA and the frequency range to 0.1 Hz to 8 kHz with three measurement frequency points per decade and a measurement point at 1 kHz. Frequencies were swept from higher to lower. Current settling time was set to 30 s prior to each sweep. Measurement integration time was 5 s. Data was recorded to a standard laptop PC using SMaRT software (Solartron Analytical).

The 1294A four-terminal connectors were connected as described in [2] for two-terminal configuration. In terms of Solartron 1294A connector naming conventions, “GEN HI” and “V input HI” were interconnected and connected to an ME, and “GEN LO/INPUT” and “V input LO” interconnected and connected to the embedded ground electrode. The measurement also was tested with “GEN HI” and “V input HI” connected to the embedded ground and “GEN LO/INPUT” and “V input LO” to the ME. With in-house MEAs, the ground electrode on the same side of the MEA as in the commercial MEAs was used.
3 Results

Two-terminal IM results at 1 kHz of three commercial and five in-house MEAs are shown in Fig. 1. From Fig. 1, it is seen that the commercial MEAs exhibited lower impedances and greater ME-to-ME consistency, whereas the in-house MEAs can still be taken to be well usable. Impedance spectroscopy results between two commercial and two in-house MEAs are presented in Fig. 2. Whereas the impedances of the in-house MEAs are generally higher than those of the commercial ones, the behavior of the impedance as a function of frequency is very similar. Also, as seen in Fig. 2, the impedance behavior between the MEs of a MEA is fairly consistent.

![Fig. 1. Impedances measured at 1 kHz of three commercial (MSC) and five in-house (SF) MEAs. Four MEs (different color bars) were measured from each MEA.](image)

5 Discussion

Titanium nitride surface of the commercial MEs helps to achieve lower impedances as compared with plain titanium MEs. Nevertheless, we have successfully used our in-house MEAs in cellular measurements [5], confirming that the higher impedance is not detrimental to the measurement capability.

As illustrated in Fig. 1, esp. for in-house MEAs SF 8 and SF 9, our MEs were not of very consistent quality. This was found to be due to a poor quality commercial photolithography mask, resulting in ME size variation. We have now found a new mask supplier to achieve consistent ME size and performance.

It was found that even changing lead connection order, as described in Section 2.3, affected the results, and sometimes resulted in partial recovery of the impedance increase caused by earlier IMs of the same ME. Here, the results are shown for the setup resulting in the lowest impedances for the commercial MEAs, complying best with the manufacturer specifications.

The low frequency IMs of the impedance spectroscopy were found to affect the MEs to a varying extent, ranging from changes in the surface color of our in-house MEA MEs to the destruction of the MEs. The surfaces were inspected using light microscopy and the destruction of MEs was evident already in repeated IMs. Thus, the first measurements on any ME are shown in the results, and the results in the low frequency range in Fig. 2 have to be taken with caution, although no actual ME breakdown is evident.

We continue to develop our ME IM protocol to achieve more robust and ME-friendly IMs.
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A novel fabrication technique for three dimensional electrodes of around 60 μm is explained. The obtained electrodes aim at recording brain slices signals *in vitro*, with their height and shape playing a crucial role in obtaining good quality signals since they avoid dead cell layers of the tissue. This technique solves the common challenge of fabricating high aspect ratio structures in silicon and their metallization to obtain active electrodes. On top of this, a good control over the profile of the pillars is reached without the need of time-consuming calibration experiments.

1 Introduction

1.1 Out of plane electrodes for brain slice recordings

As reported previously, out of plane electrodes improve the signal to noise ratio of electrical activity recorded from neuron cells [1], and seem to be the trend for solutions in this area. Namely, carbon nanotubes, nanowires, and three dimensional electrodes fabricated by clean room processes mark the lead in the field [2-5].

Three dimensional electrodes above 50 μm of height have proved to be of great interest for brain tissue studies, since they can penetrate the dead cell layers at the surface of the brain slice, thus reducing the distance to the active cells.

In this work, a novel fabrication technique for three dimensional electrodes of around 60 μm is explained. It provides a good control over the profile of the pillars, which can be sharpened by the tuning of the height and slope of small steps that make the general outline of the electrode. Moreover, these steps ease the final metallization of the electrodes, which is a common problem in the fabrication of high aspect ratio MEMS devices.

2 Methods

2.1 Challenges: high aspect ratio shapes in dry etching

One important issue in the control of the profile of the structures is to compensate reentrant etching that appears with high aspect ratio structures, as it has the effect of producing faster etching at the bottom of the structures. A combination of the techniques shown by [3] and [6] allows tackling this problem. Sacrificial pillars around the main electrode stop the plasma molding that provokes this effect, and consecutive anisotropic and isotropic etch provides an easy method for tuning the sidewall angle of the high aspect ratio structures.

In addition, the use of a silicon-on-isolator wafer (SOI) facilitates the whole process, since the pillars will lie on an isolator layer, typically silicon oxide, and are thus independent from each other as individually addressable electrodes.

2.2 Fabrication sequence

The main steps in the fabrication process are as follow: during the first step, the areas of the electrodes are defined by photolithography; this is done by spinning a thick resist layer of 4.2 μm. The etching is then performed in an inductively coupled plasma etcher (ICP), and it stops automatically when it reaches the isolator layer, in this case a 0.4 μm layer of silicon oxide (an adding advantage of using an SOI wafer). The thus obtained pillars, with heights of about 50 μm, form the skeleton that will shape the final array of electrodes. In order to enhance the conductivity of the electrodes, at this stage the wafer is heavily doped in a furnace, and wires are patterned and metalized by standard lift-off. Finally, with the purpose of ensuring the insulation of the array, a layer of 200 μm of silicon nitride is deposited and etched away on the active sites of the pillars to expose the areas that are meant to become the actively measuring electrodes.

3 Results

Three dimensional electrodes of about 60 μm have been fabricated for brain slice activity recording. The technique used produced some singular forms of pillars with a scallop profile that facilitated the control of the sharpening of the electrodes and their consequent metallization.

The use of sacrificial pillars around the main electrode protect it from being etched faster at the bottom, as it is shown in figure 1.
Figure 1: sacrificial pillars surrounding the main pillars-electrode protect the structure from being etched faster at the bottom

Figure 2: silicon pillars obtained with tapered etching

The scallops formed from switching between different processes can be controlled, as shown by [6]. In a different approach, this report uses the scalloped profile as a way to ease the consequent metallization of the structures to create conductive electrodes.

4 Conclusions/summary

The array of scalloped electrodes is intended to be used on brain slice cultures on chip, for long term studies. It is to be seen what effects does have this profile on the recording of the electrical signals. The integration of a culture chamber will follow, and preliminary results with biological samples will be shown.
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Solid Silver Microneedle Electrode Arrays for Intracellular Recording Applications
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This paper reports on the fabrication of microneedle-based electrodes for the electroporation of adherent cells and intracellular recording applications focusing on the influence of external factors on the cell metabolism. Classical methods such as the patch-clamp method have been mostly applied to single cells in suspension. However, in the human body the majority of cells are adherent cells, which motivates the development of the microneedle-based chip design reported here. The chip comprises an array of 64 microneedles electrodes spread over a total area of around 1 mm². The microneedles are fabricated using dry etching of silver, followed by the deposition of a metallization and a passivation layer using sputtering and chemical vapor deposition, respectively. The passivation layer is locally opened at the needle tip in order to expose the underlying metal required for electroporation and intracellular recording. Various needles with diameters as small as 2 μm and a height around 5 μm were fabricated.

1 Introduction

This paper reports on the fabrication of solid silver (Ag) microneedle electrodes aiming at the electroporation of adherently growing cells enabling intracellular recording applications. The classical approach for intracellular potential measurements is the patch-clamp method using single cells in suspension [1]. Although well-established, this method is time-consuming, restricted to the investigation of a small number of cells per experiment and requires experienced laboratory staff [1]. On the other hand, patch-on-chip systems are limited to the investigation of suspended single cells [2] and do not enable intracellular potential measurements. The fact however that the majority of cells in the human body are adherently growing cells motivated the development of microneedle-based electrode arrays. In the past, silicon-based needle electrode arrays have been presented by our group for this specific application [3]-[6]. The presented systems apply a thin film metallization, i.e. Pt or Ag, deposited onto the silicon microneedles. In contrast, solid Ag microneedle electrodes are presented in this paper. It is expected that the stability of these electrodes in the context of electrochemical measurements is increased.

2 Fabrication

The fabrication process of the microneedle electrodes is schematically shown in Fig. 1. It starts with the deposition of a seed layer (15 nm Cr and 150 nm Ag) and electroplating of a 5-μm-thick Ag layer on a Pyrex wafer (Fig. 1 (a)). The microneedles are machined using ion beam etching (IBE) with a 7-μm-thick photoresist serving as the etch mask (Fig. 1 (b, c)). By tilting the substrate by 40° and rotating it during etching around its normal axis, circular mask patterns result in needles with the shape
of a truncated cone (Fig. 1 (c)). After etching and mask removal with acetone, a metal layer stack, i.e. 150-nm-thick Cr and gold, interconnecting the needles to contact pads (Fig. 1 (d)) and a silicon nitride passivation layer (Fig. 1 (e)) are deposited and patterned using lift-off and reactive ion etching (RIE), respectively. Finally, the metal and passivation layers are removed from the needle tips using a maskless lithography step, the etch-back of the photoresist, RIE of the passivation layer and IBE of the thin metal layer (Fig. 1 (f)). Needles with diameters of about 1 μm and a height of around 5 μm have been fabricated. The layout of the 3-mask process used to realize these chips is shown in Fig. 2. Figures 3 (a) and (b) present scanning electron micrographs of a microneedle electrode and the corresponding cross-section realized using focused ion beam (FIB) etching, respectively.

3 Conclusions

This paper focuses on the fabrication of solid Ag microneedle based electrode arrays. Successful electroporation tests with similar needle systems have been demonstrated previously [4, 5]. The application of these solid metal needle electrodes is demonstrated in Ref. 7 measuring action potentials of cardiomyocytes.
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Biocompatible MWNTs-based MEA for the study emergent activity in the cortical network
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Here it is presented a novel carbon nanotube growth method that has been optimized in order to obtain selective growth and high density multi walled carbon nanotubes (MWNT) on multi electrode arrays systems (MEA). Platinum has been used as electrode substrate and at the same time as metal nanoparticle. The use of platinum ensures the use of biocompatible microelectrode materials for bio applications. These MWNTs modified electrodes enhance the electrode sensitivity and increase the electric charge transfer, by lowering the impedance and improving the electrode-tissue contact. The system was tested for the recording of spontaneous rhythmic activity generated by ferret cortical slices \cite{1} before and after blockade of inhibition.

1 Introduction

1.1 Background

Carbon nanotubes coatings have been demonstrated extensively in the literature that improve neuronal recordings. However usually the catalysts used for the carbon nanotube growth are Fe and Ni. For biomedicine applications is always desirable to avoid any non biocompatible material. Here it is presented the growth of biocompatible carbon nanotubes and their characterization.

1.2 Methods

A custom 16 electrode MEA previously reported \cite{2} has been used for selective growth of the MWNTs at a wafer scale (Fig 1a) \cite{3}. The growth has been implemented in a silicon wafer and was performed in 3 steps. Before depositing the Pt that acts as CNT catalyst, a 15 nm SiO\textsubscript{2} inter-layer was deposited by CVD on the whole wafer aiming, to inhibit the diffusion in between the Pt forming the catalyst layer and the Pt from the electrode. The 4 nm sputtered Pt layer forming the catalyst layer was selectively deposited at the electrodes by means of a lift-off process. CNT growth process was divided in two main steps: the catalyst activation step (800ºC; 500 sccm H\textsubscript{2}; 5 min) and the CNT growth step (800ºC; 1000 sccm CH\textsubscript{4}; 5 min).

Ferret cortical slices were prepared and maintained as has been described in previous work \cite{4}. Spontaneous slow oscillations and epileptiform activity induced after the blockade of inhibition were recorded through a MEA connected to amplifiers from Multichannel Systems (Reutlingen, Germany). The recordings were obtained at physiological temperatures \cite{5} and under conditions close to an interface chamber.

2 Results

The devices (Fig 1a) were characterised by SEM (Fig 1b). It could be verified that they only grow where the catalyst layer has been deposited. TEM images (Fig 1c) show that MWNT diameters are in the range from 5 to 20 nm and length in the order from 1 to 1.5 \textmu m. It can be also seen in detail (dark spots) the platinum catalyst at the top of the nanotubes.

Due to their high aspect ratio, the grown MWNTs allow to decrease the electrode impedance as they increase the electrode surface roughness. In order to determine if the CNT coating altered the electrochemical properties, impedance spectroscopy and cyclic voltammetry was done. Impedance spectroscopy (Fig 2a), which measures the frequency...
dependent changes in impedance, shows how the MWNT growth led to a 30-fold decrease in impedance. Cyclic voltammetry (Fig 2b), in which changes in current are measured as an applied voltage pulse, shows that the CNT coating led to a 50-fold increase in charge transfer across the electrode surface.

![Fig. 2. a) Electrode Impedance and b) cyclic voltammetry (200 mV/s in NaCl 0.9 wt.%) measurements of bare platinum electrodes and synthesized MWNT](image)

The planar electrodes in a MEA often pose the difficulty of a poor tissue-electrode contact. This is particularly evidenced when the electrophysiological activity to be recorded is not electrically evoked but a more sparse, spontaneous activity which generates lower amplitude signals. However, the long carbon nanotubes coatings can be useful for overcoming this problem. Besides, the increased capacitances found for this electrodes increase the charge transfer, which enable the improved signal registering. In our tests recording from oscillating cortical slices we obtained better signal to noise ration, shown in Fig 3, whenever the MEAs were coated with carbon nanotubes.

![Fig. 3. Action potential monitoring for a) black platinum and b) MWNTs grown, in MEA.](image)

3 Conclusion

The technology for modifying bio-compatible electrodes with directly synthesized CNTs using a bio-compatible CNT catalyst material, platinum, has been demonstrated. We conclude that this treatment results in an improvement in the signal to noise ratio while recording spontaneous activity generated by cortical slices.

Acknowledgement

This work has been founded by the projects TEC2006-14186-CO2-01 and TEC2009-14779-CO2-01 from the Spanish Ministry of Science and Innovation, and RD08-2-0013 from the Autonomous Government of the Generalitat de Catalunya.

2. GGabriel et al., Biosensors and Bioelectronics 24 (2009) 1942–1948
5. Reig et al., J Neurophysiology, 2009 epub
Microelectrode cavity arrays (MECA) for parallel and high resolution ion channel recording
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The necessity of an increase in throughput and resolution within electrophysiological experiments to detect conformation dependent ion flows through biological channels and pores is a significant technical challenge. Despite recent developments with automated patch clamp devices, the currently available technology is not capable of covering the experimental needs of the future. Here, an innovative approach based on sub-picoliter-cavities individually addressed with polarizable microelectrodes is presented that is suitable for low-noise as well as highly parallel electrical recording from ion channels and pores.

1 Background/Aims

Highly parallel, low noise electrophysiological recordings of single ion channels in lipid bilayers or cell membranes are of interest for basic research, drug development and other analytical tasks such as mass spectroscopy or DNA-sequencing\textsuperscript{1-3}. We have recently presented a microsystems approach where a lipid bilayer is formed on a microcavity generated within a photochemical dielectric and containing a non-polarizable microelectrode capable of carrying sufficient DC-current to record ionic flux through channels and pores in a lipid bilayer spanning the cavity\textsuperscript{1}. We here show that this design allows for the generation of an array of functional bilayers on 16 such cavities on one chip in a microarray, and is therefore in principle well suited for highly parallel single channel recordings. Simultaneous recordings of currents mediated by alamethicin are shown as well as PEG induced current fluctuations through a \textalpha-hemolysin pore on a 16 electrode device.

2 Methods

Standard MEMS processes followed by a microgalvanic electrodeposition step were used to produce the MECA device. Negative photoresist was spun onto a glass wafer and exposed to UV light through a photolithographic mask (Deltamask, Enschede, Netherlands) containing a contact line pattern. Following deposition of a \textasciitilde20 nm Ti adhesion layer, \textasciitilde200 nm gold was applied using electron beam evaporation and the photoresist removed. Microcavities (6-30 \textmu m diam.) are then defined on the end points of the gold contact lines in a new layer of photoresist (SU8 2010, Microchem Newton, MA) using a second photolithographic step. In order to generate non-polarizable electrodes in the cavities, silver was electrochemically deposited (0.5 M NH\textsubscript{3}(aq), 0.1 M AgNO\textsubscript{3}, 5 mA cm\textsuperscript{-2} for 150 s) and later chloridized (3M KCl, 5 mA cm\textsuperscript{-2}, 60 s).

Fig. 1. Images of the MECA device: (A) whole Microchip (2 x 1 cm) with connector pads and connection wires leading to the micro electrodes (B) with sub-picoliter-cavities in the center.
3 Results and Conclusion

Initial functional tests of MECA devices with 4 and 16 cavities (Fig.1) were undertaken using formation of lipid bilayers (DPhPC in octane) to span the cavities by the painting method. We obtained high seal resistances exceeding 10 GΩs. Using standard reconstitution protocols, we have been able to demonstrate both high-resolution and low-noise (<300 fA @ 10 kHz using an Axopatch 200B amplifier) and parallel (n=16, using a Tecella Jet multichannel amplifier) recordings of both the voltage dependent channel formation by alamethicin and transient blocks of the alpha-Hemolysin pore by mono- and polydisperse poly ethylene glycol (Fig. 2).

Thus, the present platform holds promise as a platform for both high-throughput and high-resolution recordings of reconstituted ion channel activity and for nanopore screening applications.
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In-Vitro Closed Loop Optical Electrophysiology of Networks I: Whole field Illumination Experimental Paradigm

Ahmed El Hady1,2,3,*, Kai Bröking1,3, Oliver Schlüter5, Walter Stühmer2,3,4, Fred Wolf1,3,4

1 Max Planck Institute for Dynamics and Self Organization, Göttingen, Germany
2 Max Planck Institute of Experimental Medicine, Göttingen, Germany
3 Bernstein Focus for Neurotechnology, Göttingen, Germany
4 Bernstein Center for Computational Neuroscience, Göttingen, Germany
5 European Neuroscience Institute, Göttingen, Germany.
* Corresponding author: ahmed@nld.ds.mpg.de

We present a novel experimental paradigm called “In Vitro Closed Loop Optical Electrophysiology”. Our aim is primarily to establish and validate a combined optogenetic and optoelectronic system using feedforward whole field illumination as a first step and later move into feedback closed loop configuration.

1 Introduction

In order to demonstrate that particular network connectivities can support specific computations in living neural networks, it is important to develop experimental electrophysiological approaches that address neurons at the network level. Our “In Vitro Closed Loop Optical Electrophysiology” setup combines a multielectrode array (MEA) for monitoring temporal dynamics of cultured neurons, epifluorescence imaging for monitoring spatial dynamics of the network and optical stimulation using Channelrhodopsin-2 which is a genetically targeted ion channel allowing photostimulation of neurons with millisecond precision (1). Optical stimulation is less invasive and produces fewer artifacts than electrical stimulation. Combining the aforementioned photostimulation strategy with multi-electrode array technology thus promises to provide a simple well-controlled system for long term spatio-temporal monitoring and selective perturbation of the activity of cultured neuronal networks.

2 Methods

Neurons isolated from hippocampi of embryonic rats (E18) were cultured and plated at a density of 400 cells/mm² on Poly-D-Lysine/Laminin coated 200 – 30iR MEA for up to 30 days. After 4 days in vitro, the plated cells were transduced with adeno-associated virus-synapsin-channelrhodopsin 2 construct. The multielectrode arrays were recorded, photostimulated and the average firing rate of the network was computed at 14 days in vitro using the experimental setup depicted in the following figure:

Fig. 1. In-Vitro Closed Loop Optical Electrophysiology Setup

For channelrhodopsin 2 (ChR2), which responds to wavelengths around 480 nm, the Philips Luxeon Emitters match both the excitation spectrum and the demand for high irradiance very well (Fig. 2). Irradiances in the region of 0.5 mW/mm² are achievable (Fig. 3). In our configuration, the LED emitter is 20-25 mm below the MEA (Fig. 4). This allows for a reproducible positioning of the MEA above the LED emitter by using the focusing mechanism and the positioning table of the microscope stage for alignment in three axes. The irradiation of the sample is homogeneous to a very high degree (Fig. 5).

Fig.2: Spectra of a batch of four blue Luxeon Rebel Color emitters compared with each other overlapped with action spectrum of ChR2
We also ruled out the possibility of photoelectrical currents deriving from the metal of the MEA electrodes, thus yielding false signals. The external photoeffect of metals immersed in electrolytes has been studied in detail by Zolotovitskii et al. (2). None of the metals investigated have work functions below 2.7 eV, which make it impossible for the external photoelectric effect to play any part above wavelengths of $\lambda = 450$ nm ($h \cdot c/\lambda = 2.76$ eV). Because of the spectral properties of the LEDs employed, basically no photo-electric currents can arise. To directly rule out such effects, we made measurements with Multi Electrode Arrays only filled with the culture medium and up to three fold larger irradiation than used in our current experiments: No signal correlated with the irradiation could be detected.

3 Results
An increase in the average network firing rate (obtained by binning time and counting spikes with $\delta t=100$ms) was observed during blue light pulses for constant as well as ramped pulses (Fig. 6, Fig. 7):

The difference in the average firing rate increase between constant and ramped blue light photostimulation is depicted in the following figure (Fig. 8):

4 Conclusion
We presented a proof of concept that upon repetitive whole field light stimulation, an increase of the average firing rate of the network was induced. Moreover, we have shown that the ramping light stimulation gradually increases the firing rate of the network to a higher level than constant illumination as previously reported (3). Subsequent experiments should work out whether we can get a sustained firing rate control of the network using the feedforward or the feedback configuration.
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Effect of electrode dimensions on nerve fiber signal recordings
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Many types of MEA-based cell chips exist with different electrode types and dimensions. The interaction of electrically active cells with the MEA is governed by the characteristic dimensions of neurons, axons, dendrites, and the signal recording microelectrodes (diameter, shape, material etc.). In addition, the cell-electrode distance is given by the stochastic distribution of the cells on the MEA surface. We present a way to model the signal amplitude in relation to the microelectrode diameter and the propagating action potential to optimize future MEA cell chips.

1 Introduction

Generation and propagation of action potentials in the nerve fibers (axons) is a much attentive and interesting biological phenomenon. Many laboratory experiments have been done regarding the detection of nerve signals on different electrode structures. However, a mathematical model of an axon coupled with an electrode structure is useful to predict some of the axon-electrode interactions, like dependence of signal strength on the dimensions of electrode.

2 Method

The mathematical model of an axon based on the FitzHugh-Nagumo (FHN) equations [1, 2] was a simple and easy model for simulating the propagation of action potential. We have improved an existing axon model [3] based on FHN equations suitable for the present simulation. The improved model was coupled with different sized electrodes. The simulations were performed in Comsol Multiphysics® (COMSOL Multiphysics GmbH, Göttingen) to establish a mathematical relation between the dimensions of an electrode and the strength of recorded signal on the electrode.

2.1 The FHN equations

The FHN equations for a propagating action potential pulse generation are:

\[
\frac{\partial u_1}{\partial t} = \Delta u_1 + (\alpha - u_1)(u_1 - 1)u_1 + (-u_2) + I
\]

\[
\frac{\partial u_2}{\partial t} = \varepsilon(\beta u_1 - \gamma u_2 - \delta)
\]

Where \(u_1\) is the membrane potential, \(u_2\) is a recovery variable, \(I\) is the magnitude of stimulus current and \(\alpha, \beta, \gamma, \delta, \varepsilon\) are the system parameters. The FHN equations were written in PDE (partial differential equations) mode in Comsol Multiphysics® to generate a propagating action potential pulse in the axon. The axon was assumed as a long cylinder with a constant diameter of 1 μm and a length of 125 μm. A platinum electrode structure was coupled with the axon in AC/DC mode in Comsol Multiphysics®. The diameters of platinum microelectrodes were varied from 1 to 40 μm. The electrodes were placed at 1.5 μm distance from the geometric centre of the axon. A realistic culture environment (physiological saline medium) was assumed around the axon and the voltage recorded by the microelectrodes was modelled. The parameter values in FHN equations were assumed in accordance with the present model (Table 1). Suitable boundary conditions and material properties (Table 2) were applied and simulated in Comsol Multiphysics®.

Table 1. The parameter values used in the simulation.

<table>
<thead>
<tr>
<th>Parameter</th>
<th>(\alpha)</th>
<th>(\beta)</th>
<th>(\gamma)</th>
<th>(\delta)</th>
<th>(\varepsilon)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Value</td>
<td>0.0001</td>
<td>1000</td>
<td>2540</td>
<td>0</td>
<td>1</td>
</tr>
</tbody>
</table>

Table 2. The material properties and boundary conditions applied to the subdomains in the simulation.

<table>
<thead>
<tr>
<th>Material</th>
<th>Properties</th>
<th>Boundary conditions</th>
</tr>
</thead>
<tbody>
<tr>
<td>Axon</td>
<td>0.1</td>
<td>2.1</td>
</tr>
<tr>
<td>Physiological saline</td>
<td>1.2</td>
<td>80</td>
</tr>
<tr>
<td>Platinum electrodes</td>
<td>8.9 (\times) 6</td>
<td>7.5</td>
</tr>
</tbody>
</table>
3 Results

Simulations were run for six different electrode sizes. A 5 μm electrode was kept as an error console electrode to test the correctness of each simulation result. Figure 1 depicts one of the nine simulation results (run for 10 μm electrode).

![Fig. 1. The subdomain and slice plot of the model showing the action potential in the axon and the electric potential in the surrounding medium respectively. The electrodes shown in zoomed picture were with 10 μm (big), 5 μm (small, an error console electrode) diameters.](image1)

The signals obtained on the electrodes from above simulations were given as input signal to the Spice circuit (Figure 2) which represents the combination of filter and impedance converter.

![Fig. 2. Schematic picture of Spice model used to get an output signal of the electrode.](image2)

The output signals were obtained by the transient analysis of given input signal. A graph was drawn for the different output signals for different electrodes diameters (Figure 3).

![Fig. 3. The graph of different output signals obtained for various diameters (D) of electrodes.](image3)

From the graph it can be seen that the signal strength varying inversely to the diameter of the electrode.

4 Conclusion/summary

We could show the theoretical relation between the recorded potentials and the microelectrode diameters. We compared the simulated values with laboratory measurements with a glass neurochip [4, 5] containing 52 microelectrodes (D = 35 μm). The recorded neuronal potentials were 0.6 mV at maximum, which is in the range of the presented model.

In the future, we plan to modify the model to predict the distance of a neuron, which fires an action potential, which is recorded by a microelectrode of certain geometry. This model could then be implemented to identify the active neurons in a neuronal network. To mirror the reality, we will improve the above model by embedding the microelectrode into a glass substrate, by considering the amplifier input impedance, and by introducing the voltage divider properties of the electrode/amplifier couple. However, the frequency-dependent voltage divider properties will influence the signal detection.
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Insect neurons coupled to iridium oxide electrodes
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We present extracellular single cell stimulation of locust neurons with sputtered iridium oxide film (SIROF-) electrodes. The changes in the membrane potential of the stimulated cells were controlled by intracellular recordings with sharp glass electrodes. The effect of different pulse parameters on the stimulation efficiency and also different electrode designs were investigated. First results of surface modifications for neuronal guiding are shown.

1 Introduction
We are interested in the development of new biohybrid systems, composed of defined neuron populations and semiconductor chips, which allow for simultaneous extracellular stimulation and recording of their activity in vitro. Recording electrodes (field-effect transistors (FETs) [1]) are surrounded in the immediate vicinity by sputtered iridium oxide film (SIROF)-electrodes [2] for single cell stimulation. Insect neurons are suitable as a test system for two reasons. First, their somata range in size from 10-120 μm. This means that larger somata are able to completely cover individual electrode combinations which allows to couple single neurons to the microelectrodes in a one-to-one ratio. Second, insect neurons can be cultured at extremely low densities [3]. Thus, it is possible to build networks of only a few nerve cells in which the recorded signals can be assigned to each single neuron. Coating chemicals that provide a means to fix the cells to the electrodes and allow for a directed outgrowth of neurites are of critical importance. Since insect neurons are very unselective regarding the surface material they grow on, it became important to identify suitable cell-aversive materials for guidance.

2 Materials and Methods

2.1 Cell Culture
Neuron cell culture was made of thoracic ganglia of Locusta migratoria and transferred to the MEA surface. The MEA surface was non-modified or pretreated with Concanavalin A (Con A).

2.2 SIROF-MEA
Neurons were plated on in-house fabricated MEAs with SIROF stimulation electrodes exclusively. MEAs equipped with different types of electrodes (variations in shape and area) were used to investigate the suitability of different designs (Fig. 1). The 12 circular microelectrodes had a diameter of 30 μm (circle-design) or 50 μm (button- and quad-design) with 200 μm inter-electrode distance. The stimulation electrodes were designed to surround recording electrodes in the immediate vicinity. Spikes were detected by intracellular recordings with glass microelectrodes. The effect of different pulse parameters such as amplitude, polarity, and frequency on the stimulation efficiency was investigated.

2.3 Surface Modification
Agarose gel layers were pre-patterned and arranged on glass coverslips. Agarose-free surfaces of the substrate can be coated with growth promoting substance. Substrates modified in this fashion were used as cell culture substrate.

3 Results

3.1 SIROF-MEA
Extracellular stimulation was successful in several experiments. In every experiment the number of excitable neurons located on electrodes was...
limited. The available time for analyzing the stimulation varied from cell to cell most likely due to damage caused by intracellular recording. In all stimulation experiments, biphasic rectangular voltage-controlled pulses were used.

Two of three electrode designs - button- and quad-design - turned out to be suitable for stimulation experiments with locust neurons. All measurements confirmed that increasing pulse amplitude enhances the success rate (Fig. 2). However, the threshold values varied from 400 mV to 1 V for individual neurons. We compared the stimulation efficiencies of biphasic pulses with two possible polarity orders, having either anodal phase first or cathodal phase first.

Fig. 2. Effect of varying pulse amplitude. Stimulation experiments with a biphasic anodal phase first rectangular pulse with an amplitude range from 400 mV to 1 V. The onset of the extracellular stimulation pulse can be seen by occurrence of stimulation artefacts. Action potentials were excited for pulses from 700 mV on. In this case, the action potential latency decreased with increasing pulse amplitude.

The results did not provide a clear hint on the dependency between pulse polarity order and stimulation efficiency. Both stimulus configurations seemed to be equally suitable or rather unsuitable for individual neurons. First results showed that using more than one stimulation pulse with constant pulse amplitude led to an increase in stimulation efficiency.

3.2 Surface Modification

Agarose gel turned out to be the most promising cell-aversive material for neurons. On agarose gel-coated substrates cell growth of locust neurons was inhibited completely while growth on adjacent non-coated areas was not disturbed (Fig. 3).

4 Discussion

The SIROF-electrodes were successfully applied for extracellular stimulation of single locust neurons. In combination with intracellular recordings experiments with different neurons provided general tendencies for the influence of the investigated parameters on the stimulation efficiency. Due to the fact that Locusta neurons in vitro can be described according to their electrophysiological response as non-, axon-, and soma-spiker [4], the limited number of excitable neurons in every culture can be explained. As expected, increasing the pulse amplitude also leads to an increase of the stimulation efficiency. The variations in the success rates were presumably the consequence of variations in experimental conditions and were also dependent on the neurons itself. Further measurements have to show if the electrode design has an effect on the success rate. For long-term experiments it is a crucial factor to avoid cell damage. Therefore a good alternative to amplitude increase is the increase of the stimulation pulse frequency.

Techniques to position insect neurons on electrodes and to guide neurite outgrowth patterned substrates provide important steps towards the construction of small defined biohybrid networks. To our knowledge, agarose beside starPEG [5] is the only known aversive chemical surface modification for locust neurons.
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Spike recordings from ganglion cell populations using a new type of carbon nanotubes surface multi-electrodes
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Due to the its modular organization the retina proffers for systematic studies of a neural circuit. Simultaneous recording from a small patch of ganglion cells should allow to sample its full functionality. While multi-electrode array technology is available for about 2 decades the number of ganglion cells usually recorded represents only a small fraction of the cells present in a tissue patch. Here we report the development of a dense multi-electrode array with 54 electrodes special customized for retinal application. Its geometrical design is optimized to the ganglion cell distribution in the peripheral retina by adjusting electrodes of three different diameters on a hexagonal grid (figure 1 A, B). Additionally single-walled carbon nanotubes are deposited on these electrodes (figure 1 C, D). Carbon-Nanotubes (CNTs) have many qualities that make them attractive as a material for use in neurobiological applications. They are electrically conductive, biocompatible, small and flexible yet posses high strength, and can be functionalized with different molecules, properties that may be useful in basic and applied neuroscience. Thus, the combination of high conductivity, strength and flexibility is highly desirable for any neural interface, therefore the possible usefulness of CNTs in neural stimulation and recording has been previously proposed by several authors.

1 Methods

A custom multi-electrode array (figure 1A) optimized for low noise performance and physical compatibility with our acquisition setups (Braingate, USA; MultiChannel Systems, Germany) was fabricated using conventional microsystems technology. The MEAs were built on 500 μm-thick Pyrex 7740 wafers. A Ti/Pt layer (30 + 180 nm) was deposited and patterned following standard techniques as described elsewhere. The device was then passivated using plasma-enhanced chemical vapor deposition (CVD) of standard SiO2-Si3N4 (300 + 700 nm). The MEA consisted of an array of 54 platinum electrodes located in an area with a diameter of 430 μm in the center of the layout (figure 1A). Two bigger electrodes (2500 μm x 1000 μm) were designed and used as reference electrodes. Additionally 4 temperature sensors were integrated. The physical characteristics and geometrical orientation of the design was optimized for conventional cell incubation conditions. Our straightforward and uncomplicated procedure for the modification of the Pt-electrodes with SWNT is depicted in Figure 2D. In the first step 10 mg of pure SWNT were dispersed in 10 ml of dimethyl formamide (DMF) under ultrasonic agitation. The Pt-electrode array was cleaned with ethanol, and in a second step the surface was coated by dropping the SWNTs/DMF-suspension, followed by a drying process at 90-100º Celsius. In a third and last step, the device was rinsed with distilled water and thoroughly wiped with wet clean-room wipers to ensure that carbon-nanotubes stayed only in the electrode area (Fig 1D) [2].

In order to test the functionality of the MEA systems and to study the usefulness of the SWNTs-multi-electrode arrays to improve electrical signal transfer in neurophysiological experiments, we performed extracellular ganglion cell recordings in isolated superfused rabbit (Oryctolagus cuniculus) retinas as reported previously [1]. Briefly, after enucleation of the eye, the eyeball was hemisected with a razor blade, and the cornea and lens were separated from the posterior half. The retina was then isolated from the pigment epithelium and mounted on the SWNTs MEA photoreceptor side down (Fig 1C). Retinas were superfused with bicarbonate-buffered Ames medium at 35ºC. The electrode signals were amplified, passed through a bandwidth filter (300-2000 Hz) and digitized with a resolution of 16 Bit at a sampling rate 32kHz using a commercially available acquisition system (Braingate, USA; Multichannel Systems, Germany).

This retina preparations were then visually stimulated using a computer system with a 16-bit...
BENQ TFT monitor or a white LED. Neural spike events were detected by comparing the instantaneous electrode signals to level thresholds set for each data channel using standard procedures described elsewhere. When a supra-threshold event occurs, the signal window surrounding the event was time-stamped and stored together with the state of the visual stimulus for later, offline analysis.

2 Results

Our results show that the SWNTs-MEAs are able to record action potentials from large ensembles of ganglion cell types in a bigger proportion than comparable platinum electrodes. Thus on approximately 60-70% of the SWNT-based electrodes isolated, easily classifiable waveforms could be recorded and were later characterized based on the responses and receptive field properties. Phasic responses to e.g. light flashes with ‘ON’, ‘OFF’ and ‘ON/OFF’ components were typically observed. The remaining electrodes registered either no light evoked responses, or allowed only the registration of field potentials from distal units. The number of ‘active’ electrodes decreased to approximately 30-40% when platinum electrodes with the same geometrical design were used.

There are at least two major requirements which have strong impact on the yield and the quality of the recorded neural signals: an electrode has to be placed close to a neuron, so that the the extracellular voltage changes can be registered and information about this given cell and its immediate neighbors can be obtained (figure 1E). Secondly a limiting factor for such electrophysiological recordings is the biological electrical noise present in the system. The average noise recorded with the SWNT-based electrodes was between 10-15 μV, whereas for the platinum electrodes, manufactured using the same lithographic processes, it was more than twice as high. This noise was larger than the inherent amplifier noise, indicating that the amplifier was not the dominant noise source in the system. This reduction in the noise levels when SWNTs-electrodes were used, facilitated significantly the identification and isolation of extracellular recorded neural signals. Furthermore we encountered a somewhat "velcro-like"-effect when using the SWNT-MEAs, sometimes to such a degree that it was even difficult to detach the retinas from the electrodes after the actual experimental sessions. This effect on the other hand brings the biological specimen and therefore the neurons closer to the recording electrodes and could contribute to minimize the noise.

3 Conclusion

We have presented an easy realizable method to fabricate SWNT-covered multi-electrode arrays. The resulting improvements in functionality underline the advantages of the use of carbon-nanotubes in an electrophysiological application. The results from this series of experiments demonstrate the advantages of SWNT-based electrodes over metal electrodes in the same geometrical design and suggest that, although more studies are still needed, such multi-electrode arrays can be used for many different applications, e.g. in extracellular acute slice recordings, or in the long-term monitoring of tissue based neurotoxins in which electrophysiological activity is used to detect and identify toxic and hazardous chemicals, or even for the development of new cortical implants.
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Transparent NCD microelectrode array for spatially resolved detection in micro-areas of single cells
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We present a device consisting in a 3x3 microelectrode array (MEA) of boron-doped nanocrystalline diamond (NCD) on sapphire for the electrochemical detection of molecules released from membrane micro-areas of single excitable and secretory cells. The MEA has been tested in liquid environment containing the standard red-ox couple for diamond testing Fe(CN)64-/3- and with adrenaline, confirming the suitability of the device for high sensitivity and high spatial resolution electrophysiological analysis on single cells.

1 Introduction
Diamond electrodes are gaining increased interest for biochemical and biomedical application due to their biocompatibility, chemical inertness, wide potential window of water dissociation (~ 3 V) and very low background currents [1].

Nanocrystalline diamond (NCD) microelectrodes for the amperometric detection of catecholamines have been extensively studied [2, 3, 4] and the detection of adrenaline in chromaffin cells with a NCD four electrodes planar device is presented in this conference [5].

Moreover, since NCD electrodes can be fabricated on various transparent substrates like glass, quartz or sapphire, they allow the exploitation of the intrinsic transparency of diamond for commonly used investigation techniques in biology such as inverted microscopy and fluorescence detection.

We present here a transparent microelectrode array (MEA) with a total sensing area comparable to the size of a single cell, where nine NCD boron-doped electrodes allow one-cell amperometric detection spatially resolved down to the micrometer scale. In addition, the employment of sapphire as a substrate will allow the integration of GaN-based heterostructures for ion-sensitive field effect transistors (ISFETs) in order to perform with the same device both amperometric and potentiometric measurements [6].

2 Experimental
The NCD thin film layers (~200 nm intrinsic NCD + 300 nm boron-doped NCD) have been deposited on a double side polished sapphire substrate (Epistone, 2" DSP wafers) by Hot Filament Chemical Vapour Deposition (HFCVD) using a bias-enhanced nucleation (BEN) method which ensures strong covalent adhesion of the films to the substrate [7]. The substrate treatments before growth, the BEN and the growth parameters have been described in [8]. SEM and AFM characterization of the surface revealed an average grain size of ~70 nm and a ~12 nm rms roughness respectively. The boron concentration estimated by capacitance-voltage measurements in electrolytes is approximately 3x1020 cm-3.

In order to map the area underneath a typical neuroendocrine cell, nine electrodes with an individual area of ~ 30 μm² exposed to the electrolyte have been designed to form a 3x3 array extended over a total sensing area of approximately 20 μm in diameter, defined by the epoxy (SU-8 2005) passivation layer (Fig. 1). The patterning of the NCD electrodes has been performed both with optical and e-beam lithography and dry etching. Ohmic contacts were realized by Ti/Au deposition. SU-8 passivation has been performed by optical lithography. Fig. 1 shows a top view of the finished device. The electrochemical characterization has been realized with a three electrodes set-up equipped with a Saturated Calomel reference Electrode (SCE) and a Pt counter electrode.
3 Results and discussion

We tested the 3x3 MEA first by cyclic voltammetry measurements in 0.1M KCl solution, which showed the typical 3 V hydrolysis potential window and background currents smaller than 1 μA/cm² (Fig. 2).

Fig. 3 and 4 show then cyclic voltammetry plots of one of the microelectrodes in 0.1 M KCl + 10 mM Fe(CN)₆⁴⁻/₃⁻ and 0.1 M KCl + 15 μM adrenaline at scan rates varying from 20 to 400 mV/s: in the ideal case of a microelectrode the current density should be scan rate-independent due the dominant hemispherical diffusion mass transport. In our case the current density varies by a factor 1.4 and 1.6 respectively for the two tested oxidizing molecules, when the scan rate is changed by a factor of 20. These variations are smaller if compared to the theoretical factor expected for a large-scale electrode (ν/ν₀ = 4.5). This gives further proof of the improved detection sensitivity of the device.

4 Conclusions

We realized a new 3x3 microelectrode array out of boron-doped NCD on sapphire. Due to the transparency of both substrate and electrodes, the electrochemical detection can be easily coupled with inverted microscopy and fluorescence analysis.

The presented device is suitable for electrochemical measurements with subcellular spatial resolution.

We can conclude that the new MEA improves the spatial resolution for amperometric detection preserving a good signal/noise ratio due to the typical hemispherical diffusion microelectrode behavior.
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Accurate validation of extra-cellular neuronal recordings in culture
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Simultaneous in-vitro calcium imaging and extra-cellular recording from cultured cortical rat neurons were performed to elucidate the true nature of extra-cellular recordings using micro electrodes. For the first time, we unambiguously demonstrate the exact number and location of recorded cells by means of correlating the recorded electrical signal at the electrode and the calcium response. We quantify the electrical recording range and show that recording is limited to only a partial subset of the cells residing in this range. Furthermore, we show that even in cases of high SNR coupling, extra-cellular signals may be vary in strength only partially reflect the cellular activity.

1 Introduction
The use of extra-cellular electrical recordings from neuronal networks has classically relied on several fundamental paradigms [1]. Primarily, it is widely accepted that the neuron-electrode physical coupling is a primary factor determining the shape and amplitude of the recorded signal. It is additionally accepted that well separated spikes exhibited in extra-cellular (EC) signals are manifestations of single action potentials in recorded neurons, that different neurons are characterized by differing spike shapes allowing for reliable classification and that the electrode homogenously samples neurons up to a certain fixed radial distance. However, the limiting properties of EC recordings has so far prevented these assumptions from being corroborated and the relative role of the various factors contributing to signal shape has yet to be fully elucidated. Towards this aim, we have built a special setup combining up-right calcium (Ca) imaging [2] microscopy and conventional extracellular MEA recording, allowing visual identification of individual firing neurons through their calcium signal. This setup is also aimed at interrogating aspects of EC driven electrical neuronal stimulation.

2 Results
2.1 Synchronized Recording
Synchronized electro-optical recordings were performed between 10 days to 3 weeks in vitro. Sample simultaneously recorded data are presented in figure 1.

Fig. 1. Synchronized EC recording and Ca Imaging (A, B, C), with expanded view of selected EC events (D, E).

The activity shown is typical to such systems and is characterized by intensive bursting activity in which a large cell population fires in synchrony (figure 1, B). A clear temporal correspondence is apparent between the Ca and the EC data, with small calcium events occurring in conjunction with few or a single EC spike, and large ones registered in concurrence with as many as 70 EC spikes (figure 1, B - E).

2.2 Identification
In order to further corroborate and refine the identity of the recorded neurons, we examined the ability to reconstruct the Ca response from the electrically recorded raster plot.

Calcium events temporally correlated with only a single EC spike were collected, averaged and mean square fitted to a gamma function serving as a kernel for convolution over a spike count vector (figure 2, A, inset).
3 Discussion

We have proposed using multi-cell-Ca imaging in conjunction with an EC recording system in order to obtain an overview of the true activity pattern around the electrode and thereby assess the degree to which this activity is reflected in the EC signal. Using this approach, we were surprised to observe cases of neuronal somata clearly positioned directly on the electrode and exhibiting neuronal discharges without any manifestation in the electrode's signal. This despite display of high SNR discharges at other time points. Overall, The recording range of a constituent electrode in a neuronal plated MEA is ~25μm, and even in this range, roughly 50% of the cells are "visible" to the electrode.

Previous modelling and experimental work on other EC recording substrates have addressed possibility for lack of robustness of the EC signal [3].

These findings should be taken into account during work utilizing MEA to make statistical characterizations of network activity.

Looking at the described prediction attempts of larger population events (figure 2, B), it is evident that the convolution falls short at the decay phase of the event, where the convolution suffers faster termination. This difference is a manifestation of known efficacy decrease of EC electrodes during rapid firing events [1]. The presented technique will allow assessment of EC signal characterization in identified cases of single cell in contrast to multi cell electrode coupling and will hold relevance to spike sorting techniques [4].

4 Methods

Dissociated cortical neuronal cultures were used. Cultures were plated on 500-30iR-Ti or HD30-10 MCS-MEAs and recorded at 10-15 DIV using MCS recording system. Optical activity imaging was attained through incubation of cultures in a calcium sensitive fluorescent dye (either Fluo-4 or Oregon Green) and time lapse recordings with an Olympus upright microscope (BX51WI) fitted with an EMCCD camera (Andor Ixon-885) whose clock signal was digitally fed into the recording system so as to achieve synchronization.
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Inspired by the fact, that polystyrene is the most common material for cell cultivation vessels and well plates, and the majority of experiments on cell culturing are conducted on that material, we have fabricated microelectrode arrays (MEAs) that have polystyrene as insulator layer instead of industry standard silicon nitride (Si3N4). The coating has been successfully tested with human embryonic stem cell -derived neuronal cells (hESC-N) and cardiomyocytes (hESC-CM).

1 Introduction

Evidently, the most common insulator layer used both in commercial and research MEAs is Si3N4. However, the available thickness range of Si3N4 coating and thus its capability to reduce parasitic capacitances is limited [1]. Based on our experience Si3N4 coating also suffers from occasional quality variations and during the time it wears out when MEAs are reused many times. The highest motivation for introducing polystyrene as an alternative insulator layer, however, comes from the fact that vessels made of polystyrene, for example well plates, have been used for decades by cell scientist and thus there exist far more protocols to grow cells on polystyrene than on Si3N4. One more benefit related to polystyrene coating is low capital cost needed to fabricate it as no PECVD kind of expensive processing equipment are needed.

2 Methods

2.1 Fabrication

Polystyrene coated MEAs having 30 μm electrodes (and some bigger electrodes for characterization purposes) in 8x8 format with separation of 200 μm were fabricated in quite a traditional way. A glass wafer was coated with a 300 nm titanium layer, where 60 electrodes, contact pads, and wiring were patterned lithographically. After that, hexamethyldisilazane (HMDS) was applied to improve the polystyrene adhesion on glass. The polystyrene layer was fabricated by dissolving polystyrene grains (BASF Polystyrol 158 K) on toluene and applying that solution on the wafer by spin coating it as thin layer. After curing the polystyrene, openings above electrodes and contact pads were again formed lithographically. The thickness of the polystyrene layer was measured from the ready made MEAs with an optical profilometer and was found to be only about 230 nm, which was clearly less than expected. Obviously toluene had not evaporated from the polystyrene solution as much as in our earlier bulk experiments. Finally, the fabrication process was concluded with or without oxygen plasma treatment.

2.2 Measurement system

Noise and cell measurements were done with MEA1060-Inv-BC amplifier and MC_Rack software, both from Multi Channel Systems.

2.3 Tests

Noise characterization

Before plating cells on MEAs, we recorded noise from the MEAs for three minutes. From the data we calculated the RMS noise.

Neuronal cells

HESC-Ns were plated onto polyethyleneimine (0.05 % w/v) and laminin (20 μg/ml) coated MEAs as described earlier by Heikkilä et al. [2]. Cells attached onto surface and formed neural networks. The spontaneous activity of the network was measured starting one week after the plating.

Cardiomyocytes

Cardiomyocytes were derived from H7 human embryonic stem cell line as described before [3]. For hESC-CM adhesion, the MEAs were coated with fetal bovine serum (FBS) and 0.1 % gelatine. Spontaneously beating aggregates of hESC-CMs were mechanically excised and plated onto the MEAs. Cardiac field potentials were recorded as electrode raw data for three minutes via all recording electrodes.
3 Results

The average RMS noise measured from 6 electrodes of three MEAs was 18 μV, which is about three times the RMS noise of otherwise similar, but Si3N4 insulated MEAs we have fabricated. We assume the rather high noise level to originate from the too thin polystyrene layer and expect it to lower to the competitive level when the layer thickness is increased.

Neuronal cells attached well to the non-plasma treated polystyrene surfaces coated with polyethyleneimine and laminin. Fig. 1 shows human embryonic stem cell-derived neuronal cells growing both on polystyrene surface as well as on Si3N4 surface of a commercial (Multi Channel Systems) MEA after 17 days on the MEAs. On the both surfaces the cells grew well and formed networks with spontaneous neuronal network activity comparable to each others.

Cardiomyocytes on the contrary preferred the plasma treated polystyrene surface which was coated with FBS and 0.1 % gelatine (Fig. 2). In the absence of the plasma treatment, the polystyrene surface did not promote hESC-CM adhesion. Detected cardiac field potentials were comparable to our earlier experiments with Si3N4 insulated MEAs.

4 Conclusion

Polystyrene is found to be promising alternative as MEA insulator layer. Our preliminary results indicate that oxygen plasma treated polystyrene surface has good cell adhesion properties with regard to hESC-CM attachment. Also hESC-Ns attached to polystyrene surface and formed functional neuronal networks. No biocompatibility or polystyrene to glass adhesion problems were observed during the test period of three months. Still, more experiments are needed to ensure reliable fabrication process and especially to find the polystyrene layer thickness that lowers the noise level to the same level or even below the noise level of the Si3N4 coated counterparts.
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Integration of Carbon Nanotubes in Microelectrode Arrays by Microcontact Printing and Electropolymerization for Neurostimulation and Biosensing Applications
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Electrode functionalization by carbon nanotubes (CNT) was achieved by either micro contact printing of CNT layers or deposition of CNT/polymer composites by electropolymerization of poly(3,4-ethylenedioxythiophene). A procedure useful to pre-define thickness of CNT layers was developed. CNT content of suspensions was measured by UV/VIS absorption spectrometry and correlated with layer thickness obtained upon filtering through a nanoporous membrane. Microstamps made from a silicone elastomer were employed to transfer micropatterned layers of CNTs onto various substrate materials such as TiN and Si₃N₄. Electropolymerization of 3,4-ethylenedioxythiophene in the presence of CNT yields porous composites with a fibrous morphology.

1 Introduction
Electrical recording and stimulation of brain tissue in vitro and in vivo is widely used to gain an understanding of the central nervous system and in the development of neuroimplants for the treatment of central nervous system disorders[1, 2]. So far, the interface between the electrical device and the brain tissue typically consists of a metal electrode. To decrease impedance and to enhance biocompatibility while maintaining electrode sensitivity new composite electrode coatings are developed.

Neuronal cells have shown exceptional viability and efficient integration with layers comprised of carbon nanotubes (CNT) [3, 4]. CNT are biocompatible and biostable and layers exhibit a large effective porosity and surface area. This results in very favorable charge transfer capability [5]. CNT layers are therefore considered an attractive candidate for the fabrication of stimulation electrodes in neuroprostheses. The ultimate goal of this research consists in robust technologies to fabricate mechanically stable, micropatterned layers of CNT and for their integration in neuroprostheses and biosensors.

2 Methods
Microcontact printing (µCP) can be used to directly deposit CNT onto any surface while by electropolymerization CNT are embedded in a matrix of conductive polymer like polypyrrole or poly(3,4-ethylenedioxythiophene) (PEDOT) [5]. For µCP, Micromoulds were fabricated from glass, patterned using photolithography and etched in buffered hydrofluoric acid. Stamps were fabricated from polydimethylsiloxane (PDMS). Functionalized multiwalled CNT were suspended and filtered to receive a homogeneous film. CNT are transferred to the PDMS stamps and printed onto multielectrode arrays. Electropolymerization of suspensions of ethylenediethoxythiophene (EDOT, 0.02 M), Poly(sodium-p-styrenesulfonate) (1%) and carbon nanotubes (0.03%) was performed in a three electrode system under potentiostatic control at U=1V vs. Ag/AgCl. Electrical properties and morphology of electrodes can be controlled by deposition protocols.
3 Results

Micropatterned CNT layers exhibiting a tunable thickness within 100 to 300 nm and were deposited on microelectrode arrays by means of μCP (Fig. 1, 2). Layer and contact resistance, nanostructure and electrode capacitance were investigated. μCP in particular allows for the deposition of CNT layers on insulators and on materials with low temperature resistance. Structural and electrochemical properties render these electrodes suitable for electrical stimulation and recording of neurons as well as for electrochemical detection of dopamine. Electropolymerization of electroactive monomers such as pyrrole or EDOT enables the fabrication of conductive CNT / polymer composites on electrodes (Fig. 3) which generally show low impedance when compared to uncoated electrodes.

4 Conclusion

μCP and electropolymerization have been used to generate well defined micropatterns of CNTs on MEAs. Thickness, morphology and electrical properties may be controlled by proper choice of deposition parameters. However, achieving sufficient mechanical stability and adhesion remains a critical prerequisite for these systems to be suitable for applications in neuroprosthetics.
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CNT electrodes for MEAs and neuronal applications
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Aim of this project is the development of electrodes coated by oriented carbon nanotube (CNT) films on microelectrode arrays (MEA) for in vitro and in vivo applications. Due to their low impedance, high charge transfer capacity and the chemically inert properties of carbon, CNT electrodes represent an improvement compared to conventional metal electrodes (e.g. titanium nitride). Low temperature synthesis of CNTs directly on the temperature sensitive substrates for these applications, like polyimide, is an unsolved problem yet.

1 Introduction

In drug discovery and basic research glass based MEAs are a well established in vitro system for recording and stimulating electrical activity of cell tissue like cortical neurons or heart cells [1].

Beyond in vitro systems, electrode arrays on flexible intracranial in vivo implants are used in neurosurgery for recording electrocorticograms (ECoG), e.g. in diagnostics and monitoring of preoperative epilepsy patients. Current intracranial implants can record the electrical activity of neuronal cells for a period of 7 up to 14 days. From a clinical point of view, a long term implantation is favoured, which requires high standards concerning biostability. Furthermore, for recording of electrical activity a low signal-to-noise ratio (SNR) and thus low impedance of the electrodes is desirable. Also an important attribute of electrodes for neuronal applications is their charge transfer capacity in case of stimulating neuronal tissue.

Electrodes made of carbon nanotubes provide high charge transfer capacity, low impedance and chemically inert properties [2, 3]. In particular CNT-electrodes based on flexible and biocompatible polyimide substrates are an appropriate system for neuronal in vivo applications. Due to the fact that CNT synthesis usually requires process temperatures above 500 °C, the fabrication of electrodes from vertically oriented CNTs on temperature sensitive substrates like polyimide still remains a challenge. In this project we aim at developing a low temperature synthesis process for deposition of CNTs on glass and polyimide substrates.

2 Materials and Methods

For CNT synthesis by chemical vapour deposition (CVD) an initial catalyst layer is deposited on the substrate. Established catalysts are cobalt, nickel and iron with a typical thickness of 10 nm. At the beginning of a regular high temperature CVD-process the thin catalyst layer rearranges into small particles from which CNTs start to grow. One possible approach for applying iron catalyst is ferritin: ferritin is a protein shell in which clusters of Fe3+ ions are stored. After removing the protein in an O2-plasma, Fe clusters of nm size remain, consisting of iron-oxide, which is reduced to Fe during growth in an appropriate gas mixture [4].

A 600 nm thick layer of titanium nitride acts as a diffusion barrier between substrate and catalyst. The catalyst and thus the CNT electrodes can be structured in defined patterns ranging from 250 nm to 100 μm using lithography techniques. CVD processes for CNT growth employ a carbon containing gas atmosphere at pressures around 5 mbar. A typical gas mixture for CNT growth is C2H2 as carbon source and NH3 as an etching and reducing agent to avoid catalyst poisoning during growth. In thermal CVD processes, temperatures above 700 °C are typical. In order to obtain vertically aligned CNTs at reduced growth temperatures, plasma enhanced CVD (PECVD) growth processes are established, in which part of the growth energy is supplied by the plasma.
Fig. 1. Prototype of a CNT electrode, grown via thermal CVD. The electrode diameter is 30 micrometers

3 Results

Fig. 1 shows the prototype of a CNT electrode grown via thermal CVD at 700 °C on quartz glass as substrate.

PECVD growth processes applying a DC plasma discharge have been evaluated with respect to low substrate temperatures. On silicon test substrates, optimised CNT growth parameters were found at a pressure of 1.6 mbar, 10 W plasma power, and an NH₃ to C₂H₂ ratio of 8 to 1. Fig. 2 shows the CNT heights achieved with these parameters for different substrate temperatures and growth times.

Normally a 10 nm thick Ni catalyst layer was used. With a reduced Ni thickness of 2 nm, growth with the optimised parameters yielded a total CNT height of 1 μm at 350 °C growth temperature (Fig. 3). The applied DC plasma process is, however, restricted to conductive substrates like silicon. For insulating substrates like glass slides or polyimides, high frequency (RF) plasma will be used in the future.

Fig. 2. CNT height vs. process temperature for 3 different growth times at optimised parameters

Simultaneously to the experimental work, numerical simulations of the fundamental processes concerning the catalytic growth are performed. In these simulations dewetting of nickel catalyst is studied using molecular dynamics simulations (Fig. 4). In particular, these simulations reproduce the stick-slip events seen in earlier in-situ transmission electron microscopy studies of tip-growth [5]. Overall dewetting occurs through diffusion of nickel atoms at the nickel-CNT interface. These results give insights into catalyst poisoning, and hence hints for an optimisation of the actual processes.

Fig. 3. CNTs grown at 350 °C with a total height of 1μm

Fig. 4. Simulation of dewetting of nickel atoms (red) along the CNT wall (black)
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Microscope Setup For Laser Manipulation And Long-Term Monitoring Of Neuronal Cell Cultures
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To investigate and manipulate developing neural networks we developed a microscope platform that allows long-term optical and electrophysiological monitoring of cell cultures on MEAs and microdissection of neurites using a pulsed UV-Laser (355 nm). We succeeded in selectively disconnect single neurons from a network cultured on a MEA.

1 Introduction

Microelectrode arrays (MEAs) are routinely used for electrophysiological investigation in neurophysiology and cardiovascular research. To allow for electrophysiological and optical long-term monitoring and sterile manipulation of neuronal cell and organotypic tissue cultures we developed a modular setup containing an imaging workstation, a laser for microdissection and a MEA system.

2 Methods

The platform combines the automated microscope iMIC 2000 (TILL Photonics) and the MEA System from Multi Channel Systems MCS. A 355nm diode pumped solid state laser (μFlare, InnoLight) is coupled into the optical pathway of the microscope via a beam expander (Fig. 1). The energy per pulse is about 5μJ and pulse repetition rate is 10 kHz. A neutral density filter is used to control deposited laser energy in the cell culture. The diameter of the focussed beam in the object plane is about 1 μm.

3 Results

Neuronal cells from SD-rats cortex were cultured on standard MEAs (MCS, 200/30iR-ITO-w/o). A miniaturized incubator chamber with integrated heating element, temperature sensor and controlled humidity (37°C, 5% CO₂, 97% rel. humidity) allows for long-term culturing and recording and synchronized time-laps recording.

4 Conclusion

The proof of principle experiments demonstrated the possibility to isolate single axons and dendrites in a reproducible manner. In combination with long-term signal recording and time-lapse imaging this setup is suitable to investigate plasticity in developing and injured neuronal networks.
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Fig. 2. Isolation of a cell cluster. Left before cutting the neuritis, right after successful cutting. The black lines (left) indicate the cutting positions.

Fig. 3. Recorded signals before and after isolation. The red square indicates the signal from the electrode beneath the isolated cluster (last row, center electrode).

Fig. 4. Time-lapse imaging shows the movement of a single cell cultured on a microelectrode array.
Electrical and Optical Recording of Interactions between Small Neuronal Networks using Needle-Type Microelectrodes
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We have developed a practical experimental method to mass-produce and maintain a variation of minimal neuronal networks ("small neuronal networks") consist of a single to several neurons in culture using spray-patterning technique. By using this method, micro neuronal networks of rat hippocampal cells were cultured for more than 4 weeks and the interaction between the networks was investigated by means of calcium imaging. The spontaneous intracellular calcium activity indicated that the small neuronal networks showed synchronized activity even without morphologically observable intercellular connections.

1 Introduction

Recent advances in micro-fabrication and recording techniques enable us to monitor electrical activity in numerous numbers of neurons at the same time, which are significant for investigating the biological information processing. In particular, microelectrode array (MEA) – based electrical recording system for cultured neuronal networks have attracted the broad attentions for studying the developmental and maturation processes of neuronal networks because of its capability of spatio-temporal and non-invasive recording [1-3]. Difficulties in controlling the morphology of dissociated cultured networks, however, have been the significant problem to obtain statistical and reproducible results. This is mainly due to a large number of constitute neurons in networks even in culture system. To address this, we have developed a practical experimental method to mass-produce small neuronal networks consist of a single to several neurons in culture. In this paper, we carried out electrical and optical recording of spontaneous activity in small neuronal networks and considered the morphologically non-connected neuronal networks between them.

2 Methods and Methods

2.1 Micropatterning

The bottom surfaces of 35-mm polystyrene culture dishes were precocently coated with 1 % Agarose L solutions to make a cell - nonadhesive layer. Afterwards, the Poly-D-Lysine (PDL) solutions were randomly sprayed onto the agarose layer in order to form cell - adhesive regions (Fig. 1). Hippocampal neurons were obtained from 17 ~ 19 - day - old Wistar rat embryos and were plated onto the micropatterned surfaces at a density of 50,000 cells/cm². Cultures were maintained in Neurobasal™ Medium with 2% (v/v) B27, 0.5mM glutamax and 1%(v/v) penicillin-streptomycin. Half of the medium was conditioned by rat astrocyte to keep a steady environment.

Fig. 1. A schematic diagram of the production process of micro neuronal networks using spray-patterning technique. Distributed PDL microdrops form cell-adhesive islands on the non-adhesive surface of agarose-gel. Distributing PDL solution at random leads to the production of morphologically “connected” and “non-connected” networks at once on a culture surface.
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2.2 Measurement

Spontaneous activity in small neuronal networks was monitored by both electrical and optical recording technique. Electrical activity in neurons was extracellularly recorded with custom-made needle-type microelectrode. The needle-type microelectrode was made by referring to the previous study[4]. Briefly, tungsten wires were inserted into fine glass pipettes, fixed at the endpoints and coated with platinum-black (Fig. 2). The extracellular recording using these microelectrodes was carried out by handling the tips of the microelectrodes close to the cell bodies of cultured neurons using amicromanipulator. Extracellular voltages obtained through the needle-type microelectrode was amplified and recorded using the one channel of 64 channel MEA-based measurement system. And, fluorescence changes in several small networks were simultaneously measured using calcium indicator dye fluo-4.

3 Results

By using the spray-patterning method, a large number of cell-adhesive micro regions were formed. The diameters of the micro regions were in the range of 150 – 250 μm. Neurons extended neurites along the edge of the cell-adhesive micro regions and form small neuronal networks. On the average, five neurons were plated in the micro regions at a present cell density. In part of micro regions, some neurite was protruded from the region, and thus small neuronal networks were connected with synapses (Fig. 3A and 4A). In these networks, a single neuron-induced network activity was observed. On the other hand, even in morphologically non-connected neuronal networks, synchronous oscillations between small neuronal networks were observed (Fig. 4).

4 Conclusion

Our micro-patterning methods and results provide the possibility that synchronous activity occurred between morphologically non-connected neuronal networks.
High-density micro-needles for in vitro neural studies
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Much information has been discovered about the behaviour of individual neurons. Significantly less, however, is known about the interactions between these neurons in the brain and how they result in meaningful patterns of neural activity. Here, an array of micro-needles capable of penetrating into slices of neural tissue has been designed and fabricated. In acute slices of brain, surface layers of neurons are damaged and have severed connections. The penetrating action of these micro-needles bypasses this layer to study healthy neurons with their original network structure. A reliable fabrication process for these micro-needle arrays has been developed. Mechanically and electrically, they perform well. With small, biocompatible, low-impedance (150kΩ at 1kHz) tips, these needles record extracellular action potentials from ~12 individual cortical neurons and with ~20:1 signal to noise. A state-of-the-art system, in terms of temporal and spatial resolution and area coverage, has been manufactured.

1 Introduction

The brain works through complex interactions of billions of neurons. In order to study these interactions, neurobiologists have, for years, used planar arrays of extracellular microelectrodes to record simultaneously the electrical behaviour of many neurons. The use of such electrode arrays has been incredibly successful in studies with retina [1], cultured neurons [2] and also in vivo studies with planar arrays patterned on to silicon probes [3]. There is a large gap, however, in technologies capable of recording from neurons in acute slices, arguably the closest in vitro model of the working brain. The limiting factor of planar arrays is their ability to record only from neurons lying close to the surface of the array. In preparing acute slices (~300µm thick), the cutting process damages the surface layer of neurons and their connections, effectively forming a resistive layer of tissue between the electrodes and healthy neurons with intact circuitry. Arrays of needle electrodes address this problem by penetrating into the tissue bypassing the damaged layer. Existing devices of this nature have widely spaced needles far larger than typical neuron spacing, resulting in significant sub-sampling of the neuronal population [4] [5]. The array made here has 61 hexagonally close-packed needles with 60µm spacing and small conducting tips to record the electrical behaviour of individual neurons in a local network. It has been used successfully to record action potentials from several cortical neurons in a single acute slice preparation with a signal to noise of up to 20:1 and signal amplitudes of ~100µV.

2 Method

The device is made using a novel combination of semiconductor fabrication techniques. The design is compatible with existing low noise pre-amplification and stimulation circuitry that provides excellent temporal resolution (50µs) [6]. The array is comprised of 61 hexagonally close-packed needles with 60µm inter-needle spacing and each needle can be engineered to measure up to 200µm in height. Etching high aspect ratio holes on the front side of a silicon
wafer is the first step in the process (Fig. 1 top left). A 2μm thermal oxide is grown forming the needle sidewall insulation. LPCVD (low pressure chemical vapour deposition) tungsten is deposited ensuring a conformal coating is achieved since the tapered point of a hole becomes the conducting tip of a needle. For strength, the holes are partially filled with polysilicon (Fig. 1 top right). 1μm of aluminium is deposited and etched to form conducting tracks connecting each electrode individually to a bond pad for wire bonding to the readout PCB (Fig. 1 bottom left). The bulk silicon, on the backside of the wafer, is etched, using a chemical wet etch (25% TMAH), exposing the needle tips.

Fig. 2. An SEM image of the tip of a single needle. Platinum black has been electroplated on the tip to lower the electrode/electrolyte impedance. This electrode has an impedance of ~150kΩ at 1kHz.

The size of the conducting tip is controllable in size down to a few microns in diameter and is defined at this stage. The oxide is partially etched using buffered hydrofluoric acid. The remaining silicon is etched as before, defining the length of the needle (Fig. 1 bottom right). A blanket oxide etch thins the sidewall insulation but completely removes the thinner oxide at the needle tip, exposing tungsten. This tungsten is electroplated with platinum black [7] to lower the electrode/electrolyte impedance (see Fig. 2). The result is an array of closely spaced, low impedance, biocompatible electrodes with low noise at high spatial resolution. To quantify this: a typical electrode has, at 1kHz, an impedance of 150kΩ and ~5μV RMS noise.

3 Results

In pilot experiments, acute slices of rat barrel cortex were placed on to an array of needles. Using an artificial cerebrospinal fluid (using 5mM K⁺) and precise temperature control (37°C), the slice was kept alive and the spontaneous activity of the cells was recorded. The slices were cut 300μm thick to allow perfusion of oxygen to cells throughout the tissue slice. It was observed that both somatic and axonal action potentials of individual neurons could be detected across the whole array of electrodes, with typical action potential amplitudes of 100μV and a signal to noise ratio of up to 20:1. Figure 3 is a 3 second sample of data taken from a single electrode and shows a number of action potentials. This is typical of data taken across the array. On the right, a typical extracellular somatic (from the cell body) action potential recorded from rat cortex is shown. It has the expected duration of 1ms and amplitude ~90μV. Using a principal components analysis technique, characteristics of each action potential are used to attribute it to a specific neuron and feature of a neuron (axon, soma and dendrites) [8]. These neurons can then be mapped across the array with ~12 neurons being recorded from in each preparation.

4 Conclusions

An advanced micro-needle technology, capable of recording action potentials from a population of individual neurons, at high spatial density, has been developed. It is possible to record from a network of tens of neurons from the central region of an acute slice of brain where the network connections are intact. The planned future of this technology is to scale to an order of magnitude more electrodes with multiple needle heights across an array allowing a larger area and volume of tissue to be studied. Combined with the arbitrary patterned electrical stimulation capability of the existing readout electronics [6], this work has important implications for furthering the understanding of network dynamics in slices of brain tissue.
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A Flexible microelectrode array of devices was fabricated on a polymer substrate, where the metal lines are embedded onto the polymeric structure of PDMS (Polydimethylsiloxane, elastomer-base polymer), using a photolithography process.

Polymeric based micro actuators were fabricated by integration of organic conductors (conductive polymer) on polymeric substrates. A flexible actuators process was developed integrating a polymer substrate and a conductive polymer (polypyrrole) deposited on a thin metal seed. The relatively thick polypyrrole on thin metal seed (e.g. Copper) is flexible enough shunting cracks in the metal, thus increasing the device durability and reliability.

1 Introduction

Over the last two decades, a great deal of research was concerned with patterning of polymer films which can be used as components in molecular electronics, optical devices, etch resists, biosensors and as scaffolds for tissue engineering and fundamental studies in cell biology. In addition to their electrical properties, they offer attractive mechanical properties, such as flexibility and immune to cracking[1].

Among such polymers, conjugated organic polymers are especially attractive since they offer several advantages over the metals and the conventional inorganic semiconductors, such as more facile processing and ease of adjusting the conductivity in a wide range. They can be considered as potential alternatives to the metals and semiconductors as connecting wires and conductive channels, which can be used as active materials in optoelectronics, microelectronics, micro electromechanical systems (MEMS) and sensors [2].

2 Experimental

A Flexible microelectrode array was fabricated on PDMS (Polydimethylsiloxane) substrate, using a photolithography process (Fig.1) Ppy (Polypyrrole, a conductive polymer) was deposited on the micro actuator’s copper seed layer by electropolymerization using cyclic voltammetry (CV). Thus, we developed a process for a flexible electrode that integrates a polymer substrate and a conductive polymer.

3 Results

The thickness of the polypyrrole was measured using a Tencor Alpha Step 500 Profilometer. The thickness of the polypyrrole as a function of the number of cycles is demonstrated in Fig. 2. It can be seen that the thickness increased as the number of CV cycles increased.

We developed a photolithography process for electrodes on organic substrate with conductive polymers. Moreover, selective electrochemical polymerization of polypyrrole was performed: Polypyrrole was embedded in flexible devices configuration that can serve as sensors or actuators. (Fig. 3) Their structure consisted of metal (copper) connectors embedded on a flexible PDMS polymer. Polypyrrole was selectively deposited (using electropolymerization) on the embedded copper “windows”.

Fig. 1. Electrodeposited PPy –Microscope picture of part of the MEA of Flexible Actuator Devices
Fig. 2. Thickness of the PPy films, obtained by anodic electropolymerization of pyrrole as a function of the number of cycles.

4 Conclusions

The polypyrrole is reinforcing the copper wires and electrically shunting the interconnects, increasing thereby the device durability and reliability, especially under stress conditions such as electrode multiple bending.

Fig. 3. Microscope picture of Electrodeposited PPy on Flexible Actuator Devices
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To be applied to myriad of surfaces and sophisticated purposes, surface modification methods for neuron-surface interfaces should be independent of the surfaces and versatile for the incorporation of various functionalities. Currently, the methods are yet to be advanced in order to meet the both criteria. Herein, we report a novel and powerful surface chemistry using mussel-inspired polymer for generating effective platforms for dissociated neuronal cultures. We coated polydopamine films to various surfaces which are being frequently used in neuronal applications and subsequently functionalized them with amine-based molecule for the viability of neurons on each surface. The polydopamine films exhibited uniform and reproducible surface properties and also biocompatibility for neurons independent of surface materials. In addition, spontaneous and evoked neural activities were readily recorded from the neurons culture on the polydopamine film coated on the microelectrode array.

1 Introduction

There have been numerous approaches immobilizing amine-containing molecules to MEAs for the generation of cell-adhesive surfaces[1,2]. However, previous reports mainly have used physisorption to modify the surfaces, which could hardly generate long-lasting and uniform surface coatings. In order to overcome these hurdles, there also have been a few approaches using covalent linking[3]. In their reports, covalent linking strategy was able to generate not only stable and uniform surface coatings but also versatile surfaces for the introduction of various functions[2]. However, there is still a need for better surface modification strategy for MEAs, since every covalent linking strategy targets their own specific surface material and MEAs are composed of more than two different surfaces. To this end, it is required that surface modification strategy be independent of the surface material.

Herein, we report the application of mussel-inspired polymer coating strategy for the modification of the MEA surfaces. Recently, mussel-inspired surface chemistry was reported by Messersmith et al.[4]. This strategy fit the mentioned requirements quite well, because it is not affected by the surface material, and covalently interacts with amine or thiol containing molecules. In this study, we optimized the mussel-inspired polymer coating strategy to be used in neuron cultures, and demonstrated the successful performance of the optimized strategy, including patterned neuronal growth and recording of neuronal networks after 3 weeks in culture.

2 Methods

Mussel-inspired polymer coating strategy was tested on the surfaces of various materials which have frequently been used for MEAs. We followed published procedures in order to deposit polydopamine films[4]. In addition, we controlled reaction time to optimize the thickness of the polydopamine polymer. For covalent linking of biomolecules, poly-D-lysine (PDL, 0.1 mg/mL) was dissolved in 10 mM Tris-HCl (pH 8.5), and polydopamine-coated substrates were immersed into the solution. After overnight incubation, the substrates were rinsed and dried. Hippocampal neurons were plated onto the PDL-immobilized polydopamine film at the density of 200-1000 cells/mm².

3 Results

The formation of polydopamine coating was confirmed by measuring thickness and water contact angle. According to our result, thickness of
polydopamine film deposited on gold surface was proportional to the reaction time, which was consistent with the previous result[4] (Fig. 1(a)). From the water contact angle measurement, we could conclude that only 1-h reaction was enough to generate effective polydopamine films independent of substrate material, as their water contact angle was converged to the value about 50° (Fig. 1(b)). Hippocampal neurons grown on the PDL-immobilized polydopamine films were healthy and their spontaneous activity was recordable at 17 days in vitro (DIV) (Fig. 2). The mean amplitude of recorded spikes was around 100 μV and every spike was highly synchronized through all recordable electrodes. Patterned neuronal networks could be obtained by micro-contacting printing PDL on polydopamine film.

4 Conclusion
We demonstrated the successful application of mussel-inspired polymer coating strategy to the surface modification of the MEAs. We expect that this strategy can be adapted to various MEA applications.
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Besides summarizing briefly the overall concept of polymer MEAs, we present a straightforward strategy for translating the layout and performance of passive electrode devices from metal to all-polymer microelectrode arrays with peculiar and promising electrical, optical and mechanical characteristics. We briefly discuss the differences in the wide-frequency band impedances between various types of flexible conductors and common MEAs. We demonstrate that polymer devices with polymer conductors capture membrane potential fluctuations with high fidelity, be it from acute cardiomyocyte preparations [1] or from cultures of neural networks. PolyMEAs may thus complement metal-based electrode arrays not only for in vitro experiments, but also in in vivo scenarios where flexibility, biocompatibility and transparency is of major concern, be it in retinal implants or supracortical recording devices.

1 Introduction

Microelectrode arrays (MEAs) for in vitro applications look back at a history of almost four decades [2]. As most of us associate the word electrode with some sort of metal or semiconductor, in recent years organic conductors have matured to be integrated into solar cell panels, batteries, displays and other consumer devices. While they thus opened a new chapter for common day electronics, their integration into biomedical devices is still in its infancy. Two of the main reasons are i) the requirement of resorting to non-standard fabrication processes and ii) their inherently low conductivity, which is comparable to that of semiconductors (<10² S/m vs. <10⁸ S/m of metals). We exemplarily demonstrate that organic conductors are nonetheless suitable bioelectrical signal transducers and have features and advantages that outweigh their shortcomings.

2 Methods

polyMEA fabrication

PolyMEAs fabrication by replica-molding from SU-8 or epoxy-masters has been described before [1, 3]. Briefly, in a three step approach, cavities for the electrodes, leads and contact pads were molded into a thin (<500 μm) PDMS top layer. The geometries of these cavities were defined by the two-level molding masters. Electrode and pad features extended through the entire top layer while the interconnection channels for the electrode leads stayed covered by PDMS. The cured PDMS slab was peeled from the master and hydrophilized by O₂-plasma treatment (3 min, 60% power, 0.3 mbar, 2.45 GHz, Femto, Diener). Its cavities were filled with one of the conducting polymers (PEDOT:PSS (Baytron CPP105D) with 5% ethylene glycol or graphite in PDMS) and tempered at >80°C for ~3 h. The back side of the slab was then electrically insulated by another thin layer of PDMS.

polyMEA characterization

Impedance measurements from 1 Hz to 100 kHz were performed on differently treated and reused polyMEAs in saturated KCl using a potentiostat (PARSTAT 2273 with PowerSuite, Princeton Applied Research). An Ag/AgCl wire served as the reference electrode, a Pt sheet as the counter electrode. Noise levels on individual electrodes were evaluated using a 60-channel recording station (MEA60, Multi Channel Systems).

polyMEA recordings

Neural signals were recorded from rat cortical and hippocampal cultures (E18). Biocompatibility and biostability of polyMEAs were validated for a period of more than 8 weeks using standard cell culturing protocols.

3 Results

While PEDOT:PSS electrodes are mostly bluish transparent, graphite-PDMS (gPDMS) electrodes are not. However, the stability of the gPDMS composite conductor is notably higher; PEDOT:PSS films tend to
break upon focal pressure or during bending for more than 60°. While gPDMS electrode diameters are 80 μm, the PEDOT:PSS electrode areas are smaller and less defined. PEDOT:PSS coats the microchannels of the PDMS-slab as a thin film. Equally, the electrode itself will consist of a thin film. However, this film sometimes peels off in postprocessing steps. Therefore, electrode areas might shrink to a ring, which is defined by the circumference of an electrode channel, having thicknesses as thin as the PEDOT:PSS film.

The impedance of the mostly transparent polymer electrodes with diameters of less 80 μm were almost constant and below 5 MΩ over the range of 1 Hz to 100 kHz (fig. 1). PEDOT:PSS electrodes behaved mostly resistive at low frequencies, while gPDMS electrodes, being mostly capacitive, resembled standard TiN-coated metal electrodes (fig. 2). Peak-to-peak noise varied between ±10 μV and ±100 μV. Variations in electrode characteristics resulted from the manual fabrication of the prototypes. Electrical characteristics were not affected by normal use (autoclavation, several weeks of cell culturing under standard cell culturing conditions: 5% CO₂ in a humidified incubator at 37°C). However, the conductivity of the organic conductor PEDOT:PSS is destroyed by bleach.

Fig. 1 Comparison of the averaged impedance (real part) of Ø 80 μm PEDOT:PSS electrodes (blue; number of devices: n = 3 polyMEAs; # of electrodes measured: m = 84) with that of metal-like Ø 80 μm gPDMS electrodes (grey; n = 3 polyMEAs; m = 57) and of Ø 30 μm or 10 μm TiN-coated Au or ITO electrodes (yellow; n = 3 MEAs, m = 15 electrodes) on commercial microelectrode arrays (30 or 10/200iR, Multi Channel Systems) measured in saturated KCl versus an Ag/AgCl—reference electrode (Pt counter electrode).

Fig. 2 Comparison of the phase of the same electrodes discussed in figure 1. While PEDOT:PSS electrodes (blue) become merely resistive at low frequencies, gPDMS electrodes (grey) with their inherent elevated surface roughness become as capacitive as TiN-coated Au or ITO electrodes (yellow).

4 Conclusion

Despite their rather large electrode diameters of ≤ Ø 80 μm (compared to commercial MEAs with electrode diameters ≤ Ø 30 μm), polyMEAs made of different types of polymer conductors (PEDOT:PSS or gPDMS) reliably resolve individual action potentials. Furthermore, due to the flat impedance characteristics of PEDOT:PSS electrodes down to 1 Hz, the low-frequency components of bioelectric signals can be captured as well. polyMEAs have the potential to become inexpensive and discardable devices for the study of bioelectrical signals from in vitro preparations of electrogenic cells. Due to their flexibility and robustness, they may also find application as epicortical or deep brain recording devices, or as retinal implants in vivo.
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In this paper we describe a setup for combined recordings with extracellular microelectrodes and voltage sensitive dyes. We apply this technique to the Leech ganglion where the role of many individual cells in a variety of circuits has been established. Individuating cells is a traditional drawback of extracellular recording. We show that the extracellular signal is correlated to individual cells from the optical signal. This shows the possibility to eventually for a large number of spike trains simultaneously, assign them to the respective cells as they participate in a neural circuit such as the Leech pattern generator for swimming.

1 Introduction

While extracellular recordings provide excellent temporal resolution, it is nearly impossible to identify the source of a recorded action potential. In voltage-sensitive dyes (VSD) the source is contained in the recording, but temporal resolution, sensitivity and longevity of the recording are limited. A successful combination of the two could truly give us the best of two worlds. Here we report on our first simultaneous recordings of the cells in the leech ganglion.

2 Methods

Biological preparation

We use the intact nerve cord of the Hirudo verdana, the medicinal leech [1]. Firstly, we prepare the tenth ganglion for extracellular and VSD recordings by removing the blood vessel and on the ventral side the ensheathing glial cell. This ganglion is fixated on a sylgard ‘transfer slab’ to allow positioning of the preparation over the electrodes (See Panel B of Figure 1). Secondly, we free the dorsal roots of the two posterior nerve roots of the sixteenth ganglion for recording and stimulation with a suction electrode. Though the preparation is spontaneously active, stimulation through the suction electrode increases activity and in some cases evokes the activity pattern associated with swimming [2].

Recording setup

The setup is depicted in Figure 1. We used hexagonal MEAs with ITO electrodes (Multichannel systems) for compatibility with imaging. Inside the MEA ring is a small piece of sylgard that allows fixating the caudal nerve cord for easy access to the nerve root. We used a coumarin/oxonol FRET pair as voltage sensitive dye [3]. Imaging was performed with a 1.0NA, water-immersed 20x objective on an inverted microscope and two high-sensitivity CCD cameras (Photometrics) for the Coumarin and Oxonol fluorescence.

![Fig. 1. The setup for combined extracellular and VSD recording. A) The setup inside the microscope. The micromanipulator (MM) is used to precisely position the ganglion over the active area. B) Top-side view of the MEA with the Sylgard carrier to keep the tenth ganglion—the one used for recording—in place. The suction electrode is placed on the sixteenth ganglion. The nerve cord is fixated to the rim of the dish caudally to ganglion 16. For clarity not all 21 ganglia are drawn. Figure not to scale.](image)
The change in fluorescence is analyzed as the ratio in the Coumarin and Oxonol band in regions of interest (ROIs), drawn over the cell bodies readily visible in a single VSD frame. MEA recordings are currently analyzed as multi-unit activity. We are currently developing a method for spike sorting on sixty channels simultaneously to obtain spike trains of individual units to be correlated with the VSD signal.

3 Results

We obtain oscillating signals both from repetitive stimulation (Figure 2, panel B) and from spontaneous swimming (Panel A) [2]. Swimming could be evoked in roughly half the preparations. The other half probably suffered damage during the 2.5-hour preparation. The traces clearly show the relationship between VSD and extracellular potential. The number of units exhibiting oscillations in the VSD is higher in the trial with repetitive stimulation. The MEA recording shows much more activity in response to stimulation. From visual inspection of the waveforms we expect to be able to reliably isolate at least ten units in those recordings.

Electrode 52 in panel A shows a well isolated unit and close by is a cell with an oscillatory VSD signal. However, the VSD has a slow onset, while the large isolated unit starts firing immediately after stimulation.

Acknowledgement

Funding was provided by the Broad Foundations (to DAW). DAW is a recipient of a Career Award at the Scientific Interface from the Burroughs Wellcome Fund.

References

We are constructing transparent, multi-suction electrode arrays (MSEAs) to study multisensory integration of prey localization in the medicinal leech during simultaneous electrophysiology and voltage sensitive dye (VSD) imaging measurements. However, the VSD percent signal change is small, so a shift of even a few micrometers can be detrimental to measurements. Custom-designed multielectrode arrays (MEAs) will be integrated with planar quartz suction devices and microfluidics to immobilize leech ganglia during multisensory integration experiments.

1 Background/Aims

We are constructing devices to study multisensory integration of prey localization in the medicinal leech, an ideal organism to test novel technologies due to its unrivaled accessibility to its nervous system and well-characterized behavior. For example, we have recently invented a technique that combines multielectrode arrays (MEAs) with voltage sensitive dye (VSD) imaging to sense neuronal signals from the leech ganglion, the putative site of multisensory integration. The high temporal resolution (<1ms) of the MEA measurements when combined with the high spatial resolution of VSD imaging will be a powerful new technique to identify neuronal circuitry and analyze the computations that take place within them. Ultimately, these tools should be amenable to flat tissue systems in higher organisms as well.

2 Methods

Experiments are being performed on a single ganglion, either isolated or in the intact nerve cord from the leech (Hirudo medicinalis). Through-pore arrays in suspended quartz membranes are fabricated into quartz wafers utilizing high density fluorocarbon plasma etching. An array of 10 mm wide holes is patterned in the center of the wafer into a suspended membrane while ~200 mm wide holes are patterned in the periphery for tissue pinning. Transparent indium tin oxide MEAs are fabricated utilizing standard lithography techniques. For the integrated MEA immobilization device, MEAs will be patterned over the planar pore suction device so that each electrode fills in and surrounds each pore in the center of the quartz wafer. To apply negative pressure for immobilization, a PDMS microfluidic layer will contact the bottom-side of the device.

3 Results

A leech ganglion was successfully pinned over a suspended glass membrane, demonstrating mechanical robustness of the planar device (Figure 2B). Also, we
fabricated arrays of pores through a ~20μm thick suspended quartz membrane (Figure 2C). Separately, we recorded neuronal signals in the leech ganglion from a custom-built, transparent MEA device (Figure 3A). Signal is clearly discriminated from the baseline. Finally, we have fabricated the PDMS microfluidics to be attached to the underside of the MSEA device.

**Fig. 3.** A. Extracellular measurements from a leech ganglion on a custom-built, transparent MEA. B. Schematic of a planar multi-suction electrode array (MSEA). Electrodes will be fabricated inside and around the through pores.

## 4 Conclusion

The glass/quartz device fabrication, ganglion pinning on the device, and successful MEA recordings all together give a proof-of-principle for the MSEA (Figure 3B). Integration of the suction device, MEA, and microfluidics will enable not only high quality neuronal measurements, but proper identification of MEA signals to single neurons with the simultaneous VSD measurements. This new technique will enable significant multisensory integration studies in the leech, and should be applicable to other systems as well.

**Acknowledgement**

This work is a contribution in part from Pieter Laurens Baljon and Daniel A. Wagenaar. This work is funded by the Broad Fellows Program in Brain Circuitry and the Burroughs Wellcome Fund.
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Mechanical interface between tissue and electrodes is an important parameter in extracellular recordings using MEAs. We demonstrate that using a conducting polymer coating on standard MEAs improves tissue adhesion, reduces noise levels and enhances signal recording as well as stimulation properties of standard electrodes.

1 Introduction

Micro-electrode arrays (MEA) are widely used for signal recording and stimulation from cultured neurons or whole tissue mounts like hippocampus and retina. However, reducing the electrode size to microscale for higher spatial sensitivity increases the electrode impedance thereby leading to a lower sensitivity. Moreover, the recording with MEA is extracellular and hence, the signal strength depends directly on the electrode-cell distance, i.e. the mechanical contact of tissues onto the MEA [1]. Various coatings such as lysine, laminin and nitrocellulose are used for better adhesion of tissues and cells on the MEAs. However, these coatings are non-conducting and hence introduce an additional impedance factor.

Conducting polymers such as poly(-pyrrole) (Ppy) and poly-(3,4-ethylenedioxythiophene) (PEDOT) have been considered as bio-electronic interfaces [2]. They have been used as scaffolds to grow neurons and are shown to be biocompatible [3]. PEDOT nanotubes were recently shown to enhance charge injection capabilities of underlying metal electrode sites as well as improve the adhesion and attachment between neurons and electrodes [4,5].

We demonstrate the modification of MEA electrodes by coating PEDOT:PSS in form of a thin film which enhances adhesion of retina whole mount tissues to MEAs and thereby provides improved signal recording and stimulation capabilities.

2 Materials and Methods

TiN array (Hexa MEA from MTS, Germany) and ITO array (MEA60 200-ITO from Ayanda Biosys, Switzerland) were used for the studies. Retina isolation was done from mice (C57Bl/6J) using standard protocols [6]. Ganglion cell side was placed towards the MEA electrodes. Data was recorded using BC1060-Inv amplifier (MCS, Germany) at a sampling rate of 25 kHz using a MC Card and MC Rack software (MCS, Germany). PEDOT:PSS dispersion was procured from Baytron P. About 10 µl of the filtered dispersion was spin coated on the recording area of the MEAs. The MEAs were heated at 50°C for 30 mins for annealing the polymer film.

Around 6-7 retina whole mounts were tested on bare MEAs and subsequently on PEDOT:PSS modified MEAs. Visual stimulus was 1 Hz full field temporal square wave with 100 ms duration of light-On. White LEDs were used as the light source.

3 Results and Discussions

It was noticed that coating PEDOT:PSS reduces background noise prevailing in the MEAs (fig.1). Typical micro ERGs were observed on both bare and PEDOT:PSS coated MEAs upon photo-stimulation. Additionally, the light induced signals from the polymer coated electrodes were more appreciable in magnitude as well as features (fig. 2). The magnitude of ERGs increased by about 75% after PEDOT:PSS coating on the MEAs.

PEDOT:PSS intermediate layer improves the adhesion of retinal tissue onto the standard MEAs. PEDOT film has a 'softer' modulus than the metal electrodes. This allows it to get slightly deformed when it comes in contact with a tissue and hence it provides a better mechanical contact between the tissue and the bottom surface.

PEDOT:PSS also improves the work function of the underlying metal electrodes and lowers the interface barrier between metal electrodes and the tissue.

The signal enhancement therefore arises from the close electrical contact for signal transmission as well as better charge injection property of the PEDOT:PSS conducting layer.
4 Conclusion

PEDOT:PSS is optically transparent and can be patterned. It has also been shown recently that the conductivity of PEDOT:PSS films can be improved to up to 250 kS/s using specific post annealing solvent treatments [7]. We speculate that it is possible to conceive PEDOT:PSS based MEAs with better recording and stimulation properties that can replace the existing metal and metal-oxides based MEAs. Further, the glass chips can be replaced by directly patterning PEDOT:PSS electrodes on flexible substrates. This would be useful for in-vivo extracellular recordings.

We propose the use of PEDOT:PSS as transparent, metal-free electrodes on flexible MEAs which do not need any additional adhesive and biocompatible coatings.
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Gold Shark Teeth Structures on MEAs - Electroplating of Nano-Structures on Metallic Microelectrodes
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To improve the signal quality of MEA chips, we enlarged the electrode surfaces of two different chip types: a glass neurochip with 52 Pt-electrodes and a silicon neurochip with 58 Pd/poly-silicon electrodes. The electrodes were electroplated with gold particles. First results regarding test signal transmission are given in this report.

1 Introduction

Biosignal recording from electrically active cells such as neurons or muscle cells does strongly depend on (i) the electrode metal, e.g. palladium (Pd), platinum (Pt), silver (Ag) or gold (Au) on (ii) the electrode surface [1-3] and (iii) the electrode surface area properties. MEA chip properties may change due to electrode processes caused by biological activity of adherent cells. Very low pH-values in the space between the cells and the electrode result in erosion and a reduced electrode quality. This process may lead to low biosignal amplitudes and unsuccessful experiments. Oxidative processes producing oxide layers on the recording electrodes may also lead to reduced biosignals quality. To improve the signal quality of MEA chips, we enlarged the electrode surfaces of two different chip types: a glass neurochip with 52 Pt-electrodes and a silicon neurochip with 58 Pd/poly-silicon electrodes. The electrodes were electroplated with gold particles.

In this short report, we present first results this new method on electrodes of our new glass neurochip [4] (Fig. 1). The effect on neuronal recording will be publishes elsewhere.

2 Material and Methods

Chips were filled with a gold solution and different electroplating processes were conducted. In any case, a ground gold layer of 1 µm thickness was electroplated before structured gold was disposed. The processes were controlled in such a way that two different gold structures were obtained on the chips. For control, half of the electrodes were not electroplated. After electroplating, the chips were thoroughly rinsed to remove toxic residues. Afterwards, electrode transmission tests were done with a signal generator connected with the chip medium to measure the obtain signal yield. A sine shaped signal (1 mV, 1 kHz) was used to simulate an active neuron. The signal was recorded with the electroplated and the control electrodes.

3 Results

Electroplating was microscopically examined by SEM. Fig. 1 shows the resulting shark teeth-shaped gold formations on the Pd-electrodes. After electroplating, fine and rough structured gold layers were found on the electrodes with 1 µm and 2 µm wide gold structures, respectively. Of four chips, two chips showed fine or rough structures, respectively. The signals recorded with the control electrodes were approx. 0.87 mV (controls for fine structures) and 0.82 mV (controls for rough structures). The signals recorded with the electroplated electrodes were approx. 0.87 mV (controls for fine structures) and 0.82 mV (controls for rough structures). The signals recorded with the control Pt-electrodes were approx. 0.59 mV. With Pt-electrodes, only one structure type (rough) was electroplated. The signals recorded with the
Electroplated electrodes were approx. 36% higher (0.80 mV).

4 Conclusion

The surface enlargement by shark-teeth electroplating led to an increase of the signal amplitude and signal/noise-ratio. Electroplating can be applied subsequently to the chip production with ready-to-biochips. In addition, our methods allows for a subsequent refurbishment of aged or used MEA chips.
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We present the first intracellular measurements with our new PoreGenic® microneedle chip prototype providing a new 3D-MEA. These are the first steps towards the analysis of adherent cells with our patch-on-chip system PoreGenic®. In future, it will allow for drug screening measurements during stable intracellular contact.

1 Introduction
Existing classical methods for intracellular measurements are time-consuming and complex [1, 2]. Present Patch-on-chip systems are limited to the investigation of single cells in suspension [3-6]. Nevertheless, the most part of the cells of the human body is adherently growing. Therefore, we develop the new chip system PoreGenic® for adherent cells. With this analytical chip, the intracellular investigation of electrochemical changes and processes in adherently growing cells will become possible in the near future as reported at MEA Meeting 2008 [7,8].

This short report is about the innovative method of the local micro-invasive needle electroporation (LOMINE) of single cells. The investigation of cellular reactions in living cell cultures represents a fundamental method e.g. for drug development and environmental monitoring. As a new step, we present the first intracellular measurements with our new PoreGenic® microneedle chip prototype providing a new 3D-MEA.

2 Material and Methods
64 micro-structured needle electrodes as well as 128 dielectrophoretic electrodes located within a measuring area of 1 mm² were processed on a silicon as well as Pyrex® substrate (Fig. 1). The system is in detail described elsewhere [9-11]. L929 tumour cells and human skin fibroblasts were positioned in the proximity of the electrodes using the DEP electrodes. After their adherence, electroporation experiments were done and the membrane potential was measured.

3 Results
Cultures of L929 tumor cells were electroporated with low voltages under 2 V (relative to the cell culture medium in the chip trough) with a certain frequency at the electrodes tips. Cell free electrodes react to these pulses with a voltage increase of approx. +10 mV or higher which exponentially converge against the output voltage (data not shown). After the step, the typical voltage drops for overgrown electrodes are clearly recognizable. In general, overgrown electrodes react with a negative voltage drop. The voltage drop amounted to approximately -30 mV (Fig. 2).
4 Conclusion

Comparisons with literature values result in similar potentials for this cell type [12]. This depends on the physiological situation of the individual cells (reproduction status, age of the medium etc.). The longer the measured voltage drop can be hold, the more probable is that one performed an intracellular measurement. However, the last-finite proof for these intracellular measurements is still missing. These are the first steps towards the analysis of adherent cells with our patch-on-chip system PoreGenic®. It will allow for drug screening measurements during stable intracellular contact. Recently, we found that it is also suitable for the extracellular detection of action potentials from primary cardiomyocytes.
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We present our new PoreGenic® microneedle chip prototype providing a new 3D-MEA chip. This chip allows for the detection of intracellular whole cell potentials. First results are given in this report.

1 Introduction

* In vitro studies of extracellular cardiac action potentials of primary cardiomyocytes (PCMs) on MEAs have a long tradition [1, 2]. In vivo intracellular cardiac potential measurements can be accomplished with microelectrodes [3]. CMOS based systems were recently developed [4]. Channel properties of single PCMs can be examined with patch-on-chip systems [5-7]. Nowadays, automated systems are used for the mandatory tests of drug candidates for their hERG-activity on suspended cells [8-10, 7]. The same systems are used in the research on cardiovascular diseases [11]. Nevertheless, their throughput rates are not sufficient for the current demands in drug development [9]. Moreover, no such systems exist for adherent cells.

In this short report, we present our new PoreGenic® microneedle chip prototype providing a new 3D-MEA chip (Fig. 1). Recently, we found that it is also utilizable for the extracellular detection of action potentials from adherent primary cardiomyocyte cultures. Here, we present first results.

2 Material and Methods

We apply the new system in extracellular recordings of action potentials from PCMs of rat pups. The system as well as the microneedle electrodes (MNEs) are described elsewhere [12].

3 Results

Amplitudes of up to tens of mV were recorded with solid metal microelectrodes based on solid silicon microneedles with a platinum seed layer. Besides the amplitude, the detected signal shows a significant similarity to an actual intracellular cardiac action potential shape (Fig. 2). However, the action potential amplitude decreases rapidly over minutes as can be seen in the four phases reflected by Fig. 2A2 as well as Fig. 2B. This effect can only be explained by poisoned electrodes.
Fig. 2: Electrical signal recordings from PCMs of embryonic rats with solid metal MNEs. (A) A1: 30 superimposed cardiac signals from MNE 12 subdivided into four time phases; A2: average waveforms of the four phases; (B) beating tracks of eight uniformly beating cells with rapidly decreasing amplitudes.

4 Conclusion

We think that the high signal quality is due to the improved electrochemical properties of the metal electrodes. Nevertheless, the signal amplitudes decreased within a few minutes after the detection was started. Probably, the decrease is caused by electrode poisoning. In future, the new PoreGenic® chip will also allow for intracellular whole-cell patch clamp recordings after penetration of the cell membrane by electroporation.

Acknowledgement

The authors also thank the Federal Ministry of Education and Research (BMBF) for funding the project MIBA – Mikrostrukturen und Methoden für die intrazelluläre Bioanalytik (grant 16SV2337) and the project PoreGenic (GO-Bio grant 0315809). This work was also supported by grants of Mecklenburg-Western Pomerania (UR09045 of the Ministry of Education, Science and Culture, and V220-630-08-TMV-F-011 (project part FLUXELL) of the Ministry for Economics, Work and Tourism).

References


High-Resolution Amperometric Spikes From Chromaffin Cells Revealed By Boron-Doped Nanocrystalline Diamond Microelectrode Arrays

Sara Gosso¹, Andrea Marcantoni¹, Yanlin Xu², Elisabetta Colombo¹,², Zi-yao Gao², Erhard Kohn², Alberto Pasquarelli², Emilio Carbone¹, Valentina Carabelli¹,*

1 Department of Neuroscience, NIS Center, 10125 Torino, Italy
2 Institute of Electron Devices and Circuits, Ulm University, 89069 Ulm, Germany
* Corresponding author. E-mail address: valentina.carabelli@unito.it

Exocytosis is a Ca²⁺-dependent process at the basis of synaptic transmission occurring through quantal release of neurotransmitter molecules into the synaptic cleft. Single secretory events of oxidizable molecules can be conventionally detected by means of carbon fiber microelectrodes (CFEs) [1], with submillisecond time resolution but limited to single cells. Here we radically changed the approach of recording by adopting a planar microelectrode configuration, with the aim of detecting secretory events from different chromaffin cells simultaneously. We describe the construction of a planar nanocrystalline diamond microelectrode array for recording quantal secretory events of oxidizable neurotransmitters from living cells.

1 Materials and methods

1.1 Chip realization
Our prototype is realized in nanocrystalline diamond (NCD) thin-film technology [2]. Diamond has been chosen because of its optical transparency, high biocompatibility, chemical inertelessa and a quasi-metallic conductivity, if properly doped. Moreover, the high corrosion resistance of the NCD electrodes ensures a long-term reliability not easily achievable with other electrode materials. Starting from a sapphire wafer, a 200 nm layer of intrinsic diamond was thus deposited using HF-CVD technique followed by 350 nm of boron-doped diamond (boron concentration was 10²⁰ cm⁻³) [3]. As an initial prototype, the array has been patterned with four circular microelectrodes (20 μm diameter, Fig.1) using photolytographic methods, even though a more complex geometry is under construction [4].

1.2 Cell preparation
Isolated chromaffin cells were obtained from adrenal glands of adult mice [5] and positioned onto the NCD microelectrodes by means of a patch-clamp micromanipulator.

Fig. 1. (Left) A mouse chromaffin cell has been positioned on one of the detecting electrodes by means of a patch-clamp glass pipette inserted on a micromanipulator system [2]. A carbon fibre electrode (CFE) has been placed adjacent to the cell membrane. This configuration allowed the simultaneous detection of catecholamine secretion from planar and classical CFE. Right) The electronic circuitry.
2 Results

To assay the feature of the amperometric recordings on the NCD device, we compared the spikes simultaneously recorded by the planar NCD and the CFEs. We found that maximal current amplitude as well as quantity of charge of the spikes were not significantly different in the two conditions, suggesting that the NCD microelectrode has the same amplitude resolution and signal-to-noise ratio of the classical CFEs.

Subsequently, we concurrently tested the responsiveness of all four NCD channels by positioning the chromaffin cells on each electrode. Quantal amperometric events could be independently detected on all channels with no time correlation between the recorded signals, excluding crosstalks between the four detecting NCD microelectrodes.

Finally, by combining patch-clamp and amperometric recordings, we simultaneously measured i) the Ca\(^{2+}\) currents evoked by 100 ms depolarizing pulses to +10 mV, from a resting potential of −70 mV (blue traces in Fig. 2), ii) the corresponding capacitance increases, representing the overall secretion from the cell (red traces), and iii) the amperometric spikes from the planar NCD.

3 Conclusion

The planar boron-doped NCD microarray can detect quantal secretory events of released catecholamines from adrenal chromaffin cells, with time and amplitude resolution comparable to the conventional CFEs. Main advantages with respect to the classical carbon fibers are the patterned planar configuration of the NCD and the possibility of measuring neurotransmitter release from networks of cells or tissues and detecting other molecular species in cathodic and anodic regime besides catecholamines.
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Cell-a-V, a novel multi-well MEA for multi brain-structures research
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Despite the benefits in using traditional methods for neuronal-network research, such as MEAs, it is still tricky to mimic the interaction between cell populations in-vitro. This disadvantage does not allow scholars to reliably mimic and study the interaction between several brain structures. Additionally, while developing brain-computer interfaces, functional examination of the electrode’s size, structure, configuration and surface-functionalization should be done in-vitro rather than the present convention to examine it in-vivo. The focus of the present project was to develop a novel multi-wells MEA, which allows studying the interaction of up to 8 different cell types and/or different structures of electrodes, while sharing the same experimental environment.

1 The MEA chip

1.1 Chip development
A MEA chip was manufactured on Si-based wafers. The design consists of 8 wells (8 MEAs of 48 Au/TiN electrodes each; total of 384 electrodes on each Si chip). In the 1st generation we produced 4 wells with 25 μm X 25 μm electrodes and 4 wells with 30 μm X 30 μm electrodes (Fig. 1 & 2). For each well, a reference electrode was designed to almost surround the edge of the well. Four large ground electrodes were positioned at the centre of the chip.

1.2 The acquisition system
The Cell-a-v data acquisition system was designed by g.tec (Austria). Using multiplexers allows using each electrode for recording (passive) or stimulating (active). Each recording channel can be sampled with A2D rate of < 15k and bandpass filter can be applied on line or retrospectively. Each recording channel can be sampled in reference to its well’s reference, reference electrode of a selected well or in reference to one of the ground electrodes.

1.2 Stand-alone system
The Cell-a-V system was designed as a stand-alone system with controllable autonomous temperature and nutrition system.

2 Results
A manufacturing procedure for the MEAs chip was developed. A chip of 384 electrodes was fabricated (Fig. 1), with 8 MEAs of 48 electrodes each (Fig. 2).
3 Conclusion/Summary
We have developed a multi micro electrode arrays platform designed for multi brain structures network study. The Cell-a-V platform allows studying the interaction between multiple afferent and efferent cells converging to defined tissue and plasticity processes in the tissue and between the afferents.
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Electrical Stimulation, Implants and Robotics
Subretinal electrical stimulation of isolated RCS rat retina with pulse trains and paired pulses
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Retina samples from blind RCS rat were electrically stimulated with temporally and spatially separated paired pulses to investigate network response to continuous stimulation. Repetitive stimulation by paired pulses and pulse trains with interpulse intervals of 250 ms and shorter resulted in local depression of ganglion cell activity within a retinal patch with a diameter of about 180 μm.

1 Background
Subretinal neuroprostheses aim at restitution of lost visual function by continuous electrical multisite stimulation of the degenerated retina in blind people [1]. Repetitive, focal stimulation of the retinal network with electrical pulses causes, however, a frequency dependent attenuation of ganglion cell response [2]. This may affect the temporal resolution obtainable by continuous stimulation by a subretinal implant. Using pulse trains and paired pulses applied to one and two spatially separated electrodes, respectively, at different interpulse intervals we investigated the temporal and spatial extension of the retinal patch in which response depression occurs after local stimulation.

2 Methods
Retina pieces from blind RCS rats (50 to 177 days old) were placed ganglion cell layer down on microelectrode arrays (MEAs). An 8-channel comb electrode array (pitch 80 μm, Thomas Recordings) was used for electrical stimulation of the distal retina (Fig. 1). Paired voltage pulses were delivered through an 8-channel stimulus generator. We varied both the spatial and the temporal distance between the first and the second pulse. Ganglion cell activity was recorded with the MEA system (Multi Channel Systems). The extracted timestamps were averaged over 20 sweeps, binned and plotted as PSTH and activity patterns.

3 Results
3.1 Repetitive stimulation with pulse trains
In the degenerated retina from RCS rat, the local stimulation by pulse trains with interpulse intervals of 250 ms and shorter resulted in local depression of ganglion cell activity after the preceding pulse (Fig. 2). The activity evoked by the first pulse within a train was undisturbed by successive pulses. When a train of stimulus pulses was applied, a steady depression was observed after the first pulse.
3.2 Paired-pulse stimulation

Using a paired-pulse protocol (Fig. 3), we observed almost undisturbed activity after the second pulse when the first pulse was applied by an electrode with a distance > 80 μm to the recording site (Fig. 4). This was nearly independent of the interpulse interval and stimulation strength (data not shown).

Fig. 2. Response analysis from repetitive stimulation experiments with trains of 10 pulses and variable frequency. PSTH from 20 trials, bin width 5 ms, gray bars (*) marks stimulation artifact.

Fig. 3. Paired-pulse stimulation with temporal and spatial displacement between prepulse and test pulse (unsorted spike activity). Top: stimulation protocol, center: location of stimulation (A, B, C) and recording electrodes. Bottom: PSTHs of recordings on electrode 1 and 2 at stimulation with electrode A and B.

4 Conclusion / Summary

Local electrical stimulation of the retina leads to temporary and spatially confined inhibition of the signal transmission. We suppose that the inhibition is located in the vertical retinal pathway, presumably at the synapses at the axon terminal of bipolar cells. Whether the lateral pathway including amacrine cells is inhibited or not has to be shown in further experiments.

Fig. 4. Paired-pulse depression of RGC response amplitudes as a function of spatial displacement of the prepulse. For each RGC (n=13), the responses to the test pulses were averaged for 20 trials at each interpulse interval, and normalized to the activity evoked by the test pulse under condition 1 (see Fig. 3).
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Real-time Characterization of Neuronal Response for Selective Stimulation
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Spatiotemporal selectivity of extracellular stimuli is a significant challenge in the development of neural interfacing devices. Although models have previously been used to investigate responses to various stimulus waveforms, it is of significant interest to experimentally validate the stimulus-evoked cellular response and use that information to optimize the stimulus patterns. To address these challenges, we have developed a high-throughput closed-loop system of multisite stimulation and recording that facilitates the characterization of the cellular activity evoked by extracellular stimulation. We explore excitatory waveforms applied to cortical networks at multiple sites in a multi-electrode array (MEA) to achieve increased precision and localization of extracellular stimuli. We measure the response of all individual neurons using fluorescent calcium-sensitive dyes in conjunction with novel real-time optical processing algorithms and an automated data acquisition platform. Using this system, we have characterized waveforms that excite neural activity within a 400μm X 400μm field of view, and in this work we investigate the use of such waveforms to explicitly direct the focus of an extracellular stimulus.

1 Introduction
Extracellular stimulation of neural tissue is essential for the enhancement of neuroprostheses, including retinal and cochlear implants, and the treatment of complex diseases, ranging from Parkinson’s Disease to epilepsy and depression. If we could target our stimulation to only those cells and networks that are essential to the system, we could significantly increase our efficacy and eliminate side effects due to diffuse stimulation. Future clinical implementations of this technology will use systems that optimize their outputs based on real-time closed-loop processing of the evoked neuronal responses [1].

Our system enables the real-time processing of optical signals to measure the stimulus-evoked responses in the tissue so that we can automatically home in on the optimal stimulus. First we must study the excitatory aspects of neuronal tissue, and then we can explore the potential to inhibit certain cells while stimulating others, using the spatial precision that MEAs afford.

2 Methods

2.1 Cell Culture
Cortical neurons from embryonic day-18 rat were enzymatically and mechanically dissociated using papain and a vortex mixer, respectively. The neurons were then grown in DMEM with 10% horse serum on multi-electrode arrays (200/30-TiN, Multichannel Systems) coated in polyethylene amine and laminin to encourage cell adhesion [4].

2.2 Fluorescence Imaging
Cultures were bathed in an acetoxymethyl-ester calcium-sensitive fluorescent dye, Fluo-5F-AM [3], which was combined with pluronic F-127 and DMSO to enhance cell-loading. All synaptic communication in the network was then blocked using receptor antagonists APV (100 μM), bicuculine (50 μM) and CNQX (10 μM), which bind NMDA, GABAA and AMPA receptors, respectively [2]. All optical recording was performed using an electron multiplication CCD camera (QuantEM, Photometrics) while electrical stimulation was conducted with an STG2004 and electrical recording utilized the MCRack software (Multichannel Systems). All other software was developed in-house using MATLAB.
3 Results

Trains of five excitatory cathodic pulses were delivered 50ms apart to provide fluorescence summation improving signal-to-noise ratio in the optical recording. All stimulus trains were repeated three times in random order for averaging.

Fig. 2. Example of a stimulus train (bottom) applied to the culture via one electrode, and resulting fluorescence recording (top). Gray bars indicate regions of peak and baseline fluorescence for averaging.

3.1 Current Sweep

While holding the stimulus duration constant, we varied the current amplitude and analyzed the resulting neuronal response. Increasing current activated more cells within any given radius, and this activation falls off with distance from the electrode similarly in each stimulus condition. Radii that produced the same incremental area were used to divide the cells into quartiles moving away from the center electrode.

Fig. 3. Activation of neurons versus distance from the stimulating electrode under four stimulus amplitude conditions. Quartile radii are as follows: 181.0μm, 256.0μm, 313.5μm and 362.0μm.

3.2 Equal Charge Delivery

The same total charge was delivered in each stimulus; however, the amplitude and duration were varied. From these data we see that at the lowest stimulus amplitude we may be approaching the limits defined in a chronaxie curve because the evoked response is consistently less than that of the others. However, all other stimuli produce similar responses. This is consistent with the theory that the total stimulus charge dictates the cellular response, independent of amplitude and duration, once the total stimulus charge is above threshold.

Fig. 4. Activation of neurons versus distance from the stimulating electrode for four stimulus waveforms of equal charge delivery. Quartile radii are as follows: 181.0μm, 256.0μm, 313.5μm and 362.0μm.

4 Conclusions

Experimentation has previously demonstrated the potentially inhibitory effects of below-threshold excitatory stimulation [5]. If we simultaneously combine these waveforms on multiple electrodes with our excitatory stimuli, we may be able to further localize our stimuli in both space and time. Because data collection and analysis are fully automated in our system, future work will use feedback of neuronal activation to optimize our stimuli and spatiotemporally target a population of cells. Furthermore, the use of optical imaging provides us with a ground truth of the activity both at and in between electrodes so that we can calibrate our simultaneous electrical recording to what we know is actually happening in the network. This could ultimately allow us to electrically stimulate in vivo, without the need for optics, while still maintaining the ability to focus our stimuli.

The ability to selectively stimulate neurons will help us to improve the development of neural interfacing devices, including motor prostheses and deep brain stimulators that are free from side effects.
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Voltage-controlled Stimulation Pulses May Be Lethal
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Biphasic controlled-voltage pulses are commonly used to evoke action potentials (APs) in neural cultures grown on MEAs. Responses of individual neurons to such pulses were studied using the caged-neuron MEA system, in tandem with voltage-sensitive fluorescence imaging. The results indicated that controlled-voltage pulses are often lethal to a neuron adjacent to the platinum black electrode. Controlled-current pulses, on the other hand, were observed to reliably evoke APs without any deleterious effect. MEA users, therefore, should carefully consider the type of stimulus used to study cultured neural network dynamics.

1 Introduction

Dissociated neuronal cultures grown on MEAs are commonly studied using biphasic controlled-voltage pulses (e.g., [1], [2], [3]), with amplitudes up to 900 mV, and durations of 200–400 μsec. A previous study concluded that voltage-controlled pulses are highly effective at eliciting APs in dense (5000/mm²) cortical cultures [4]. However, studying responses of individual neurons to electrical stimuli in the caged neuron MEA system [5] led to a different conclusion: voltage-controlled pulses are less effective at evoking APs than current-controlled pulses; moreover, they appear to often be lethal.

2 Methods

2.1 Cell Culture

Dissociated E18 hippocampal cultures were grown, and single neurons were loaded into neurocages, which confines the soma to be adjacent to a 12 μm diameter, platinum black electrode, as described in [5].

2.2 Voltage-sensitive Fluorescence Imaging

Voltage-sensitive fluorescence imaging was used to study the response of neurons to electrical stimuli, as patching to directly measure the membrane potential (V_m) was not technically feasible. Cultures 6–31 DIV were stained with di-4-ANEPPDHQ, a fast responding, linear potentiometric dye [6] (Fig. 1). The change in fluorescence intensity (∆F/F) of membrane-bound dye molecules is about -1 % for every +100 mV change in V_m (depolarization leads to a decrease in ∆F/F, and vice-versa).

Stained, caged neurons were illuminated with the Hg green line (λ = 546 nm). To prevent photobleaching and phototoxicity, exposure times were minimized to 100 msec using a mechanical shutter synced to the stimulus. The RedShirt NeuroCCD camera (frame rate = 2 kHz; 80 x 80 pixels/frame) measured ∆F/F versus time in response to electrical stimuli.

2.3. Electrical Stimuli

Responses to charge-balanced, biphasic (400 μs/phase), both positive- and negative first, voltage-controlled pulses (0–800 mV) were examined in 21 neurons. Responses to biphasic (400 μs/phase), current-controlled pulses (0–20 μA) were similarly examined in 66 neurons.

It is important to note that a voltage-controlled pulse produces a large (∼100 μA) RC current transient—therefore a large voltage gradient—in the cell culture medium, with a time constant (∼100 μs) that depends on the electrode capacitance (∼5000 pF) and the bath resistance (∼20 kΩ). The maximum voltage gradient occurs on the mid-stimulus pulse transition (negative-to-positive, or vice-versa).

2.4 Signal Processing: Response Detection

∆F/F signals were spatially averaged over the entire soma, photobleach corrected, and digitally high-pass filtered (2nd order Butterworth; 30 Hz cutoff). “Significant” ∆F/F responses were defined to occur when ∆F/F > 5*, where * is the noise estimated using the median of the absolute deviation [7].

3 Results

Fast (≤ 1 ms) transients in ∆F/F with a magnitude proportional to the size of the stimulus (Fig. 2) were observed in response to voltage-controlled and current-controlled pulses. However, voltage-controlled pulses were often lethal to the neuron adjacent to the platinum black electrode, with a high probability of cell death at 500 mV and a 200 μsec pulse duration. Controlled-current pulses, on the other hand, reliably evoked APs without any deleterious effect. MEA users, therefore, should carefully consider the type of stimulus used to study cultured neural network dynamics.

Fig. 1. Caged neuron DIC (left), voltage sensitive dye-stained (center), and NeuroCCD (right) images. The soma is adjacent to the lower-right side of the platinum black electrode.

3 Results

Fast (≤ 1 ms) transients in ∆F/F with a magnitude proportional to the size of the stimulus (Fig. 2) were
commonly observed in response to voltage-controlled stimuli. Importantly, the direction of the major deflection in \( \Delta F/F \) depended on whether the stimulus was positive- or negative-first. A positive-first pulse (negative-going RC current transient) resulted in an upward deflection; a negative-first pulse (positive-going RC current transient) resulted in a downward deflection. Recalling the -1% per +100 mV calibration of the dye, these results suggest that the cell membrane was being directly driven according to the direction and strength of the RC current transient. In addition, the resting light intensity (RLI) was often noted to suddenly increase after a large enough magnitude pulse (typically > 600 mV), indicating that more dye molecules implanted in the cell membrane. 14 of 21 cells responded in this manner.

Taken together, these observations suggest that voltage pulses can severely and irreversibly disrupt the integrity of the cell membrane, thus leading to cell death.

By contrast, neurons responded to current-controlled pulses in an all-or-nothing manner, with the main stroke in \( \Delta F/F \) always downward, usually on the order of -1%, and lasting for a longer time (3–5 ms), indicating APs were evoked. 59 of 66 neurons responded in this manner to current-controlled pulses.

4 Discussion

Due to the linearity di-4-ANEPPDHQ, the charge injection signal should (ideally) be zero, if the cell is being stimulated symmetrically. Therefore, it is highly unlikely that the linearly proportional transients observed during voltage pulse stimulation correspond to a charge injection failing to subsequently evoke an AP. Furthermore, voltage gradients >100 mV/\( \mu \)m are known to create large electroporative holes in cell membranes leading to cell death [8]. The gradient near the cage electrode during the mid-voltage-pulse transition is known to exceed this level (Fig. 3), which explains why voltage pulses can be lethal.

Voltage pulses may be effective at eliciting more APs in large, dense cultures as their “sphere of influence” is larger than that of current pulses. However, caution is advised when choosing the type of stimulus because voltage pulses appear to be lethal to cells adjacent to an electrode. If an investigator does not account for this deleterious effect, then the results of a plasticity or connectivity experiment may be confounding, or misinterpreted. Current pulses, by contrast, have not been observed to be harmful.

Fig. 3. Voltage gradient in the cell-culture medium bath generated by voltage-controlled pulse, as a function of distance from the electrode (measured along the vertical axis of the cage). \( \Delta V_{\text{bath}} \) indicates the electric potential between a position in the cage near the electrode and the bath ground. It was measured by positioning a patch micropipette near the base of the cage, moving upward in 2 \( \mu \)m increments.
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Wireless Stimulation of MEAs Inside the Incubator
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Background Stimulation of neurons on MEAs usually requires removal from the incubator so as to utilize the amplifier/stimulator electrode array holder. Alternatively, cabling can be run into the incubator, with the potential for disruption of the integrity of the incubator. In either case the amplifier system, whose cost precludes large-scale purchase, is tied up during the process, limiting the number of cultures for which long-term stimulation is possible. We report here a prototype of a low cost, programmable, wireless 60 channel stimulator enabling investigations involving long term chronic stimulation within the incubator environment.

1 Introduction

With the advent of hi-resolution multichannel recording methods a parallel need for multichannel stimulation has emerged. Commercially available systems are often limited to only a small subset of those channels (e.g, Multichannel Systems STG1004 and 1008 series) offering pre-programmable stimulation trains. A number of custom built hardware alternatives by individual labs have been created to provide more dynamic stimulation needs (Nam et al., 2009; Potter et al., 2006; Wagenaar et al., 2004).

In this paper we describe a neural stimulator for Multichannel Systems MEAs engineered for independent multichannel stimulation within an incubator environment and WiFi stimulation control.

2 Design

- Continuous in incubator operation
- Wireless communication for remote programming of stimulation protocols
- Minimum two week battery operation under continuous stimulation load for realistic long term stimulation
- Voltage stimulation with simultaneous-capable independently programmed levels for each MEA electrode
- Hi resolution timing of pulse waveform and inter-stimulus delivery

2.1 Power

The board shown in Fig. 1 was powered by two standard 9V Li-On batteries which have a power output of 2200mAh. Estimated battery life under continuous operation is several weeks.

2.2 Wireless Communication

A 2.4GHz Xbee Pro WiFi module was employed for wireless communication between a host computer and the stimulation board. This communication channel has a straight-line transceiver capacity of 1 mile with 60 mW power consumption (ideal for battery powered hardware) and operated without problem within an incubator environment.

2.3 Microcontroller and Stimulation Programming

An ATMega1281™ microcontroller with 128K flash memory handled stimulation pulse timing, and scheduled pulses according to programming received from the wireless communication channel.

User designed trains of stimuli are first created on a host computer (PC- C# Interface), compiled into ATMega assembly code generated by the freely available AVR GNU gcc compiler, and then flashed onto the microcontroller via the wireless interface for stand alone operation. Alternatively, for
situations in which dynamic stimulation is required the device can be flashed with a small operating system to handle an asynchronous communications link via Wi-Fi (Zigbee) scheduling stimulation on the fly (e.g., real-time stimulation feedback control).

2.4 Stimulation Specifications
To implement asynchronous independent voltage control a pair of output buffered 32 channel 16 bit digital-to-analog converters (DAC) (AD5372) were used. The board delivered program adjustable (±2 V) square-wave charge-balanced voltage pulses. Voltage step resolution is 0.1 mV with single channel programmable gain and zero offset adjustment. Resolution of pulse width timing is 10 μs due to timing constraints from SPI control via the microcontroller. These specifications are well within the range needed for typical stimulation of dissociated neural culture (The board design could quickly be modified to expand that range to +/-8.6V for stimulation of acute brain slice but we did not implement that feature).

2.5 Board Design
Spring loaded gold-plated pins interface the board to contacts on the periphery of the MEA (ED8186-ND from MILL-MAX Manufacturing). Each board measures 12.5 x 10 cm and was placed in a plastic enclosure to isolate the PCB and components from the high humidity environment within the incubator.

3 Conclusion
Long term stimulation protocols delivered within the stable incubator environment are increasingly being used to study developmental processes within dissociated neural networks on MEAs (e.g., Brewer, et al. 2009). In this paper we describe a stimulation device that operates wirelessly within the incubator to deliver relatively complex stimulation pulse trains and can do so for long periods (> 2 weeks). Further, the board employs independent voltage values on a per electrode basis when stimulation is simultaneous and can be programmed in a stand-alone configuration or in a real-time interactive input scheme if needed.
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Ex ovo culture: An in vivo model for microsensor implants
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Microsensors for medical applications have been under research for decades. For in vivo applications longterm stability is a critical prerequisite, mainly due to host response towards the micro implant. Currently, biological evaluation of implants relies on the implantation of test samples into animal models for different durations followed by histological examination of explanted specimens. In order to assess tissue response towards implants and biomaterial coatings, we propose continuous measurements at the implant/tissue interface employing a microsensor device placed in contact with the chorioallantoic membrane (CAM) of the avian embryo.

We introduce an electrochemical microsensor array and a miniaturized potentiostat unit (“MiniPot”) to measure oxygen, pH and electrical impedance in situ. As an in vivo test environment we established avian ex ovo cultures as an immune-active and -deficient in vivo model, enabling comparison between either weak or strong immune responses in the same organism, respectively. Measurements were performed in an incubated biological environment. We consider this model to be a useful tool to evaluate future developments of biofunctional coatings and implants in a quasi-in vivo environment to promote research of implantable active micro devices.

1 Introduction

For in vivo applications longterm stability of microsensors is a critical prerequisite. Coatings are under research to enhance microimplant performance and to enable continuous longterm measurements. These coatings either improve biofunctionality or biocompatibility in terms of decreased fibrous capsule formation around the implant [1]. Lately, Nanotechnology implies potential to decrease foreign body responses [2]. But up to present, biomaterials to enhance in vivo performance over longer periods are still under development. Due to higher validity towards in vitro systems, evaluation of biomaterials and -coatings towards foreign body responses is still performed using animal models [3]. Tissue reactions appearing at the interface between implant and active tissue are indicative of the biocompatibility of such implant. Hence, an in depth understanding of these processes is critical.

In order to assess tissue response towards implanted biomaterials in a quantitative and continuous fashion, we propose measurements of oxygen, pH and electrical impedance at the implant/tissue interface employing a planar microsensor device placed in contact with the chorioallantoic membrane (CAM) of the avian embryo. These values are indicative of the tissue properties and can then be correlated to results obtained from histology.

The CAM is a highly vascularized cortical membrane of the avian embryo. It serves as an area for respiratory gas exchange, ionic and molecule transport through the nano-porous egg shell. It has been used as an active tissue assay in several studies in biology [4]. Its attractiveness is founded in its low cost, simple preparation, the feasibility of optical observation of the operation area and minor ethical concerns when compared to conventional animal testing. Avian embryos may be cultured shell less (ex ovo) in a separate container, making it relatively convenient to handle in combination with external equipment. While it has been used as an active tissue model to evaluate biosensor function [5], to our knowledge the development of the foreign body response has not previously been investigated. In this work we discuss its use as an immune-inactive/active model.

2 Methods

We fabricated a microsensorarray (MSA) comprising sensors for dissolved oxygen, pH and electrical impedance. The MSA was realized using standard thin film techniques. Ti/Pt electrodes were deposited on PET (Acos GmbH, Tesa AG), Kapton® (DuPont®) or glass wafers (Menzel GmbH & Co. KG) and functionalized by electrodeposition techniques [6].

Avian ex ovo culture was prepared by standard protocols obtained from literature [7] as well as through in-house expertise. Avian eggs were purchased from a local vendor and pre-incubated (3 days) prior to use (37,5°C; 80% r.h.). We used
hydrophobic sterile cultures dishes (Corning® Inc.) after priming with 5ml of Ringer-Lactate solution (Serag-Wiessner KG) containing 0.02 mg/ml Gentamicin. Specimens with ruptured yolk were discarded. Cultured embryos were then post-incubated ex ovo until embryonic day (ED) 8 (37.5°C; 80% r.h.) (Fig.1).

3 Results & Discussion

We determined the formation of immune responses from ED 8 to ED 17. Substrates (5mm x 5mm) cut from PET and Kapton® foils (materials used with the microsensor device) were prepared and sterilized with 70% ethanol. n=5 avian cultures were used for each day (ED) to implant both specimen materials. At ED 17 the CAM of all specimens was fixed with 4% PFA and explanted after 3 hours. We found that the capsule has auto-fluorescence capabilities due to PFA fixation. Hence, we could measure the average thickness of the encapsulation around the substrates (Fig. 2A & 2B). Additional histological data showed cell proliferation and collagen expression, confirming the capsule observed being due to a foreign body response. We found that after ED 13 the capsule formation significantly increases by 500% when compared to specimens implanted at ED 8 (Fig. 3). This indicates development of the immune system after ED 13.

The MSA obtained a pH of 8.3 and a dissolved oxygen level of 3.5 mg/l in contact with the CAM. Avian embryos develop in both alkaline (albumen) and acidic (yolk) environments caused by carbonic anhydrase processes [8]. Therefore the physiological pH of the embryo can differ from the pH of the culture environment. The optimal culture environment is considered at pH = 8.2 [8]. The dissolved oxygen level in developing organisms is extremely hypoxic and can therefore drop below 50% (< 4 mg/l) [9].

4 Conclusion & Outlook

We evaluated the capability of avian ex ovo cultures to be used as an immune active model showing weak and high immune responses in the same organism depending on time of implantation. After a longterm continuous data acquisition at the implant/CAM interface, we attempt to correlate data obtained from the MSA with histological observations of immune responses.
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A light-sensitive stimulation chip from a subretinal implant system was used for electric stimulation of degenerated retinal tissue. The constructed setup mimics the clinical implant situation. Ganglion cell response upon stimulation was recorded. Results indicate functional lateral interactions within the degenerated retina.

1 Introduction

Retinitis pigmentosa (RP) leads to gradual degeneration of photoreceptor cells in human retina, ultimately causing blindness. Despite loss of photoreceptor- and horizontal cells, remaining bipolar and ganglion cell populations show little decay. The subretinal implant (Retina Implant AG) contains a light sensitive photodiode-array with corresponding stimulation electrodes. Subretinal implanted between pigment epithelia and neural retina, the implant resumes the function of photoreceptor cells by electrical stimulation of bipolar cells [1, 2]. Electric stimulation of bipolar cells causes correlated activity in ganglion cells, and evokes perception of phosphenes in humans with advanced RP. Patients with a subretinal implanted chip perceived phosphenes in an orderly fashion, reflecting shapes and sizes of objects in their environment, one patient even regained the ability of reading large letters [3].

We developed a setup for conducting electrophysiological research on underlying biological mechanisms (Fig.1). The retinal implant chips were used for continuous electrical stimulation of degenerated retinal tissue from an RP-model (RCS-Rat) with a fixed frequency of 5 Hz and pulse duration of 500μs.

2 Materials and Methods

Visual pattern are generated, using a PC and the psychologist toolbox for Matlab [4, 5]. Patterns are presented via a LCD-projector focused and coupled through a binocular. Focal planes of binocular and video projector are adjusted to match the chip’s surface. The chip contains 40 x 40 pixels with a pitch of 70 μm covering an area of 3 x 3 mm. Each pixel contains a micro-photodiode to detect light-intensity, a circuit to convert the detector signal into a stimulating voltage and a 50x50 μm² TiN stimulation electrode. The sensitivity and gain of the chip can be adjusted. The chip is mounted on a carrier providing electric connection, allowing application, perfusion and tempering of retinal tissue. Adjustment of the chip to illumination levels of patterns, frequency and pulse duration are set with the chip’s stimulus generator.

Samples from explanted retinas are placed ganglion cell up on the chip surface (Fig. 2). For proper handling, the retina was mounted on a nitrocellulose filter with a punched opening with 2 mm diameter. Extracellular recording of ganglion cell activity is conducted with a needle electrode, mounted to a micromanipulator and lowered onto the ganglion cell layer under visual control. Signals are amplified and recorded, together with timestamps of chip’s stimulation pulses, and timing of light stimulus on- and offset. Spike activity is extracted and correlated to the stimulus using Matlab.

3 Results

Ganglion cell activity from retina samples placed on a chip could be recorded for up to 7 hours. Visual patterns are converted to electric stimulation patterns via the chip. Cell activity can be modulated with different levels of brightness. Activity was correlated to temporal and spatial change of illumination only when the chip was activated (Fig. 3). Ganglion cells increased or decreased spiking activity upon electric stimulation. Response to both on- and offset of stimulus and on-/off- receptive field structures were observed (Fig. 4).

4 Discussion

Functionality of the setup for electric stimulation of degenerated retinal tissue with visual patterns was shown. Different types of response were recorded. Results indicate functional lateral interactions within the degenerated retina. The setup is advantageous for experiments with moving patterns. However, chip electrode spacing and binocular magnification limits spatial resolution. Further experiments will investigate functionality of remaining lateral amacrine network,
and pathways of synaptic transmission upon electric stimulation, with a pharmacological approach.

![Diagram of setup for stimulation of retinal samples attached to light-sensitive stimulation chip]

**Fig. 1.** Main components of the setup for stimulation of retinal samples attached to light-sensitive stimulation chip.

**Fig. 2.** Top view on chip with attached retina (see text). For experiments in Fig.4., a light bar presented on dark background moved with constant motion from left to right across all 40 chip pixel rows. * Position of needle electrode for spike recording.
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![Graph of stimulation-strength-dependent on-off-response of a ganglion cell]

**Fig. 3.** Rasterplot of a ganglion cell’s activity (on-off type). Two seconds of spike events are shown in each line. Light condition switched from dark to bright illumination every 5 seconds with 20 repetitions. A) Full field illumination: Transient increase of activity to stimulus offset. B) Stationary line illumination (70 μm bar of light at central position of chip): Additional, short and delayed increase of activity to stimulus onset. *Differences between A and B indicate retinal network activity. Additional response to stimulus onset in B might appear due to lacking inhibition from lateral areas, with less retinal surface being stimulated than in A, C) Control with deactivated chip.

**Fig. 4.** Stimulation-strength-dependent on-off-response of a ganglion cell. A light bar moved from left to right across a retina attached on the chip (see Fig.2.). Bar velocity 250 μm/s, bar diameter 70 μm. Spike rates are calculated for the time windows 10-100 ms and 100-200 ms after the electric stimulation pulses. Spike rates are plotted against the position of the light bar on the chip, and averaged for 15 repetitions of bar movement across the chips surface. The histogram column for a chip pixel row shows the number of average spike events that occurred within the timeframe the light bar took to move across that row. Thus a map of the activity induced from each of the 40 chip electrode rows is generated, and displays the cells receptive field upon electric stimulation in direction of the x axis. A) High stimulation strength / On-component: Spontaneous activity is actively suppressed by charge that is delivered by chip under dark condition (dark background illumination). Increase of charge transfer as light bar enters area of exposed photodiodes elicits central on-response. B) Low stimulation strength / Off-component: Spontaneous activity is actively suppressed when the light bar enters receptive field area, but charge is insufficient to elicit on-response. Gap between black bars (A) and white bars (B) indicates area of exposed photodiodes. * Position of recording electrode.
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1 Methods
We studied the stimulation of adult rabbit retina in epiretinal configuration using a 20x20 multi-capacitor array. Each capacitor measures 50x50 μm with 1 μm spacing in between and insulated by a thin layer of TiO₂/ZrO₂ with a capacitance of 2.7 μF/cm². The stimulation device fabricated on the basis of CMOS technology allows addressing subsets of the array by an external voltage source. We applied falling voltage ramps with amplitude up to -1 V and duration of 0.05 – 10 ms. The capacitive current density ranged between 0.027 and 54 mA/cm². This method of stimulation avoided a faradayic current and a perturbation of stimulation by electrochemical side effects.

2 Results
The electrical response of individual ganglion cells was recorded with a tungsten electrode. Single action potentials were elicited within the first millisecond after the onset of a stimulus. They are assigned to a direct stimulation of retinal ganglion cells. The threshold is described by a rheobase of 1.1 mA/cm² and a chronaxie of 0.7 ms. In addition, bursts of action potentials are observed 5-10 ms after the onset of the stimulus. The threshold of the late response is described by a rheobase of 0.2 mA/cm² and a chronaxie of 4.5 ms. These responses disappear when the glutamate receptors are blocked. They are attributed to a capacitive stimulation of the presynaptic ganglion cell circuitry. Early and late spikes have been measured in a previous study using metal electrode stimulation [1].

Using single stripes of the capacitor array we investigated the spatial sensitivity of the early and late response. The threshold of the early response depends strongly on the position and orientation of the capacitor strip. The lowest threshold was found about 100 μm from the cell soma. These observations indicate that the early spike is elicited in a high sensitive ‘axon band’ region of the retinal ganglion cell [2].

The late response could be elicited up to a distance of 400 μm around the ganglion cell soma. This is in agreement with stimulation of the presynaptic circuitry and thus of the cell’s receptive field.

3 Conclusion
In summary we demonstrate capacitive stimulation of retinal neurons using low current densities. Appropriate parameter values allow for the stimulation of either the retinal ganglion cell alone, the presynaptic circuitry or of both.
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The main objective of this work is to analyze the computing capabilities of human neuroblastoma cultured cells and to define stimulation patterns able to modulate the neural activity in response to external stimuli for controlling an autonomous robot. Multielectrode Arrays Setups have been designed for direct culturing neural cells over silicon or glass substrates, providing the capability to stimulate and record simultaneously populations of neural cells. This paper tries to modulate the natural physiologic responses of human neural cells by tetanic stimulation of the culture. We show that the large neuroblastoma networks developed in cultured MEAs are capable of learning: establishing numerous and dynamic connections, with modifiability induced by external stimuli.

1 Introduction

Learning is a natural process that needs the creation and modulation of sets of associations between stimuli and responses. Our learning experiments were performed in neural cultures containing 120,000 human neuroblastoma SY-5Y, under the assumption that this kind of cells are able to respond electrically to external stimuli and modulate their neural firing by changing the stimulation parameters.

This paper describes the process of growing human neuroblastoma cells over MEA substrates and tries to change the natural physiologic responses of these cells by external stimulation of the culture.

2 Methods

A human neuroblastoma SY5Y cell line, that express clonal specific human dopamine receptors, and also NMDA receptors, will be the biological platform for studying learning in cultured cells.

Neuroblastoma SH-SY5Y cells are known to be dopaminergic, acetylcholinergic, glutamatergic and adenosinergic, so in this line they respond to different neurotransmitters. Neuroblastoma culture cells show electrophysiological responses similar to standard neurons, as potential actions generation sensible to tetrodotoxin (TTX) and acetylcholyn. They have neurotransmitters synthesis process and are able to neuritic growth in culture medium. (Figure 1).

3 Results

The electrophysiological properties of the neuroblastoma cultures were analyzed by recording the spontaneous activity of the network. Time course of experiments was over 15 days; recordings were done using two MCS-Meas with two neuroblastoma cell cultures (but only in one the cells survived till day 15). In vitro neuroblastoma networks show spontaneously firing. This firing rates change during the culture development with marked day differences and the global rate is closely related to the age of the network. The physiological recordings correspond to neuroblastoma cultures in the range of 1-7 div. They show bursting and spiking activity, with usually negative depolarizations. Figure 2 show the spiking activity of the neural population with an automatic detection level for each electrode.

Fig. 1. Neuroblastoma cultures over MEA
During the neuroblastoma development, a wide range of population bursting or synchronized activity has been observed, according to some studies in neural cultures preparations (Wagenaar, Pine, and Potter, 2006). The burst usually contains a large number of spikes at many channels, with variable duration, from milliseconds to seconds.

**Tetanic Stimulation**

Spontaneous activity was recorded for intervals of 3 minutes before stimulation (PRE-data), and the total number of spikes extracted was counted. The biphasic stimulus consists in a 10 trains of a 100 anodic-first waveform with 1 Volt amplitude delivered to all 60 electrodes in order to propagate a tetanization stimulus to the neuroblastoma culture. Once the tetanization stimulus was applied to the whole population 5 minutes after the stimulation a 3 minutes interval was recorded (POST-data). Only neuronal signals which had at least a 2:1 signal:noise ration were valued as "spikes". Again, the total number of spikes extracted was counted. This process was made for cultures at 1 day in vitro (div), 5 div and 16 div.

Figure 3 represents the counted spikes with bar charts for the different recordings. The conclusion from this Figure is:

1) While the neuroblastoma culture is growing new connections are created, and the number of spikes increases as the culture expands over the MEA.
2) After a tetanic stimulation the cells continue with their increased spiking rate, providing a persistent change in the culture behaviour.

In all the experimentation performed, tetanic stimulation got a potentiation effect on the spontaneous firing, modulating in this way the culture neural activity.

**4 Discussion**

Tetanization consists in high-frequency stimulation to the culture, in order to cause an increase in transmitter release called post-tetanic potentiation. The results illustrate the existence of qualitatively different responses to stimulation. Our results indicate the existence of a clear facilitation mechanism in response to the tetanization stimuli at different stages of cell development. Since this kind of stimulation has been used in attempts to induce plasticity in neuroblastoma, refining some crucial aspects of the stimulation is still indispensable.
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This paper introduces an open-source real-time system that controls remotely a robot using Human Neuroblastoma cultures and basic Braitenberg principles. Multielectrode Arrays Setups have been designed for direct culturing neural cells over silicon or glass substrates, providing the capability to stimulate and record simultaneously populations of neural cells. The main objective of this research is to modulate the natural physiologic responses of human neural cells by tetanic stimulation of the culture. If the system is able to modify the selective responses of some cells with an external pattern stimuli provided by a robot over different time scales, the neuroblastoma-cultured structure could be trained to process pre-programmed spatio-temporal patterns, controlling in this way the robotic behaviour.

1 Introduction
Using neural cultures as conventional computer elements is an emerging field that permits the hybridation between Neuroscience and Computer Science. This fascinating approach can provide a deeper understanding of natural processing and may be used for the design of new computing devices based on natural computational paradigms. A real biological neuroprocessor with millions of interconnections, would provide much more computational power instead of their low transition rates due to high number of computing elements and the extraordinary network capability of adaptation and reconfiguration to unknown environments.

Our learning experiments were performed in neural cultures containing 120,000 human neuroblastoma SY-5Y, under the assumption that this kind of cells are able to respond electrically to external stimuli and modulate their neural firing by changing the stimulation parameters. This paper introduces an open-source real-time system that controls remotely a robot using Human Neuroblastoma cultures and basic Braitenberg principles. The main objective of this work will be to control a robot using this biological neuroprocessor and a simple Braitenberg [2] learning scheme.

2 Methods
A human neuroblastoma SY5Y cell line, that express clonal specific human dopamine receptors, and also NMDA receptors, will be the biological platform for studying learning in cultured cells.

Neuroblastoma culture cells show electrophysiological responses similar to standard neurons, as potential actions generation sensible to tetrodotoxin (TTX) and acetylcholin. They have neurotransmitters synthesis process and are able to neurtic growth in culture medium. Human neuroblastoma cultures were produced using the commercial line SH/SY5Y. Cell culture of SH SY5Y was grown in DMEM (Gibco) completed with 10% of fetal bovine serum at 37 oC in 5% CO2 and humidify atmosphere. On each MEA 100 000 cell/ml where placed in a volume of 2 ml and maintained on the mentioned conditions until experimentation on different days in vitro (div). They begin to diferenciate as neural units at day two.

The neuro-physiology setup provides a complete solution for stimulation, heating, recording, and data acquisition from 64 channels.

The basic components of the proposed system are shown in Figure 1.

Figure 1: Experimental Setup

Culture Data Acquisition Systems
Recording from large numbers of electrodes has become increasingly common in neuroscience over the last 30 years. For electrophysiological data
acquisition and analysis there exist several tools available, but two of them are more frequently used: MC RACK (MultiChannel Systems, Reutlingen, Germany) and MEABENCH (Daniel Wagenaar, California Institute of Technology). MEABENCH is a free, open-source, set of programs designed primarily for Linux for multi-electrode data acquisition (DAQ) and online analysis [3]. MEABENCH directly communicates with DAQ hardware as well as providing real-time visualization. Thanks to its ability to communicate in real-time with stimulator hardware it can be used in closed-loop stimulation experiments.

Robotic Control

For controlling the direction of the robot we propose to compute the vector resulting from neural activity recorded in the human neuroblastoma culture. This vector will be provided to the robot in order to guide his movement. The sensors will detect the obstacles, and the information will be passed to the computer in order to induce a selective tetanization of the biological neural network for changing the resulting direction vector. When the robot detects an obstacle in his left path, a stimulation signal will be sent to the system for tetanizing the right tissue. By tetanization the electrodes of the right part of the array, an increase in the firing rate of the neural cells that lie in the part of the culture will be achieved, and the direction vector will point to the right in this particular case. We expect to apply some basic Braitenberg principles to the system in order to study the biological neural network behaviour induced by a tetanization-learning scheme.

Robotic Control System

We have developed a system that provides a complete robotic control platform over neuroblastoma cultures. The system includes five free, open-source, console-based programs written in C/C++ for real-time robotic applications with embodied cultures. All of this software has been developed for the Linux Operating System and MCS hardware (MultiChannel Systems, Reutlingen, Germany). Using this software in conjunction with MEABENCH is specially intended for close-loop experiments.

The software developed consists of the following programs:

- **Cult2Robot**: The main program. It has been developed as a MEABENCH module, so it can read spikes information from MEABENCH spike detector and compute a direction vector based on MEA neural activity. The direction vector is calculated based on the number of spikes per electrode in t seconds and it can be weighted by the height and width of the spikes. This direction vector could be sent to a robot to control its movement.

- **Stg_control**: This program controls a general-purpose stimulus generator for current and voltage-driven electrical stimulation, STG 1000 series (MultiChannel Systems, Reutlingen, Germany).

- **Electrode_select**: This module allows configuring the MEA1060BC amplifier following the MEA protocol from MCS [4].

- **BT_server**: Non-blocking Bluetooth server that uses RFCOMM protocol to receive characters from a specific MAC, process the information and do some action, e.g. it can be used to call another program when an obstacle is detected (An “O” has been received).

- **BT_client**: Sends ASCII characters via Bluetooth using RFCOMM protocol. In our research BT_client sends the direction vector calculated by Cult2Robot to change the movement of the robot.

3 Results

The system has been validated using a MCS Signal Generator in the MEA1060BC preamplifier and neuroblastoma cultures. Cult2Robot has been tested with some different cultures showing that it can get a vector direction successfully. Electrode_select and Stg_control have been monitored using MEABENCH data acquisition system. Bluetooth client and server have been used with a humanoid robot (Robonova, Hitec Robotics) to send and receive information about obstacles.

4 Conclusion

Learning in cultured neuroblastoma networks by a stimulation process controlled by robot sensors requires identifying the correct stimuli to provide to the neurons maintained ex vivo. These neuroblastoma networks form a large culture covering the whole electrode array and generating a rich dendritic configuration. It is needed an open neural acquisition and stimulation system that responds in real time to the information provided by the robot sensors controlling its behaviour. At the moment, we are developing a GUI program for doing remote close-loop experiments that involves data acquisition, stimulation and robot controls. Also, some new utilities are being designed to add more features to this set of software, such as different learning procedures.
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Neurons cultured on multielectrode arrays almost always lack external stimulation except during the acute experimental phase. We have investigated the effects of chronic stimulation during the course of development in cultured hippocampal neural networks by applying paired pulses at half of the electrodes for 0, 1, or 3 hr/day for 8 days. Spike latencies increased from 4 to 16 ms as the distance from the stimulus increased 200-1700 μm, suggesting an average of 4 synapses over this distance. Compared to no chronic stimulation, our results indicate that, chronic stimulation increased evoked spike counts per stimulus by 50% at recording sites near the stimulating electrode and increased the instantaneous firing rate. On trials where both pulses elicited responses, spike count was 40-80% higher when than only one of the pulses elicited a response. In attempts to identify spike amplitude plasticity, we found mainly amplitude variation with different latencies suggesting recordings from neurons with different identities. These data suggest plastic network changes induced by chronic stimulation that enhance the reliability of information transmission and the efficiency of multisynaptic network communication.

1 Introduction
We chronically stimulated arrays for 0, 1 and 3 hr/day, during 8 days before the recording day in order to investigate the long-term effects that external inputs can provide to the network compared to the standard unstimulated condition. In order to increase the probability of excitation without overstimulation, we applied a paired-pulse stimulation paradigm. We determine whether this stimulus paradigm has an additional effect on action potential amplitude as it has been demonstrated for tetanic stimulation. We were also interested in the larger effect on the network to determine how chronic stimulation affected network elements at a distance. For this reason, we stimulated only half of the array to be able to detect responses as an explicit effect of distance from the stimulation site. We have extended Potter’s concept of acute stimulation of the network on one day (Bakkum et al 2008) to 8 days to determine longer term effects of chronic stimulation on the efficiency of communication in the network.

2 Methods
E18 rat hippocampal neurons were plated at 500 live cells/mm² on poly-D-lysine coated MEA’s in NbActiv4™ medium (BrainBits, Springfield, IL). Stimulation trains included two groups of 30 μA constant current paired-pulses (biphasic, 100 μs/phase duration beginning positive; 50 ms ISI between individual stimuli). An automatic stimulation program was created to stimulate the entire top half (30 electrodes) of the MEA in a pseudorandom sequence. The bottom half of the array was never stimulated to serve as a within-array control for recording sites more than 400 μm from a stimulating electrode. Arrays were chronically stimulated for 1 (n=8) and 3 (n=12) hour(s)/day at 7, 11, 12, 14, 18, 19, and 21 days in vitro (DIV). Thus, each of 30 electrodes received 0, 2100 or 6300 stimuli/day x 8 days. Since stimulation began at 7 days in culture, before much activity, sites were stimulated without regard to active or non-active electrodes.

3 Results
Effects of chronic stimulation and distance from stimulus on active channels.
An average of 2.7 channels per stimulus was activated for each distance (200-1721 μm), which suggests that 16 channels on average were activated every time a stimulus was delivered, averaged over all chronic stimulation conditions. Based on all arrays tested, the fraction of channels recording any evoked activity during the entire probe recording (~17 min) was 45-50% with no significant increase due to chronic stimulation. In contrast, this response rate was two-fold higher than spontaneous activity without chronic stimulation and 30% higher than spontaneous activity with chronic stimulation (Brewer et al 2009). The percent active electrodes could surely be increased by increasing the density of plated neurons or by addition of extra astroglia (Boehler et al 2007).

Effects of chronic stimulation and distance from stimulus on evoked activity.
We first determined how the Euclidian distance from a recording to a stimulating electrode affects the
probability of a response to the stimulus. Note that the distances between closest, diagonally adjacent and most widely separated pairs of electrodes are 200 μm, 283 μm and 1721 μm, respectively. Chronic stimulation (1 or 3 h) led to higher response rates (50% or 35% versus no chronic stimulation) at recording electrodes near the probe electrode (283 μm away). Response rates decreased threefold and monotonically with distance to the furthest electrode. Electrodes in close proximity to the stimulus (283 μm) recorded threefold more spike responses than the ones at the longest distance (1721 μm). During 1 h/day chronic stimulation, the number of spikes per stimulus, for all distances, was 10–15% higher than with no chronic stimulation, with the values for 3 h/day stimulation falling in between. The results show both enhancements due to chronic stimulation and connectivity that decline with distance.

**Effects of chronic stimulation and distance from stimulus on first spike latency.**

Near the stimulating electrode, it is common to record spikes at short latency and uniform amplitude, suggesting reliable, direct or at most monosynaptic excitation of the same neuron. In contrast, at maximal distance, shows a variety of spike latencies and amplitudes, suggesting activation of different paths and recorded neurons. The coefficient of variation of the latency (mean/SD) increases with distance (from 0.8 to 1.6), largely independent of time of chronic stimulation, indicating greater dispersion with distance from the stimulus site. The latencies variation suggest near linear propagation with distance, equivalent to a speed of 0.1 mm ms\(^{-1}\). If one extrapolates to zero distance, the latency is 1.2 ms, which may be the time to activation of a directly stimulated neuron. Alternatively, the graph appears to asymptote at 4 ms, the same as might be inferred as the time to activation of a directly responding neuron (Bakkum et al 2008). Therefore, at maximum distance of 1721 μm, an average delay of 16 ms suggests either three or four synapses.

**Effects of chronic stimulation and distance from stimulus on spike amplitude evoked by the second pulse.**

Even if extracellular recordings are not the best choice to assess changes in amplitude, we examined evidence for spike amplitude plasticity because the developmental accumulation of sodium channels at the axon initial segment might be influenced by chronic stimulation. We also know that our recordings come from multiple neurons, so any change in amplitude could be from neurons with different identities. Spike sorting was considered problematic due to the huge variety of spike shapes observed in our cultures, especially for overlapping waveforms during bursts, as pointed out also by others (Eytan and Marom 2006, Rolston et al 2007, Chiappalone et al 2008). To test for spike amplitude plasticity caused by paired pulse or chronic stimulation, we compared first spike latency and amplitude responses from the first to those from the second pulse. We found no differences in the probability of the number of responses or spike latency. However, a remarkable fourfold increase in the evoked spike amplitude of the second pulse minus that evoked by the first pulse. Several possible mechanisms could explain the enhancement in spike amplitude by the 2\(^{nd}\) pulse: a) spillover of a burst elicited by the 1\(^{st}\) pulse into the recorded response to the 2\(^{nd}\) stimulus; b) different neurons being recruited each time; c) compound action potentials; or d) spike amplitude plasticity.

**Pulse order effects on evoked spikes.**

We found no difference in the number of responses evoked by the 1\(^{st}\) or 2\(^{nd}\) pulses. However, there were notable differences in the statistics for records in which there were evoked responses to both pulses (50%) or to only one of the pulses (50%). When both pulses were effective, more spikes were elicited (2.5 spikes/stimulus) than when only one of the pulses elicited spikes (1.5 spikes/stimulus). The 3 hr/day chronic stimulation further increased these rates. In addition, spike amplitudes were 40–80% higher for responses to both pulses of the paired stimulus compared to responses to only one of the stimuli.

**4 Conclusions**

In conclusion, paired-pulse chronic stimulation of hippocampal networks cultured on MEAs results in an enhancement of the probability of evoked spikes at short distances and a higher spike rate for 3 h/day chronic stimulation for the entire network. Apparent increases in spike amplitudes could be accounted for by incommensurate neuron identities, overlapping spikes and burst activity. Burst activity is of higher amplitude than isolated spikes and is associated with higher response probabilities to both pulses in the paired stimulus. These data suggest plastic network changes induced by chronic stimulation that enhance the reliability of information transmission and the efficiency of multisynaptic network communication.
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Highly Stretchable PDMS-Based Multi-Electrode Array For Epidural Electrical Stimulation To Regain Motor Function After Spinal Cord Injury
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We present a skin-like multi-electrode array for in-vivo epidural electrical stimulation of the spinal cord. This is the first reported implantable electrode array using conductive PDMS as a material for stretchable conductive leads. This all-elastomeric technology provides high flexibility and stretchability to the implant thus making it possible to fix it as a second skin on the spinal cord. We also report preliminary results of the clinical studies.

1 Background

Traumatic injuries of the spinal cord have long-term health, economic and social consequences, giving a sense of the urgency to the development of ways to treat them. Worldwide, an estimated 2.5 million people live with a chronic spinal cord injury (SCI). Individuals who remain permanently paralyzed after a SCI represent 50% of the total human disabled population. Consequently, there is a critical need to improve rehabilitative strategies to help these patients to regain the ability to stand or step. We recently demonstrated the impressive capacity of pharmacological and electrical spinal cord stimulations to promote full weight bearing walking in paralyzed rats when combined with rehabilitation [1]. Specifically, we showed that epidural electrical stimulation (EES) applied at S1, L4, or L2 spinal segments could each promote unique patterns of locomotion, which were biased toward flexion when stimulating upper lumbar segments and toward extension when stimulating the sacral level. Next, we revealed that the combination of two, and even more efficiently three, sites of EES promoted clear synergistic facilitation of stepping in paralyzed rats [2]. Together, these results suggest that multi-site EES strategies would enable a finer control of locomotion after a SCI than currently possible with existing stimulation paradigms. However, no systematic studies on the potential benefit of multi-site EES have been conducted so far, largely because of the lack of interfaces for simultaneously delivering stimulation at multiple spinal cord locations. Here, we present a novel neuroprosthetic multi-electrode array (MEA) for multi-site EES in vivo.

2 Methods

Our MEAs have been designed to meet the following requirements: i) stable implantation over the dura for extended periods of time, ii) high flexibility, i.e. act as a second skin that bends with the spinal cord, iii) impermeability to body fluids to prevent short-circuits due to water absorption, iv) biocompatibility, v) capacity to deliver sufficient electrical charges to recruit neural structures while avoiding tissue damage, and vi) high spatial selectivity without overlapping stimulating fields.

![Fig. 1. Picture of our first flexible MEA with 6 electrodes during implantation in rats. The square-shaped contact pads are visible on the left and connected to the electrodes via conductive PDMS tracks that provide greater stretchability than sputtered gold tracks.](image)

3 Results

Our first MEA prototype shows adequate stretchability, conductivity and biocompatibility (Figure 1). The monolithic PDMS structure contains conductive PDMS tracks, gold electrodes and contact pads connected to a head connector via a micro ribbon cable. The elastic properties of conductive silver-
PDMS promote stretchability to the implant. Such MEAs can be deformed to high strain while maintaining electrical conductivity. Preliminary testing in rats with chronically implanted MEA over lumbosacral segments showed no sign of inflammation and preserved implant integrity 2 weeks after surgery. As early as 1 week after a complete spinal cord transection, EES applied at the various electrodes of the MEA could encourage continuous locomotion on the treadmill. The materials do not adversely affect the integrity of tissue culture. Recently, we found how to parameter pulsed currents in order to avoid tissue damage in vitro [3].

4 Conclusion
Using this expertise and our first MEA, we will investigate the potential of multi-site EES to encourage weight bearing locomotion in paralyzed spinal rats, and to improve the functional outcomes of neurorehabilitative locomotor training.
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Neuro-Robot Vitroid, with simple coupling approach.
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Autonomous activity is observed in dissociated hippocampal neurons on multielectrode array (MEA) dish. Interaction between neuronal circuit and outer objects gives meanings to the pattern of autonomous electrical activity in the circuits. Our purpose of making the neuro-robot “Vitroid” is to make a model system for the network activity with I/O interaction with outer world. For this purpose, the simple coupling between neuronal circuit and robot body is suitable and we succeeded in the making robot behavior of the collision avoidance by template-matching algorithm. In addition, we propose the auto-tuning type of Vitroid, utilizing the dynamics of the living neuronal network.

1 Introduction

For elucidation of the mechanism of information processing of organism, it is important that analyzing dynamics of cultured simple neuronal networks. We cultured rat hippocampal neurons on a multielectrode array (MEA) dish which allow us to make electrical stimuli and recordings to/from the neuronal network, which formed on the dish [1,2]. Interaction between neuronal circuit and outer objects gives meanings to the pattern of autonomous electrical activity in the circuits. I/O system of the neuronal circuit is critical in the view point [3,4]. In previous study, we developed the “Vitroid” neuro-robot system in which the neurons were connected to a robot body and interacted with outer world. Our purpose of making the neuro-robot Vitroid is to make a model system for investigation of the effects of interaction between the neuronal circuit and outer environment on the network activity. For this purpose, the simple coupling between neuronal circuit and robot body is suitable, because it makes analysis of the network activity modified by the coupling between neuronal circuit and embodiment. We tried such simple couplings and succeeded in the making robot behavior of the collision avoidance. The autonomous activity in LNN is not completely random but has some periodicity, and these features were fundamental property of information processing. In this study, we analyzed the temporal structure of spontaneous and evoked network activity, and discussed about the overview of stability of the network. In addition, we propose the neuro-robot system, which utilize the dynamics of the living neuronal network.

2 Vitroid with simple coupling

2.1 Rat hippocampal dissociated culture

The brain of Vitroid is LNN, consists of rat hippocampal neurons (Fig.1). The hippocampal region was cut off from E18 embryo of Wistar rats, and neurons were cultured on the MEA dish, coated with 0.02% polyethylene imine. The cloning ring, which the inner diameter is 7 mm was put on the center of a culture dish. The dissociated cells were plated inside the ring. In this case, the cell density was 7800 cells/mm². Culture medium was DMEM-F12 containing 5% horse serum, 5% fetal bovine serum, 100U/100μ g/ml Penicillin-Streptomycin, and 0.2% insulin.

2.2 Robot body and coupling methods

The embodiment of the neuronal circuit was implemented by the robot body constructed by MindStorm NXT kit (Fig.2). The robot equipped with infra-red (IR) sensors and can detect the obstacles. Stimulating electrodes were selected according to the location of the obstacles. Certain spatiotemporal patterns of activity evoked by the selected electrodes was stored as templates. After the making of templates, correlation coefficients between templates and spatio-temporal pattern of the activity were calculated. Motor speeds of the robot were determined as multiple of the correlation coefficients. This simple coupling between the neuronal activity and motor
speed was enough to succeed in the avoidance of collision.

![Light sensor](image1)
![IR sensor](image2)
![Motor](image3)

**Fig. 2.** Robot body constructed by Mind storm NXT kit.

Even though there were only small differences between the evoked activity patterns according to the different sensor value, the probability of which system selected a correct template was higher than the probability of the wrong selection (Fig. 3). The activity pattern of the neuronal circuit was stable during the test run for 1 hours.

![Graphs](image4)

**Fig. 3.** Template selection and activity pattern of representative 4 neurons during test run.

### 2.3 The self-tuning type of Neuro-Robot

In this Vitroid system, LNN itself “does not know” the suitable responses to inputs, previously. In this self-tuning type of neuro-robot system, instead of giving an explicit teacher signal, a teacher signal is expressed by the relationship between sensors and motors, and it is embedded into “embodiment” of the robot (Fig. 4). Node of a neuron layer of the Artificial Neural Network (ANN) has inputs from a neural network. At the beginning, each node of an output layer and a neuron layer is all connected equally, a specific combination is selectively reinforced with the weight of the combination being tuned by the Hebbian rule. After this learning of ANN, when connections between an output layer and sensors are intercepted and the system is switched so that an output layer may be activated only by the input from a neuron layer, the behavior of robot will be determined depending only on activity of a neural network, independently the direct inputs from sensor inputs.

![Diagram](image5)

**Fig. 4.** The self-tuning type of Neuro-Robot

### 3 Conclusion/Summary

We composed the neuro-robot with simple coupling between motors and the activity of the neuronal circuit and the robot succeeded in collision avoidance.

### Acknowledgement

This research is supported by the Ministry of Education, Culture, Sports, Science, and Technology of Japan under Grant-in-Aid for Scientific Research 19200018.

### References


Signal Analysis, Statistics and Software
Modeling of extracellular potentials recorded with multicontact microelectrodes

Gaute T. Einevoll

Norwegian University of Life Sciences, 1432 Aas, Norway
E-mail address: gaute.einevoll@umb.no, web: http://compneuro.umb.no/

Keynote Lecture

Large-scale extracellular electrical recordings using various types of multicontact microelectrodes have become a common tool for investigating neural activity at the population level. Here we present results from several projects in our group aimed at elucidating the link between recorded extracellular potentials and the underlying neural activity. We further present several new methods for analysis of such multielectrode data including the inverse current source-density (iCSD) method and laminar population analysis (LPA).

1 Introduction

Mathematical modeling relies on experimental data to make progress, both to constrain and to test the models. For neural network models the dominant experimental method in vivo has so far been single-unit extracellular recordings: when a sharp electrode is placed sufficiently close to the soma of a particular neuron, the recorded potential reliably measures the firing of individual action potentials in this neuron. This information is contained in the high-frequency part of the recorded potentials. The low-frequency part, that is, the local field potentials (LFP), has proved much more difficult to interpret and has typically been discarded.

Other experimental methods, particularly methods that measure population-level activity in vivo, are needed to facilitate development of biologically relevant cortical network models, cf. Fig. 1. Large-scale electrical recordings using various types of multielectrodes, i.e., electrodes with many closely spaced contacts, are one such option. As techniques for such recordings are rapidly improving, there is a need for new methods for extraction of relevant information from such data. Several projects in our group have been aimed at elucidating this link between recorded extracellular potentials and the underlying neural activity. Some of them are briefly outlined here.

Fig. 1. Illustration of the concept of multimodal modelling: predictions from a candidate model should be tested against several types of measurement modalities. Here we focus on the link between neural activity and extracellularly recorded potentials, both the high-frequency (MUA) and the low-frequency parts (LFP).

Fig. 2. Illustration of forward-modeling scheme for the simple situation with a current dipole stemming from excitatory synaptic activation of a single neuron at an apical synapse (dark triangle in A). The synaptic transmembrane current \( I_1(t) \) at the position \( r_1 \) corresponds to a “sink”. The equally sized return current \( I_2(t) = -I_1(t) \), corresponding to a “source”, is here for simplicity assumed to go through the soma membrane positioned at \( r_2 \). In the forward-modeling scheme the electrical properties of the extracellular medium is represented by the electrical conductivity \( \sigma \) (panel B), and the extracellular potential at a position \( r \) is given by the simple formula shown in panel C. Panel C further illustrates the extracellular potential generated by such a sink-source pair at various spatial positions following an example activation of an excitatory synapse.
2 Modeling of extracellular potentials

Extracellular potentials in the brain are in general due to complicated weighted sums of contributions from transmembrane currents, and the potentials can be calculated by a combination of compartmental modeling providing the transmembrane currents following neural activity and electrostatic forward modeling using the quasistatic version of Maxwell’s equations [1-5]. In Fig. 2 this forward-modeling scheme is illustrated for the simplest possible situation giving a non-zero extracellular potential: If, say, a pyramidal neuron receives synaptic input current through an apical synapse and all current is assumed to leave the neuron through the soma, one is left with a neuronal sink-source pair. From charge conservation it follows that all current that enters a neuron, must leave it as well, so the sink and source currents must have equal magnitudes at all times. Together they constitute a current dipole. In general, the return currents following activation of a single synapse will be more spatially distributed. However, the scheme generalizes straightforwardly to the case of a multicompartment neuron, cf. Fig. 3, or a population of such neurons [3].

![Fig. 3](image-url) Illustration of forward modelling scheme for a multicompartment neuron with N compartments. In our projects we have used the simulation tool Neuron (http://www.neuron.yale.edu/) to calculate the transmembrane currents \( I_n(t) \) and then evaluated the formula for the extracellular potential in MATLAB or Python (http://www.python.org/).

3 Extracellular signatures of neural activity

In Fig. 4 we show as a first modeling example the calculated extracellular signature of an action potential. We observe that both the magnitude and shape of the extracellular spike vary strongly with position (note the varying scales used for positions close to and far away from the soma). For example, at the position of the illustrated sharp electrode, 100 μm left from the soma center, a characteristic waveform with a sharp downward “sodium peak” followed by a slower upward “potassium peak” would be recorded. Far above the soma an opposite waveform would be recorded, a positive peak followed by a shallower negative peak. Another important qualitative feature immediately apparent from Fig. 4 is the inherent high-frequency attenuation of the extracellular spike with distance from the soma, i.e., spikes far away from the soma are blunter than spikes recorded close to soma. The spike in the lower circular inset are, for example, narrower than the spike in the upper circular inset. This low-pass filtering effect follows from the passive electrical properties of the neuronal membrane.

In [2] we investigated in detail how neural morphology and electrical parameters affect the shape and size of extracellular action potentials. This is important as it determines how easy it is to record spikes from different types of neurons with extracellular electrodes.

In another study [4] we correspondingly investigated the LFP, i.e., the low-frequency part of the extracellular potential, generated by synaptic activation of single pyramidal and stellate neurons. The resulting shape and size of the LFP waveforms were essentially found to depend on everything, e.g., neuronal morphology, position of active synapse, and position of recording electrode. Also the LFP is found...
to be low-pass filtered due to the intrinsic dendritic filtering effect described above for the extracellular spike. Any theory aiming to explain the apparent power laws seen in LFP or EEG signals must thus include this effect [4].

4 New analysis methods

4.1 iCSD method for estimation of current-source density

The forward modeling scheme described above has also allowed for the development of new methods for analysis of multielectrode data. One example is the inverse current-source density (iCSD) method [6-8], a method for estimation of the current-source density (CSD), i.e., the net density of transmembrane current entering or leaving the extracellular medium, based on LFP recordings. The principle behind CSD estimation is illustrated in Fig. 5.

In the traditional CSD method with laminar LFP recordings, the CSD is estimated as the double spatial derivative of the LFP in the vertical direction [6]. This inherently assumes the CSD to be constant in the two horizontal directions, a requirement not fulfilled for, e.g., the cylindrical CSD distribution shown in the middle panel of Fig. 5. In the iCSD method prior knowledge about, e.g., the horizontal spread of the activation or spatially varying extracellular conductivities can be built into the estimator. The

Fig. 5. Illustration of principle behind current-source density (CSD) estimation. An apically excited columnar population of cortical pyramidal neurons (left) will give a characteristic CSD pattern with an approximately cylindrical sink positioned above a cylindrical source (middle). This CSD distribution sets up an LFP that is measured by, in this case, a linear-array (laminar) multielectrode inserted perpendicular through the column. The challenge of CSD estimation is then to infer the true underlying CSD distribution as accurately as possible.

superiority of this approach under the condition of columnar activation was demonstrated in a comprehensive forward modeling study [3]. Here a synaptically activated population of about 1000 layer-5 pyramidal neurons, mimicking an infragranular population in the barrel column, was investigated. The traditional CSD method was, unlike the appropriate designed iCSD method, found to predict spurious sinks and sources.

Fig. 6. Illustration of origin of stimulus-evoked laminar electrode data analysed by use of laminar population analysis (LPA) [9]. A laminar electrode is inserted into a barrel column and the appropriate whisker is flicked (panel A). Characteristic single-trial results for the low frequency band (LFP; < 500 Hz) and the high-frequency band (MUA; > 750 Hz) are shown in panel B. Adapted from [9]

Fig. 7. Illustration of principle behind laminar population analysis (LPA) [9]. Firing of action potentials in population a (see upper panel) is reflected in the MUA signal via $M_a(z)r_a(t)$ where $M_a(z)$ is a characteristic MUA depth profile, and $r_a(t)$ is the population firing rate. This firing rate also gives a contribution to the LFP signal given by $L_a(z)(h^*r_a(t))$ where $L_a(z)$ is a characteristic LFP depth profile, $h$ is an exponentially decaying temporal kernel with a delay term (see bottom equation), and '*' represents a temporal convolution. $L_a(z)$ reflects the morphologies and positions of the neurons in the populations that population a project to. The full mathematical expansion of the MUA and LFP signals in terms of contributions from laminar populations are shown in the rectangular frame.
4.2 Laminar Population Analysis (LPA)

The CSD is easier to interpret than the LFP, but this measure cannot distinguish between contributions from different neuronal populations. We thus developed the so called laminar population analysis (LPA) to interpret stimulus-evoked laminar-electrode data recorded from rat barrel cortex in terms of contributions from a set of laminar neuronal populations [9]. See Fig. 6 for a brief description of the experiments.

In LPA the trial-averaged MUA and LFP signals are jointly modeled using a physiological constraint: the MUA is assumed to reflect the firing rates of the laminar populations while the LFP is assumed to be due to postsynaptic activation following the observed population firing, see Fig. 7. (The applicability of these assumptions was later supported by the model study reported in [3]). As illustrated in Fig. 8 the direct outcome of an LPA analysis of a data set is MUA (panel A) and LFP (panel B) population profiles, as well as population firing rates (panel C). In [9] we also introduced a template-fitting analysis of the estimated LFP population profiles allowing for estimation of the synaptic connection pattern between the identified laminar populations (panel D).

Fig. 8. Results from LPA: MUA (A) and LFP (B) population profiles, and population firing-rates (C). In combination with a template-fitting analysis, the synaptic connection pattern between the populations can also be inferred (D). Example data from [9].

4.3 Extraction of population rate models

As illustrated in Fig. 9 the extracted population firing rates using LPA can in turn be used to identify intracortical and thalamocortical network models [10], the latter also requiring simultaneous recordings of thalamic firing activity recorded in the homologous barrelloid. This is important as network models with demonstrated biological relevance are scarce.
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Fig. 9. Illustration of principle behind population firing-rate model extraction from multielectrode recordings [10]. Step 1: Population firing-rates are estimated from MUA data using insights from forward modelling [2,3]. Step 2: Firing-rate models are estimated by fitting with extracted population firing rates.
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A unique feature of CMOS based Multi-Transistor Arrays (MTAs) compared to Metal-Electrode Arrays (MEA) is the high density of the sensor pixels over a large sensor array [1-3]. Key parameters for MTAs are a spatial resolution of 7.8μm, a temporal resolution of 6 kHz (full frame readout) and a size of 1mm² (16384 sensors in total). When using these chips for measuring the electrical activity of neurons in culture or tissue, usually the signal of one neuron is detected on several transistors. We make use of this feature to automatically identify action potentials and individual neurons in recorded data, even if the coupling area of neighboring cells overlap and therefore a sensor transistor records activity of different cells.

In a first step we detect statistically significant data by examining the combined deviation of the signal from its average on the considered transistor and its neighbors in space and time. This results in a map of data points in space and time for each action potential of all electrically active cells. By grouping signals that form cohesive neighborhoods in space and time we can identify action potentials. By examination of the cross correlation between pairs of action potentials it is possible to identify single cells, even if the coupling area of neighboring cells overlap and therefore a sensor transistor records activity of different cells. We show an application of this method to dissociated cultures of hippocampal rat neurons, to cerebellar slices of the rat brain and to rabbit retina.

References
Microelectronic CMOS technology was recently introduced for realizing advanced micro electrode arrays (MEAs) integrating thousand of electrodes, densely packed over large recording area. Here, we adopt a CMOS-MEA platform (i.e. BioCam4096 from 3Brain) to investigate networks of dissociated hippocampal neurons and we evaluate the benefits of this technology from two viewpoints: (i) the capability of high spatial resolution to provide reliability in the evaluation of conventional rate-based statistics; (ii) the opportunity given by high-density large-scale recordings of spontaneous activity to finely track propagating and oscillatory spatial-temporal patterns (i.e. network bursts). Results highlight that basic statistics are influenced by the spatial resolution and that higher electrode densities allow improving the reliability of the statistics. Moreover, this high spatial resolution enhances the current capability to study network dynamics, also by introducing new analysis approaches.

1 Introduction

MEAs give the unique possibility to directly interface with different types of neuronal preparations. This model is used to investigate several properties of neural assemblies (e.g., learning, plasticity, encoding strategies, information processing) usually by starting from the identification of spiking and bursting activities and by proceeding with basic rate analysis (e.g., Mean Firing Rate – MFR and Mean Bursting Rate - MBR) or with high-order statistics that consider also the time occurrence (e.g. cross-correlation, mutual information, phase relationship). One of the main issues affecting this kind of analysis on dissociated neuronal networks is the relatively large variability and complexity of spatial-temporal patterns. This often requires large number of experiments and/or long-term recordings to achieve reliable rate-based statistics. On the other hand, a precise identification of complex firing dynamics with conventional MEAs, due to the spatial under-sampling (i.e., typical pitch is 100-200 um for typically 60-250 electrodes) [1], is indeed partly impaired.

The access to a more detailed spatial-temporal view of the global network activity has become feasible only recently with the development of MEAs based on CMOS technology [2, 3]. In this work we report our results on a recently presented CMOS-MEA platform [4] that provides on a large active area (~7 mm²) the simultaneous recording from 4096 electrodes at 7.7 kHz/channel and at high spatial resolutions (inter-electrode separation of 21 μm). At first, we focus on the evaluation of how spatial resolution can affect statistical parameters commonly used on the MEA field. Successively, we evaluate the capability of this technology to describe activity dynamics during network burst (NB) events.

2 Materials and methods

2.1 High density MEA platform

The high resolution MEA platform is based on the Active Pixel Sensor (APS) technology originally developed for image-sensors and adapted to electrophysiological recordings. The system acquires electrophysiological signals at high enough sampling rate (7.7 KHz) to detect spikes reliably, from 4096 electrodes/pixels (21μm x 21μm electrodes, 21 μm inter-electrode separation) arranged in a 64 x 64 grid.

2.2 Hippocampal neuronal cultures

Neuronal cultures were prepared by adopting a protocol described in [5]. Briefly, the APS-MEA devices were first sterilized and then coated with laminin and poly-d-lysine. Primary hippocampal neurons were obtained from Sprague Dawley rat embryos (E18). Dissociated neurons were plated onto MEAs and 2 hours later the Neurobasal Medium (Invitrogen) supplemented with 1% Glutamax, 2% B-27 was added. Cultures were manteined in incubator (5% CO₂, 37° C). Half of the medium was renewed every week.
2.2 Data analysis

Event detection

Acquired data were firstly processed by the spike detection algorithm presented in [6]. Successively, spike arrays were searched for organized activities by looking at the inter-spike interval (ISI). Channel bursts (number of spikes ≥ 5 with ISI ≤ 30 ms) were identified on single spike trains, while network bursts (number of recruited channels ≥ 10% of active channels with ISI ≤ 50 ms) on the whole spike train derived by summing the activity of all channels.

Statistical stability analysis

In order to compare analysis results at different spatial resolutions, we extracted from the original full resolution recording, subsets of electrodes at different spatial densities over an active area of 1.7 x 1.7 mm² (lower than the full CMOS-MEA area of 2.7 x 2.7 mm²). Starting with a subset of 60 electrodes (inter electrode distance of 189 μm, electrode density of 19 electrode/mm²), we gradually increased the number of electrodes (and thus the electrode densities) up to the full resolution provided by the APS-MEA chip (1849 electrodes and electrode density of 580 electrode/mm²). These data were then analyzed as they were distinct MEA layouts by computing for each one the MBR and the MFR. In order to obtain a distribution for each layout, the size of the datasets was increased by moving the original layout by one electrode above, below to the right and to the left. Hence, in order to quantitatively assess the differences across pair-wise layout distributions we adopted the Kullbach-Leibler distance [7] defined as:

\[ KL_i(p_i, p_{i+1}) = \frac{KL_m(p_i, p_{i+1}) + KL_m(p_{i+1}, p_i)}{2} \]

\[ KL_m(p_i, p_{i+1}) = \sum_j p_i(f_j) \log \left( \frac{p_i(f_j)}{p_{i+1}(f_j)} \right) \]

where \( p_i(f) \) and \( p_{i+1}(f) \) are result distributions for layout \( i \) and neighbor layout \( i+1 \) respectively ( \( KL_m = 0 \) for identical neighbor distributions).

Activity pattern analysis

With the aim to reduce the computational costs and to exploit the frame sequence generated by the APS-MEA system, we introduced activity movies as a representation of the raw data in a false color map. Upon inspection of the raw signals along small time windows (TWs), activity movies can be defined by color-coding the voltage values \( P_{TW}(k) \) obtained at each pixel \( k \) as:

\[ P_{TW}(k) = \frac{\exp(diff_{TW}(k)/c)}{\exp(M/c)} \cdot M, \]

where \( M \) is the full scale value chosen, \( diff_{TW}(k) \) is the highest max-min difference of the signal computed in \( TW \) at the channel \( k \) and ranging between a low threshold (LT) and \( M \), \( c \) is a constant experimentally fixed to 1/5 of \( M \).

Hence, for tracking activity propagation during the onsets (first tens of ms) of network bursts, we computed the Center of Activity Trajectory (CAT), directly on activity movies, according to:

\[ CAT(t_0, t_t) = \frac{CA(t_0), CA(t_0 + \Delta t), ..., CA(t_t)}{CA = \frac{\sum_k P_{TW}(k) \cdot \rho_k}{\sum_k P_{TW}(k)}} \]

where \( \rho_k \) is the position from the reference point of the channel \( k \).

The trajectories were then classified using an automated \( k \)-means algorithm in order to assess the repeatability of the activity patterns.

3 Results

Spontaneous activity was recorded up to 40 minutes at high resolution from 7 hippocampal cultures between 18 and 32 DIVs. At this age all preparations showed both random (spikes) and quasi-synchronized (network bursts; NBs) activities.

3.1 Spatial resolution

Results achieved by evaluating the MFR and the MBR on the spatially under sampled layouts are reported in Fig. 1a and 1b respectively. As shown by these plots, by increasing the electrode density a stable MFR and MBR is reached especially for experiments 2, 3 and 7.

Fig. 1. MFR (A) and MBR (B) values on 7 experiments plotted against the electrode density.
Looking at the standard deviation obtained on the full data set distribution (Fig. 2a), a plateau can be noticed for electrode densities higher than 151 el/mm². Similarly, box-plots for the highest electrode densities tend to resemble (Fig. 2a). As a further confirmation, the KL distances show a change of three orders of magnitude passing from ~10⁻¹ for lower electrode density pair-wise distributions to ~10⁻⁴ when comparing the two highest electrode density distributions. In addition, the latter distance is considered statistically significant (p < 0.05), thus demonstrating that the firing rate evaluation is stable for electrode densities higher than 298 el/mm².

Fig. 2. (A) Box-plots representation of the firing rate distribution (left axis) superimposed to the StdDev (right axis) at different electrode densities. (B) Kullbach-Leibler distances in logarithmic scale against pair-wise firing distribution. The grey dashed line represents the threshold for considering two distributions significantly close to each other (p < 0.05).

3.2 Activity propagation

Fig. 3 shows first tens of milliseconds of a network burst by means of a subset of frames extracted from an activity movie. As it can be noticed, the high resolution offered by the CMOS-MEA enables to finely represent the NB propagation.

Successively, the CATs were computed over each NB onset by using a time window of 20 ms and a time step (Δt) of 4 ms. The trajectories were then classified with an automated algorithm. Interestingly, the clustering procedure resulted only in a few network burst classes. In fact, the majority of the experiments showed typically 2 classes, while only two cultures (Fig. 4) revealed three different propagation patterns, thus indicating a high degree of the activity pattern repeatability during the onset. Conversely, after the NB onsets, the successive activations show more differences in terms of duration, firing intensities and spatial-temporal dynamics (data not shown).

As a preliminary result, the repeatability was further investigated within classes. Fig. 5 shows such an example for NBs belonging to class 3 in the first experiment of Fig. 4. The increased resolution of CMOS-MEAs reveals fine differences between grouped NBs. In particular, the red dotted boxes in Fig. 5 highlight substantially different activity pattern for the lower channels. Such intra-class differences could lead to identify sub-classes of NBs as reported by the labels ‘a’ and ‘b’.

Fig. 4. Classification of CATs from NBs expressed by two (above and below) hippocampal cultures.

Fig. 5. Raster plots (above) showing 4 NB onsets (50 ms), belonging to the same class (class 1 of Fig. 4), and corresponding CATs (below). Pronounced intra-class differences are observed (e.g., within red dotted boxes) highlighting further segmentation in the two subgroups (‘a’ and ‘b’).
4 Conclusions

Our results point out that high resolution large-scale MEAs allow: (i) to improve the reliability and stability of standard statistical parameters such as MFR and MBR; (ii) tracking NBs with CATs directly computed on raw data (activity movies), without needing any spike detection and thus reducing computational costs; (iii) to describe in detail classes of activity patterns. In particular, results on classes’ classification support the hypothesis that the same information (NB class) can be transmitted by different patterns of activity as it would be expected for a fault tolerant mechanism [8]. Finally, the achieved significance of the statistical parameters might contribute in the development of MEA-based application such as for pharmacological screenings.
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Microelectrode array systems are commonly used in various neural prosthetic devices. The recorded multi-channel and multi-units signals should be detected prior to activations of various strategies for data analysis and interpretation. The goal of this work is to compare the performance of various techniques for spike detection. The performance of the various spike detectors may be used for designing real-time and closed loop neural prosthetic application.

1 Introduction

Neural prosthetic device require reliable real-time interpretation of extra-cellular multi-channel and multi-unit recordings. Interpretation of neural activity is a challenging task. It consists of three major stages: Spike detection which discerns the presence of spikes in the channel. The second step is spike counting or spike sorting for more advanced applications (in multi-unit recordings spike sorting adds a label to the spike prior to spike counting). The last phase is mapping the multi-channel neural activity to physical tasks, such as arm movement to a new position by linear filtering or by artificial neural networks techniques. To get better performance of the neural device one must detect all spikes. The focus of this work is on the performance of spike detection algorithms.

Prior to spike detection one should estimate the channel background activity during the channel learning phase. The estimated noise level is a parameter for setting the thresholds of the spike detectors.

2 Methods

Analyzing neural activity of a single channel requires settings of the detection parameters, such as the sampling rate and the threshold in terms of number of standard deviation of the noise level.

Detection of signal activity above the threshold is not a real spike for sure; additional criteria such as the spike minimum and maximum pulse width and the refractory period are used. Typical spike duration is about 1msec. The spike width should be less then 0.5msec and more then 0.1 msec.

The following spike detection algorithms were evaluated: Steady Threshold[1], Upper – Lower Threshold[1], Adaptive Threshold[2], Peak To Peak Threshold[3], NEO[4], SNEO[4,5]. The detection algorithms performance was evaluated based on the neural activity simulator of Smith[6] with various sample rates SNR and threshold.

3 Results and discussion

The performance of the above parameters was evaluated by the following criteria's: True Positive and False Negative rates, the accuracy of the spike onset and run time.

A comprehensive presentation of the overall performance is visualized in 3D graphs. The spike onset is a crucial parameter in close loop applications, where the post synaptic potentials are induced for 1-2msec. In this time windows the provided stimuli may induce changes in the synaptic coupling.

The Upper – Lower threshold algorithm has the best performance over a large range of SNR and thresholds. The True Positive and False Negative performance are shown in the next figure, the x-axis is the detector threshold in terms of the channel standard deviation, the y-axis is the channel noise level (linear and logarithmic scale), the z-axis is the channel sampling rate. The color in of the surface represents the performance rate as shown in the toolbar on the right.
As one can see the TP is almost 100% and the FN is very close to zero.

A complete comparison between the six different algorithms is presented (Fig 2). The x-axis is the detector threshold in terms of the channel standard deviation, the y-axis is the channel noise level (linear and logarithmic scale), the z-axis is the selected algorithm at a sampling rate of 16KHz.

The preferred sampling rate is 16KHz since in lower sampling rate and for narrow spikes width large noise level can lead to TP spike detection and increase the FP detection rate.

4 Summary
The NEO and the Upper – Lower Threshold detector have the overall best performance in criteria of high true positive rate and low false negative rate and run time. The NEO detector has a better accuracy over wider range of SNR levels while the Upper – Lower Threshold detector has better performance for higher SNR levels.

Since both algorithms require low computational power they are appropriate candidates for real-time applications.
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Signal and Noise Analysis of Low S/N Data Recorded from MEA
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We demonstrate the method of Fast Fourier Transformation for detection of fast events like action potentials in low S/N data recorded from MEAs.

1 Introduction
Detection of fast events like action potentials in extracellular MEA recordings is quite challenging. Existing spike detection techniques usually involve amplitude thresholds to discriminate spike events [1-3]. However, when signal to noise (S/N) ratio is low, the requirement of amplitude thresholds may not be sufficient.

We adopt a procedure to extract information from noisy signals recorded from MEAs. In this study, we show that detection of spikes from the ganglion cells of the retina using MEAs is possible by doing Fourier transform of the real time noisy signals into the frequency domain. Further noise analysis can be done by analyzing the Fourier transform of the autocorrelation function.

2 Materials and Methods
Retina whole mounts were prepared using standard protocols [4]. TiN arrays (Hexa MEA from MCS, Germany) were used for the extracellular recording of light evoked activity from the ganglion cells. Whole field stimulation was done using pulsed white LED for an ON time of 60 ms and off time of around 2 s. Data was recorded from BC1060-Inv Amplifier using MC_Card and MC_rack software (MCS, Germany) at a sampling rate of 25 kHz.

For data analysis, one raw data stream corresponding to no stimulus (light OFF) and one for stimulus (light ON) period were extracted from the same recorded .mcd file using MC_datatool. These were converted to .dat files and simultaneously fed into the Matlab code written for the discrete Fourier transformation (FFT). Before the transformation, the slow field potential (ERG) was eliminated by subtracting the original data from its running average. The FFT code was then used to transforms the real time data to frequency domain (ω) as per the expression:

$$X(\omega) = \sum_{k=0}^{N-1} x(t) e^{-i 2 \pi k \omega/N}$$

where k=0,1...N-1.

Usually, 4096-point FFT was done. The respective frequency spectra of the two data sets were compared to obtain specific features.

3 Results and Discussions
It was observed that the Fourier transformation of real time signals from non-stimulated ganglions was featureless with a general trend of I(ω) decreasing in with increasing ω. However, the spectrum obtained from the data collected from the stimulated ganglion cells consisted of additional features which included characteristic frequencies in the range 500 Hz-1.5 kHz (Fig.1). This signature can be interpreted to correspond to action potentials of 0.5 ms-5 ms duration.

Fig.1. (a) Raw data stream recorded from Hexa MEA (TiN) and (b) Corresponding frequency spectrum exhibiting characteristic frequencies.

Signal Analysis, Statistics and Software
Moreover, S/N ratio can be improved by modifying the electrode array and better interfacing the retina tissue with the substrate [5]. Our present efforts are directed towards verifying our analysis procedure and interpretation with such enhanced signals.

4 Conclusion

We have shown that Fourier transformation is a useful method of data mining from the MEA data when the S/N ratio is quite low. The noise levels of MEAs usually increases with prolonged use and S/N level drops. This method can probe nervous tissue activity which otherwise gets suppressed due to high noise levels.

We also propose that to analyze noise in such data, the power spectrum obtained from Fourier transform of the autocorrelation function taken with appropriate time lags would provide additional information.

We propose that this procedure should be incorporated in existing large band-width MEA data measurements.
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Where are the barrels? A signal based approach

Rembrandt Bakker, Martijn Selten, Rolf Kötter, Dirk Schubert

1 Donders Institute for Brain and Cognition, University Medical Centre St. Radboud, Nijmegen, Netherlands
* Corresponding author. E-mail address: D.Schubert@donders.ru.nl

The stimulus-response behavior of acute slice preparations of the rat barrel cortex provides valuable insights into the organization, plasticity, and fault-tolerance of the primary somatosensory (barrel) cortex. For these experiments, it is crucial to know the correct position of the barrels and associated cortical columns. In the unstained tissue, a well-trained observer can see the barrel-shaped areas in cortical layer IV under a light microscope. However, after placing the tissue on a MEA chip and placing a nylon holding grid, this task becomes increasingly error-prone. The question we pose is whether the MEA chip itself can be used to reveal the position of the barrels, by comparing the stimulus-response patterns of all electrodes within the grid. We explore two discriminating features: 1) the amplitude of the negative LFP in the electrode above the stimulated electrode; and 2) the paired pulse ratio taken from the electrode two rows up from the stimulated electrode. The first results indicate that the approach can reveal barrel-associated columns, but only under certain conditions: the holding grid must be fine-grained, applying a uniform pressure on the tissue.

1 Introduction

This analysis approach is part of a larger study on the cortical microcircuits within the rat barrel cortex, using thalamo-cortical slice preparations [1] placed on a micro electrode array chip (MEA: 60 electrodes, 8x8 with empty corners; Multi Channel Systems, Reutlingen, Germany). Assigning electrodes to cortical layers is relatively easy, based on dark and light bands of tissue seen under a light microscope. It is much more difficult to assign the layer IV electrodes to 'within a barrel' or 'in between' (septum), in particular after the slice has been placed on top of the electrode and is held in place using a nylon holding grid. This information is important, since the septa are believed to play a distinct role in thalamo-cortical signalling [2]. The long route to detect barrel positions is to fixate the slices post experiment and apply cytochrome oxidase staining. Then, a manual, landmark-based alignment of photomicrographs taken during the experiment is needed to reconstruct the electrode positions. It would be of great help if barrel positions could be derived directly from data recorded by the MEA chip, at the start of an experimental session. The amplitude of the stimulus-response signal has been shown to be a good indicator for the barrel position [3]. Here we present a case study in which we stimulate all electrodes one by one to reveal the barrel position.

2 Methods

An automated stimulus sequence is designed to capture the stimulus-response behavior of the slice to a maximum extent, within a ten minute time frame. It stimulates electrodes one by one with 10s intervals, in such an order that subsequent stimulations are spatially as far apart as possible. We slightly varied the stimulus shape between experiments, good results were obtained with a -800mV/+400mV 2x 300 μs bipolar square pulse. The pulse is repeated after a 50ms interval to observe short-time plasticity. Responses are measured 50 ms pre-stimulus, and 250 ms post-stimulus, at 0.1 ms resolution.

Fig. 1. Fixed thalamo-cortical slice of a P22 wistar rat, stained with cytochrome oxidase. Asterisks denote expert-assigned barrel positions. Superimposed at 50% transparency is the photomicrograph taken during the recordings. White dots are (enlarged) MEA electrode positions. The electrodes have a 30 μm diameter, and are spaced 200 μm apart.

Analysis

A single run of the stimulus protocol produces 60 datasets, each containing 1 stimulus channel and 59 response channels. To reduce this vast dataset to an 8x8 matrix revealing barrels, we compute two simple statistics. The first is the amplitude of the signal two rows up from the stimulated electrode: we take the 10th-percentile of the first 50 ms after stimulus as a
robust estimate of the LFP depth. The second statistic is the paired pulse ratio (PPR), the ratio of the 10th-percentile values of the first 10 ms after the paired stimuli. Again we choose the electrode two rows up from the stimulation site.

Fig. 2. Amplitude (a) and PPR (b), measured at two electrodes above the stimulation electrode. Every third row/column in the colorplot is a data value, in between are interpolated values to guide the eye.

3 Results and Discussion

Figure 1 shows the slice after staining with cytochrome oxidase. Barrel positions are indicated by a trained expert, and electrode positions are reconstructed from a picture taken during the experiment. Figure 2 shows the two statistics computed for this case study. In Fig. 2a, the yellow-red patches mark the location of electrodes which respond strongly to stimulation. In Fig. 2b, similar patches highlight the location of strong paired-pulse facilitation. In both cases, most activity is seen after stimulation of electrode rows 4-5; the displayed responses are from rows 2-3 (two rows up). These correspond to cortical layers II-III. This is in agreement with Bakker et al. [4], who report that neurons in layers II/III strongly and robustly respond to stimulation of deeper layers. Both plots seem to indicate barrels with the correct inter-barrel distance (400-500 μm, or 2-2.5 electrode distances). The correspondence to the barrels indicated in Fig. 1 is quite reasonable, but the resolution is coarse, limited by the 200 μm grid spacing. The amplitude result suggests there is an additional barrel which is not visible in the stained tissue. The PPR plot clearly reveals patches of high PPR in layer II/III, but further experiments are necessary to see whether they are indicative for the barrel position.

**Holding grids**

The pattern of Figs. 2a and 2b are not correlated with the mesh wires shown in Fig. 1. We did test however the effect of coarser, parallel wire based grids on the data. They have the big advantage of not blocking the view of the slice, and leaving space for combined single cell electrophysiology. The test showed that local compression of the tissue does amplify the response to stimulation, so that the automated barrel finding procedure can't be used. The paired pulse ratio statistic is a first attempt to find an amplitude-independent parameter.

**Future work**

This case-study is a work in progress. The all-electrode stimulation has become a routine procedure in our lab, and we are collecting a large number of datasets to validate the automated barrel locator and various, amplitude-independent variants thereof.
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NeuVision is a novel simulation environment tailored to simulate the dynamics of large-scale neuronal networks coupled to Micro-Electrode Arrays (MEAs). Such simulator has been developed by using programming languages supported by the .NET framework and allows the user to implement networks of neurons made up of thousands of synaptically connected elements. The main features of this simulator are related to the efficient visualization of the neural activity, as well as the possibility to define different connectivity rules and electrical stimulation protocols. Finally, also the integration of statistical analysis tools for fast neural dynamics characterization was implemented.

In this work we present some preliminary validation results obtained simulating large-scale neuronal networks made up of 1024 neurons. In particular we show analyses of both spontaneous and stimulus-evoked activities.

1 Background

Micro-Electrode Arrays (MEAs) are a widespread and recognized technology to study the electrophysiological activity of neural cultures. [1] However, the number of available recording electrodes is still much smaller than the number of neurons for large-scale networks. This spatial undersampling results in a lack of information. The development of a new simulation environment able to reproduce the electrophysiological behavior typically found in these preparations offers a valid support for a better understanding of the actual dynamics. In this work, we present the main features of our software showing simulation results of both spontaneous and stimulus-evoked activity of a high-connected network.

Fig. 1. Raster plot. (A) Spiking and bursting activity. (B) Particular of an evoked network burst.

2 Methods

The simulation environment is developed in C#, the last generation object-oriented language by Microsoft\textsuperscript{5}, particularly suitable to build graphical user interfaces. The available neural network models are written in C++/CLI in order to optimize code performance and allow the user to define the initial topology of a network (e.g., random, small-world, scale-free, etc.) by changing the parameters that modify the probability to have a link between two neurons. It is also possible to define different stimulation position in the network in order to simulate the evoked activity. The user can also take advantage of a detailed visual representation of the simulated electrophysiological activity (raster plots, shown in Figure 1, membrane potential levels, etc.) and of the connectivity of the network (links, false color map of the synaptic weights, etc.). Finally, some classic analysis tools (mean firing rate, inter-spike-interval, inter-burst-interval, ...) are integrated in the environment to allow a fast characterization of the neural dynamics.

3 Results

We simulated a neuronal network model made up of 1024 point neurons, each modeled according to the Izhikevich equations [2]. In particular, we considered two different types of neuron to model excitatory and inhibitory populations of neurons, respectively: the former belongs to the family of regular spiking neurons while the latter to the family of fast spiking neurons. To preserve some characteristics of the structure of in vitro cortical neurons, we set the ratio between excitatory and inhibitory neurons to 4:1 [3, 4]. We first simulated the spontaneous activity observing the typical behavior found experimentally: a mix of spiking and bursting activity with two well-defined characteristic ISI shapes (Fig. 2A). In addition, we also simulated the evoked activity elicited by a low frequency electrical stimulation (0.2 Hz), finding that the spiking and the bursting activities are modulated by the number and the type of the
stimulated neurons as shown in Fig. 2B. The stimulation of excitatory neurons promotes bursting activity to the detriment of spiking activity, whereas the opposite occurs when we stimulate inhibitory neurons.

Fig. 2. General statistics used to characterize spontaneous and evoked activity of the simulated network. (A) Inter spike interval (ISI) of the spontaneous activity considering the total network activity (black line), only the spiking (red) and the bursting activity (blue). (B) ISI of the evoked activity.

The analysis of the PSTH highlights a relevant peak of activity about 60 ms after stimulating one excitatory neuron as shown in Fig. 3 (black line). This peak is due to the network burst that the stimulation evokes. In general, increasing the number of stimulated neurons the latency response decreases. As a matter of fact the PSTH obtained stimulating four excitatory neurons shows a peak at 48 ms (red line).

After about 30 ms starting from the peak of activity the PSTHs show a silent period, during which no spikes are generated. This is due to the fast discharge of the evoked network burst that leaves all the neurons in a refractory period almost at the same time. Therefore, it is necessary a few milliseconds for the background stimulation current to bring other neurons to fire again. The PSTH concerning the stimulation of the inhibitory neuron (blue line), is very different from the previously analyzed, because it does not show any peak of activity and any silent period. The effect of the stimulation is completely negligible. The low activity is mainly due to the spontaneous one, and is uniformly distributed over the time with no reference to the stimulation time instant.

4 Conclusion

In this work we presented a new simulation environment, designed as a support tool for electrophysiological experiments with neuronal cultures coupled to MEA. The main strengths of this simulator are the efficient visualization of the neural activity, the possibility to define different connectivity rules and stimulation points and the integration of classic analysis algorithms for fast neural dynamics characterization. Our preliminary simulations show that we are able to reproduce both the spontaneous and evoked activity of cultured networks.
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Pharmacological modulation of neuronal electrical activity can provide information about networks’ mechanism and dynamics. Moreover, it’s possible to argue about functional interaction coupling pharmacological approach with correlation analysis and interpreting cross-correlation measures in terms of the underlying physiological mechanisms. Here an intra network burst correlation algorithm is presented to obtain a quantitative synthetic index of the global level of network activity, called Total Corr, with the specific goal of high resolution discrimination in network functionalities. Total Corr was able to distinguish the effect induced by bicuculline sub-maximal concentration on neuronal electrical activity and to consistently represent the network response during GABA increasing concentrations adding.

1 Introduction

The inability to record intracellular signals from many neurons in-vitro makes the cross-correlation analysis (CC) a useful tool for assessing internal parameters of a neuronal system using extracellular electrical activity recordings [1]. During the last years, important results in neurobiology were obtained exploiting pharmacological neuronal activity modulation [2, 3]. Coupling correlative and pharmacological analysis, networks’ maturation mechanism were explored [4, 5], spontaneous and evoked neuronal activity features were deepened [6] and neuronal information processing was studied [7, 8]. Thus, cross-correlation, computed on the whole spike train sequence, is widely used in literature. What is missing in previous works is the definition of a brief parameter summarizing the behaviour of the whole network. Moreover, resuming the effect of a drug addition on cultures, the index should be able to identify, with high resolution, differences in the drug concentration, so as to be adopted in concentration-response curves. The aim of this work is to provide a quantitative unitary index of the global level of network activity by a correlation analysis, using, as testing platform, changes induced by substances modulating the balance between excitatory and inhibitory network level. Specifically, cultures were processed in presence of γ-aminobutyric acid (GABA), the chief inhibitory neurotransmitter in the Central Nervous System, and its competitive antagonist, bicuculline (BIC). As reported in other experiments [2], GABA_A receptor blockade by BIC induces a transition from a native pattern into a coordinated, rhythmic activity with an increase of firing and burst rates on all units [9].

2 Methods

Neuronal cultures and experimental setup

Cortical neuronal cultures were prepared from mouse embryos at E17. Cortices were mechanically dissociated and plated on MEA biochips (electrode spacing 200μm, electrode diameter 30μm), treated with poly-L-lysine (1mg/ml). Extracellular recordings were carried out with a MEA1060 signal amplification and data acquisition system (Multi Channel Systems MCS GmbH) at 25kHz. Two pharmacological protocols were developed: in the first one the electrical activity of 10 cortical cultures was recorded at 13 Days in Vitro (DIV). Three sequential 5 minutes recordings of electrical activity were performed for each biochip: the first one was carried out in absence of BIC; then, BIC 1μM (sub-maximal concentration; EC50: 0.03-3μM) was added. Finally, neuronal activity was recorded in the presence of BIC 20μM, a concentration able to induce the maximal unbalancing of the network. The second pharmacological protocol was aimed at production of concentration-response curves, processing one biochip. GABA was added in 7 increasing concentrations and electrical activity was recorded.

Data analysis

Differently from literature, spike train CC analysis was restricted to network bursts (NB), i.e. recurrent events of strong neuronal interaction.
Indeed, during these periods of synchronized firing, neuronal interactions within connected networks become especially apparent [10]. The presented correlation method computes CC first identifying NB sequences as described in [10, 11], then convolving NB spike trains with a Gaussian ($\sigma=0.2$), and finally computing the continuous CC values in $\tau=0$ (a measure of synchronization). To compare correctly the obtained results, CC was computed on surrogates data, for each experimental condition. Surrogates, were generated simulating random NB sharing, with the corresponding experimental data, the number of spikes, but with shuffled interspike interval distribution [12]. Total Corr, defined as the median, computed on NB, of the integral of correlation matrix values, normalized by the number of active channels, was selected to be the single parameter representing the global network activity. Two data validation steps followed: first, Total Corr values obtained from neuronal recordings, were compared to surrogates using a Mann-Whitney test to corroborate data, as suggested by [13]. Second, non-parametric statistical analysis was performed on the actual values, refined subtracting surrogates CC, to determine the parameter resolution, comparing the three experimental conditions, even in the case of sub-maximal drug concentration. Finally, utilizing Total Corr values, a GABA concentration-response curve was realized and non-linear regression was used to fit data in a “variable slope sigmoidal model”. The goodness-of-fit was assessed using the Coefficient of Determination $R^2$.

Fig. 1. Total Corr values in nominal, BIC 1μM and BIC 20 μM settings: median on 10 cortical cultures.

4 Discussion and Conclusion

Results of this work show that an intra NB CC analysis should be a useful method for controlling changes in the correlation structure of a neuronal circuit which reflect changes in its functional connectivity. The defined parameter Total Corr showed high statistical significance compared to surrogates data, confirming its reliability. Furthermore, Total Corr was able to distinguish the effect induced by pharmacological sub-maximal concentration on neuronal electrical activity. Finally, it was able to consistently represent the network response during GABA increasing concentrations adding.
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MEA signals are composed of instrumentation noise, biological noise, spikes and bursts. These components are present at data arising from active cultures. However, very few is known regarding biological noise and inactive cultures. This paper provides an experimental framework for the statistical characterization and comparison among the four components.

1 Background / Aims

Signals recorded by MEAs are composed of four components: spikes, bursts, biological noise and instrumentation noise. The first and second components are considered the most relevant biological information, so that most of signal processing is devoted to their detection. For this reason, few works in the literature discusses the two other components, especially because their amplitudes are quite low. However, both biological and instrumentation noise influence spike detection, particularly in the context of high-dense MEAs, wherein signal-to-noise ratio decreases dramatically.

The underlying process leading to functional connections between cultured neurons and microelectrodes is not completely clear. Just after the tissue deposition on the planar MEA surface, the ensemble is stored in an incubator. In general, ten days after the deposition, which are labeled as 10th DIV (“Day In Vitro”), the culture is connected to the acquisition system, in order to check if functional or anatomical connections between the cells and the microelectrodes have taken place. In this case, signal amplitudes may attain at least 100 μV during spike activity, firing rates are at least greater than 0.1 spikes/second, and the culture is called “active”. Otherwise, it is called “inactive”.

This abstract aims at establishing differences among the three components of MEA signals, so that to take them into account as spike detection is performed, in the context of both active and inactive cultures.

2 Methods

Primary cultures of rat cortical neurons were prepared based on eighteen-day-embryo tissue extraction, in compliance with the regulations established by the Bioethical Animal Committee of University of Genoa. Planar sixty-electrode multielectrode arrays (MEAs) were used (MultichannelSystems, Reutlingen, Germany). Two different cultures were considered: C1, 41st day in vitro (DIV); C2, 10th DIV. The first one is considered “active”, whereas the second one is “inactive”. Notice that no special procedure was performed to assure the inactive state, since it was an outcome of a natural process.

Four sets of different signals were recorded from these cultures, each of them during 20 minutes, considering a sampling frequency of 10 kHz.

The first set of signals (which will be abbreviated by “S1 – Active”) involves spontaneous electrical activity that normally arises from the culture C1, including spikes and several bursts. The second set of signals (“S2 – Inactive”), are obtained from the inactive culture C2. The third set (“S3 – TTX”) results from recording the same culture as for set S1, but previously adding tetrodotoxin (TTX) to it, so that to minimize spikes and bursts (in fact, almost no bursts were detected for these data). In consequence, this signal just contains biological and instrumentation noise. Finally, the fourth set of signals (“S4 – NoNeurons”) was obtained by turning on all the devices attached to the MEA, which contained no culture at all. In consequence, this last data set contains just instrumentation noise due to the MEA amplifiers.

Each channel signal was segmented based on a one-second rectangular window. For each window, an estimator of the probability density function (PDF) was calculated, considering the signal amplitude [microVolts] as the main random variable. This estimator supposes about Q = 30 (thirty) bins, involving amplitudes ranging from -200 microVolts to +200 microVolts, for all the segments. All the histograms were then averaged, leading to the PDF.
associated to one single channel (SCPDF). The same procedure was applied to all the other 59 channels, and all the sixty SCPDFs were finally averaged, leading to the “average PDF” (APDF) of the signal set.

Each signal set was then characterized by its average probability density function (APDF), considering all the sixty channels and all the twenty-minute recording length, from which moments of orders one (abbreviated M1x), two (abbreviated M2x), three and four; skewness (Sk) and kurtosis (K) were derived.

3 Results

See Tables 1 and 2

Table 1 – Mean value of the estimated high-order moments associated with the several data sets

<table>
<thead>
<tr>
<th></th>
<th>M1x [µV]</th>
<th>M2x [(µV)²]</th>
<th>Sk</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0.070832</td>
<td>731.1289</td>
<td>-0.1685</td>
<td>1.444644</td>
</tr>
<tr>
<td>S2</td>
<td>0.4981</td>
<td>12.6993</td>
<td>-0.0213</td>
<td>0.3903</td>
</tr>
<tr>
<td>S3</td>
<td>-0.00332</td>
<td>649.5649</td>
<td>0.001222</td>
<td>-0.01328</td>
</tr>
<tr>
<td>S4</td>
<td>0.7709</td>
<td>5.9063</td>
<td>0.0009</td>
<td>0.0167</td>
</tr>
</tbody>
</table>

Table 2 – Variance of the estimated high-order moments associated with the several data sets

<table>
<thead>
<tr>
<th></th>
<th>M1x [µV]</th>
<th>M2x [(µV)²]</th>
<th>Sk</th>
<th>K</th>
</tr>
</thead>
<tbody>
<tr>
<td>S1</td>
<td>0.139398</td>
<td>18785.6</td>
<td>0.192724</td>
<td>19.39495</td>
</tr>
<tr>
<td>S2</td>
<td>9.4300×10⁻⁵</td>
<td>3.9151</td>
<td>5.152×10⁻⁴</td>
<td>0.0374</td>
</tr>
<tr>
<td>S3</td>
<td>0.2229</td>
<td>9444.058</td>
<td>8.65E-06</td>
<td>2.61E-05</td>
</tr>
<tr>
<td>S4</td>
<td>0.0009</td>
<td>0.7709</td>
<td>1.34564E-05</td>
<td>5E-05</td>
</tr>
</tbody>
</table>

Remark: “Variance” written in the first column, regarding lines 3, 5 and 7, regards the variance estimated from the respective high-order moment considering the sixty channels of each recording.

3 Discussions and Conclusions

Amplification noise and biological-noise signal statistics are very close to gaussianity, whereas spikes and bursts present a remarkable non-gaussian character. Signal statistics from inactive cultures may be associated with densities that are neither completely gaussian (as for instrumentation and biological noise), nor non-gaussian (as for spike and bursts). Notice also that the differences between biological and instrumentation noise are very slight, mainly due to the variance of the estimated high-order moments.

In consequence, future work involves the use of more accurate statistical tools, such as high-order correlations and multispectra, to establish differences between the several signals under analysis.
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Granger Causality (GC) has recently been gaining interest in the neuroscience community for its ability to identify functional connectivity primarily in both in vivo and simulated neural systems. However its effectiveness has not been validated due to a lack of unambiguous testable neural system in which connections are known a priori.

Here we present an in vitro neural system capitalizing on MEA technology combined with neuronal patterning of cortical neurons to create biological networks with known network topologies. We then validate and refine the Granger Causality metric as a method for determining network's architecture from spike train data.

1 Introduction

In recent years the ever increasing amount of raw neural data has led to the next major challenge facing neuroscience. That is, elucidating the underlying functional connectivity in highly complex networks to understand the relationship between structure and function. This is in part driven by incomplete measures that might clearly identify functional connections from patterns of electrical activity. Granger Causality, a statistical approach originally developed for applications in economics, is one measure that has become popular for identifying both the strength and direction of connections among brain areas implied, for example, by EEG (1), local field potentials (2) (3), and recently from spike trains on MEAs (4). Unfortunately, validation of this metric has primarily been accomplished by comparison to gross anatomical features or via simulated networks. Hence a model of the brain in which the connections and the direction of the connections are known a priori would be a useful tool for evaluating and perhaps improving this measure.

Patterned neuronal networks are one system that partially meets the need for the creation of network topologies whose architecture is known. These are networks in which neurons are constrained to grow in predefined structural patterns on multielectrode arrays(5) for simultaneous measurement of neural activity. These defined networks can be further refined by the addition of microtunnel technology (6) resulting in an overall system in which a complete network topology can be created, and measured.

Here, we report an experiment in which these technologies are combined and then used as test bed to evaluate the accuracy and effectiveness of Granger as a tool to measure functional connectivity. The results of this analysis are compared to traditional correlation methods.

2 Methods

2.1 Conditional Granger Causality and Cross Correlograms

Granger Causality (GC) is a measure to determine the strength and directional influence between two time series. Briefly, if X and Y are 2 time series modeled as autoregressive processes, Y causes X if past observations of Y increases the certainty of prediction of X (7). Furthermore, a technique known as Conditional Granger Causality (CGC) refines structural estimates from GC by removing the contributions from non-causal mediating influences (which cross-correlation methods fail to account for).

2.2 Cell Culture

Microtunnel devices were fabricated from PDMS and consisted of two microwells connected by microtunnels (Fig 1.b.) . These devices were then aligned over MEAs (MCS, Germany) with 60 TiN electrodes such that the entirety of rows 4 and 5 of the MEA were under the microtunnels and the rest under the larger microwells. Cortical cells from E18 Sprague Dawley rats (Brainbits Inc., USA) were first seeded in the bottom microwell and once axons had passed through the microtunnels (10 days), more cortical cells were added to the top well to establish directional connectivity through the tunnels. Network activity was then recorded 10 days later.

2.3 Data Analysis

Spontaneous activity from 5 cultures were recorded using the MEA-1060 BC (MCS Germany). Spikes were detected by threshold crossing (5σ noise). Cross-correlograms were computed between each electrode under the microtunnel as a measure to observe the directionality for comparison to the results from CGC. In the Granger analysis, spike
times were binned at 1ms, smoothed using an exponential function \((\tau = 4\) ms\) to produce a continuous waveform, and analyzed using the GCCA toolbox [8]. Only the data from the 14 electrodes under the microtunnels are reported in this paper but more results including within well and across well interactions are reported in the poster. If CGC adequately identifies connectivity, it should be able detect the directionality along each tunnel, detect connections between the input side and the output side, and unlike cross correlation, eliminate erroneous connections that appear as cross talk between tunnels.

3 Results

Fig 2a depicts the Granger causality values (colorized) with source and target along the horizontal and vertical axis, respectively. It can be seen that the causal values from electrodes in row 5 to electrodes in row 4 are generally high compared to those from electrodes in row 4 to electrodes in row 5. Fig 2b shows an example to two cross-correlgrams along the tunnels over column 8 and 5. In each case a significant peak is seen at positive delays indicating propagation from electrodes in row 5 to electrodes in row 4 under each tunnel consistent with CGC’s estimate. There were some cases (about 10%) where propagation was from the top to bottom that was revealed in both cross-correlogram analysis (Fig 2b Right) and CGC values (Electrode 84 and Electrode 85 in Fig 2a).

4 Conclusions

Granger analysis on the data from microtunnels shows that GC is effective in determining directionality from neuronal data. Also, CGC is robust to cross talk (data not shown) and eliminates the mediating effect of other external sources which conventional cross-correlogram methods fail to account for. Thus Granger Causality provides a measure to determine the direction of connectivity in neural systems.

Fig 1. (a)Micrograph of a part of the microtunnel device showing tunnels at the center with neurons in opposing wells; (b) Schematic of the microtunnel device

Fig 2. (a) CGC Values between electrodes. Each square represents the G-Causal value between the source electrode denoted (x-axis) to the target location (y-axis). (b) Cross-correlograms for two pairs of electrodes (bin size 0.1 ms). The right graph shows a peak in the negative time indicating propagation in opposite direction

Acknowledgement

This work was partly supported by NIH grant NS052233-05

References

Functional Connectivity Maps In Hippocampal Cultures Coupled To High Resolutions MEAs Underlie Structural Connectivity
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Statistical analysis methods applied to electrophysiological signals allow to quantify the information flow through large neuronal assemblies or local micro circuits, providing an estimation of the functional connectivity maps. We applied two methods to low density hippocampal cultures recorded by means of high spatial density Active Pixel Sensor MEAs (APS-MEAs) in order to extract functional links among neurons. We compared these maps with the structure of the networks obtained by immunofluorescence staining techniques.

1 Materials and Methods

1.1 Experimental protocol
Dissociated hippocampal neurons from rat embryos were cultured at a final low cell density ranging from about 100 to 250 cells/mm². Spontaneous spiking activity was recorded after the cultures reached the mature phase (16-20 Days In Vitro) by using APS-MEAs. These high spatial density MEAs [1, 2] enable full-frame acquisitions from 4096 micro-electrodes arranged in a 64 x 64 layout at a spatial resolution of 21 /g541m, with a sample rate of 7.8 kHz/channel. After recordings, cultures were fixed and stained with immunofluorescence techniques obtaining topological maps of the network.

1.2 Functional connectivity analysis
Functional Connectivity (FC) maps were extracted by using two approaches previously validated [3]. In addition to the standard Cross-correlation (CC), we applied a dependency-measure across electrodes based on the cross-inter-spike-interval (cISI): the Joint-Entropy (JE). The CC (JE) values were ranked in decreasing (increasing) order to reflect the strongest connections. Spurious connections (false positives) were filtered out by a space-time filter (c.f., Fig.1A) which removed implausible fast connections, i.e. faster than the time delay expected by the maximum propagation velocity (400 mm/s, [4]).

The connectivity maps were built by selecting the strongest causal-relationships inferred by the methods. The estimated functional connectivity maps were superimposed to the fluorescent images (e.g. Fig.2).

2 Results and Conclusions

2.1 Results
The relationship occurring among the length of the connections, the CC/JE peaks and their delays
provided useful information to refine the FC maps. A spatio-temporal filter (i.e., a Delay-Distance Filter, DDF, Fig.1A) was introduced to select the links compatible with the maximum propagation velocity. The quality of the connectivity maps was tested against the false positive links detected in microcircuits. We focused on the simplest microcircuits (Fig.1B, inset) comprising two direct (1-2, 2-3) and one potential ‘indirect’ link (1-3). The analysis confirmed that almost all ‘indirect’ links rather reflected actual direct links. In addition a good correspondence between functional and structural connectivity was found in many situations. Outstandingly, maps reveal a spatial resolution scale not allowed by commercial MEAs and, taking advantage from this evidence, they allow to focus on microcircuits almost at the single cell precision.

2.2 Conclusion and Summary

The use of APS-MEAs coupled with low density culture showed to represent a suitable experimental model to investigate the interplay between FC and structure of the networks (immunofluorescence image). A qualitative comparison of functional and morphological (i.e. structural) connections can be made, underlined by the detection of many microcircuits as well as more global macro-circuits. An example of the effect of the DDF is shown in Fig.2A,B. A close-up on a microcircuit is shown in Fig.2C. The analysis showed that FC methods are able to identify microcircuits which are physiologically plausible based on the estimated time delays.
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Fig. 2. FC-maps obtained by JE superimposed to the immunofluorescence map. (A) The 200 strongest link, (B) the 105 links compatible with the DDF, (C) close-up on a microcircuit. White squares represent active electrodes.
Investigating neuronal activity by SPYCODE data analyzer
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Multichannel acquisition from neuronal networks, either in vivo or in vitro, is becoming a standard in modern neuroscience in order to infer how cell assemblies communicate. In spite of the large diffusion of Micro-Electrode Array-based systems, researchers usually find it difficult to manage the huge quantity of data routinely recorded during the experimental sessions. In fact, many of the available toolboxes still lack in two fundamental requirements for treating multichannel recordings: (i) a rich repertoire of algorithms for extracting information both at a single channel and at the whole network level; (ii) the capability of autonomously repeat the same set of computational operations to multiple recording streams and without a manual intervention (i.e. ‘multiple analysis’ approach). Our software package, named SPYCODE, was mainly developed to respond to the above constraints and generally to offer to the scientific community a ‘smart’ tool for multichannel data processing.

1 Introduction

MEA-based devices are now a well-accepted electrophysiological technique for both in vivo and in vitro measurements [1-3]. Tens of microelectrodes permanently in contact with electrogenic cells allow monitoring the electrophysiological activity of a cell population for long periods of time. Such a system represents a perfect candidate to routinely record and evaluate the patterns of spontaneous as well as stimulated network behavior. Notwithstanding the widespread use of this technique, there is still a lack of efficient software to manage the large amount of electrophysiological data produced by such multisite recordings.

Among the general-purpose commercially available processing tools (e.g. MC_Rack by Multi Channel Systems, NeuroExplorer and Offline Sorter by Plexon, Conductor and Mobius by Alphamed), there are still no automated tools suitable to manage and support such a large amount of data and with the possibility to easily extend their functionalities. Even if recently a number of scientists have started developing custom-made tools capable to analyze multi electrode data, these tools do not provide the users with a large number of algorithms and they are not able to manage massive quantities of data at a time. These are the main motivations that induced us to develop a new and innovative software package, named SPYCODE which aims at overcoming such limitations. SPYCODE provides a working environment able to perform efficient data management and processing since it incorporates a very rich repertoire of standard and advanced signal analysis tools.

2 Materials and Methods

SPYCODE was written in MATLAB 6.5 and it is compatible with all the following Matlab releases (up to R2008b). Although we have tested it on Microsoft (XP, Vista) and Linux (Ubuntu Jaunty Jackalope 9.04), the software is expected to be compatible with other operating systems within the framework of MATLAB.

3 Results

The SPYCODE software package has been developed through a user-friendly Graphical User Interface (GUI) in which also a non-experienced MATLAB user is able to perform data analysis without knowing the details of the source code [4]. Fig. 1 shows a screen capture of a SPYCODE working session with the GUI running under Windows.

Fig. 1. Running SPYCODE. The main Graphical User Interface (GUI) is depicted during a working session of the software.
The GUI is organized by means of a menu bar, whose detailed structure is reported in Fig. 2. This choice was taken in order to allow the developers to add new functionalities to the software simply by adding new voices or sub-voices to the menu structure. In this way, SPYCODE is a dynamic tool which can easily integrate additional algorithms or modify existing ones, without upsetting the general scheme. The GUI menu is split into sections oriented by function type. The first level consists of eleven menus, namely, ‘Data Conversion’, ‘Pre-processing’, ‘Spike Detection’, Plot’, ‘PSTH’, ‘Spike Analysis’, ‘Burst Analysis’, ‘Cross Correlation’, ‘Additional Tools’, ‘Multiple Analysis’ and ‘Help’. This last one contains a brief documentation on how to use the software.

Fig. 2. The complete structure of the SPYCODE menu.

The ‘Data Conversion’ menu is responsible for data format conversion starting from files recorded by MCS or MED64 system (up to now). The ‘Pre-processing’ menu opens a GUI for selecting the desired filtering option to be applied to the raw data in .mat format. The threshold computation and the shortcuts to two different spike detection procedures are available under the ‘Spike Detection’ voice [5]. The ‘Plot’ menu offers the possibility to plot raw data and raster plot, with the option to add the Average Firing Rate (AFR) profile to the raster. The ‘PSTH’ contains all the voices for calculating the histogram profile, the latencies of the first evoked spikes (for each channel), the area of the histogram and the plot options, including the raster plot in a defined window after the stimulation (i.e. stim raster). In the ‘Spike Analysis’ menu the three functions for analyzing the spike train are provided, while in the ‘Burst Analysis’ two detection methods (i.e. v1 and v2) and the analysis tools are implemented [6]. The ‘Burst Detection v2’ voice offers three additional submenus for the actual detection of bursts by following a new approach, the Inter Burst event Interval (i.e. IBel) analysis and the Network Burst Detection computation, starting from the burst events. The ‘Cross Correlation’ voice is responsible for the correlogram computation and the plot tools to visualize the computed histograms. The ‘Additional Tools’ contains the shortcuts to the GUI for the Avalanche Detection and Analysis, the Information Theory Methods and the Shuffling Methods. Finally, the last voice ‘Multiple Analysis’ is responsible of the GUI for selecting the experiments on which the user wants to performs the same set of analysis (Fig. 3).

Fig. 3. Multiple analysis GUIs.

4 Conclusions
SPYCODE provides a working environment able to perform efficient data management and processing since it incorporates a very rich repertoire of standard and advanced signal analysis tools, such as burst detection, network burst detection, cross-correlation analysis, information theory methods, connectivity maps and avalanche detection and analysis.
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To study bursting patterns, propagation and synchronicity in neuronal networks cultured in vitro it is an essential pre-requisite to have efficient and reliable burst and network burst detection methods. The study presented here aimed at designing adaptive algorithms capable of revealing changes in the bursts' and network bursts' features due to different experimental conditions.

1 Introduction

Neurons dissociated from the original tissue, cultured ex vivo and coupled to Micro-Electrode Array (MEA) devices represent a good experimental model for studying basic electrophysiological properties of the nervous system. Generally, the spontaneous activity emerging from such cultured networks ranges from stochastic spiking to organized bursting and this activity pattern is modulated during the in vitro development or by pharmacological as well as electrical manipulation.

Bursting is a peculiar feature of isolated neural systems (i.e. systems that lack sensory inputs). A burst consists of a fast sequence of spikes recorded by a single electrode of the array; in in vitro neural preparations bursts usually appear at all channels at the same time, a phenomenon described in the literature with the name of network burst [1]. Several methods have been proposed in the literature for burst detection and analysis, either for in vitro or in vivo recordings [2-5]. Unfortunately most of them are largely user-dependent and require to set a number of parameters. For these reasons, we developed new algorithms able to automatically detect the best parameters to achieve optimal detection of bursts and network bursts in different experimental conditions.

We validated our algorithms on recordings from primary cultures of rat cortical neurons either spontaneously active or chemically stimulated with bicuculline or APV.

2 Materials and Methods

2.1 Culture preparation

Cortical neurons extracted from rat embryos (E18) were cultured on planar arrays of 60 TiN/SiN electrodes (MultiChannel Systems, Reutlingen, Germany), pre-treated with adhesion factors (Poli-D-Lysine and Laminin). In two cultures, we applied either bicuculline (BIC, 30 µM) or D-2-amino-5-phosphonopentanoic acid (APV, 25 µM).

Fig. 1. Sketch illustrating the BD method: the parameters of the algorithm are chosen according to the logISIH, independently for each recording channel.

2.2 Algorithms’ description

Burst detection (BD)

The new BD method exploits the logarithmic inter-spike interval histogram (logISIH) to extract the parameters needed for the analysis independently for each recording channel (see Fig. 1).

In the logISIH data are binned in equally spaced windows of log10(ISI). The identification of the two principal peaks in the ISI histogram and the minimum value between them provides a simple way to define the ISI threshold (ISIt) that best separates intra-burst ISI from inter-burst ISI [2]. Unfortunately, the frequent
presence of more than two peaks in the logISIH makes it difficult to correctly identify the ISIth, even for an expert observer. Hence, we devised a procedure able to deal with noisy logISIH, in order to separate different firing modalities.

According to previously developed BD methods [3], spike bursts are defined as sequences of at least $n$ consecutive spikes (usually $n = 5$) spaced less than a convenient time threshold. Our new algorithm estimates the best threshold from the logISIH, independently for each channel, and distinguishes between different cases (see Fig. 1), in order to optimally handle different bursting patterns (e.g. very short and compact bursts, or long-tailed and spread bursts) [6].

**Network burst detection (NBD)**

To detect network bursts, we considered the cumulative burst event train, namely the sequence of all the initial spikes of each burst in the array and we computed the logarithmic inter-burst event interval histogram (logIBeIH). In this way, we are able to highlight the presence of two distinct peaks, the former corresponding to short intervals within network bursts and the latter to long intervals between network bursts.

Hence, the same approach developed for the detection of spike bursts can be potentially applied to the NBD, starting from the cumulative burst event train: we have only to set two thresholds, first the maximum inter-burst event interval for burst events within a network burst (maxIBeI) and second the minimum percentage of recording electrodes involved in a network burst. The maxIBeI is set according to the IBeI threshold extracted from the logIBeIH.

**3 Results**

We evaluated the performance of our BD algorithm by comparing it with several other methods, either proposed for in vitro or in vivo recordings, namely the Gourévitch-Eggermont (GE) algorithm [5], the Wagenaar (WA) one [4], the Chiappalone (CH) one [3], and, finally, the Selinger (SE) one [2] (Fig.2). Moreover, we compared our NBD algorithm with the one proposed by van Pelt and collaborators [1] (data not shown). For this purpose we took into consideration two chemical stimulation experiments (i.e. BIC and APV), in which the variations in the bursting pattern are strongly evident, and we measured mean bursting rate and burst duration (mean$\pm$S.E.M.).

Our method, when compared to visual inspection and also to other methods, allowed to correctly detect both very long and spread bursts induced by BIC stimulation and short and compact bursts, as present during APV administration.

**4 Conclusions**

We designed new algorithms to optimally detect bursts and network bursts in in vitro recordings from MEAs by automatically adapting the parameters to different bursting patterns, e.g. induced by chemical stimulation. Moreover, these algorithms are fully automated and able to manage a large amount of data.
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We give a simple neuronal network model that can produce synchronous burst activities. In the model, synaptic weights come from a Bayesian estimation applied to burst activities recorded from cultured neurons. The weight matrix is well balanced between excitation and inhibition. By simulating the system, we found that the synchronous burst activities can emerge stochastically in some parameter ranges, but hardly emerge if the connection matrix is shuffled. Our modelling study suggests that the network structure, the balance between excitation and inhibition, and the signal integration in the synaptic time window and/or in the dendrite are important factors in emerging the synchronous burst activities.

1 Introduction

Synchronous bursts in the early developing stage have received wide attention. They have been observed both in in-vivo and in-vitro experiments, and discussed about their functional roles [1][2][3][4]. Indeed they can play important roles in organizing a local neuronal network by so-called spike-timing dependent plasticity. Synchrony between neuronal activities has been considered as a candidate for encoding behavioral information. And then, understanding network structure that causes synchronous activities is essential to get to know information processing in brain. Interestingly, self-organized spindle oscillations are observed in a developing somatosensory cortex, and it is suggested that they are required for forming a somatotopic cortical map [2]. Although it is difficult to investigate a network structure that causes such a burst activity in-vivo, synchronous bursts are frequently observed on developing cultured neurons, and we hope that some insights can be obtained from in-vitro. In this paper, we present a simple model that can produce synchronous bursts whose network structure was estimated from data recorded on cultured neurons while they fired synchronously by using a dynamic Bayesian method [3].

2 Methods

Population spike trains were recorded from cultured dissociated neurons derived from rat cortex (17-day old embryos, SUMITOMO BAKELITE Co., LTD., Tokyo, Japan) on poly (ethyleneimine)-coated multi-electrode arrays (MEAs), where the distance between adjacent electrodes is 150 μm. The dissociated cells were plated on 64 electrode planar MEAs (Alpha MED Scientific, Osaka, Japan) at a density of 500 cells/mm². The cells were maintained at 37°C in a humidified atmosphere of 5% CO₂ and cultured for 35 days in Neuron Culture Medium (SUMITOMO BAKELITE Co., Tokyo, Japan). Half of the culture medium was changed once a week. Spontaneous electrical activity was recorded at 35 days in-vitro (DIV) for 5 minutes with a sampling rate of 20 kHz using MED 64 system (Alpha MED Scientific).

Spikes were detected at each electrode by thresholding based on noise level. Even in the low density culture condition, the network seemed to form very complicated structures, and showed synchronous burst activities (Fig. 1). This result suggests that the intrinsic features of the neurons are retained in low-density culture.

To clarify the morphological properties of the network in detail, after recording neuronal activities, we performed immunocytochemistry of the neurons. Cells were fixed with 4% formaldehyde in a PBS and permeabilized with 0.5% TritonX-100 in a PBS. The cells were then incubated with 5% goat serum (GS)/PBS and with primary antibodies overnight. After washing with PBS, the cells were incubated with secondary antibodies for 1 hour and washed again. The network was visualized with staining the cells with antibodies to MAP2 and to neurofilament 200 (NF200) to identify neuronal cell bodies, and dendrites and axons, respectively. Fluorescence images were taken using a PhC microscope (Olympus IX-71) that was used for fluorescence observations. The network structure was visible by low-density cultivation (Figs. 2).
Because there were only a small number of neurons on a single electrode, and we were considering only the rough architecture of the cultured network, we confined the connectivity to between electrodes. We estimated the intrinsic firing rate of the $i$-th electrode, $\theta_i$, and the weight of the connection from the electrodes $j$ to $i$, $\beta_{ij}$, with applying a dynamic Bayesian method to the last burst data [3].

3 Results

The estimated parameters are shown in Fig. 3. Using these parameter values except that we strengthened the excitatory weight by a factor of 1.12 times, we evolved the network from an initial condition where all the electrodes are silent. At first, the electrodes fired by themselves according to their intrinsic firing rates. Then, they fired synchronously at times (Fig. 4). Next, we prepared weight matrices by shuffling the estimated one, and evolved the network with them. In these trials, we hardly observed the clear synchronous bursts. We also found that increasing the intrinsic firing rate can cause synchronous burst activities, but whose characteristic is different from one induced by modifying the connection strength. Finally, we confirmed that when signal integration in time was removed from the model, synchronous bursts never occurred. Our modelling study suggests that the network structure, the balance between excitation and inhibition, the intrinsic firing rate and the signal integration in the synaptic and/or membrane time window are important factors in emerging the synchronous burst activities.

Fig. 2. Immunocytochemistry micrograph of neuronal network on MEAs. (a) Somata and dendrites were stained with antibodies to MAP2: 5 µg/mL anti-MAP2 mouse IgG (Sigma). 0.4% Alexa Fluor 488 anti-mouse IgG (molecular probes). (b) Axons were stained with Neurofilament 200 (NF200): 5 µg/mL anti-Neurofilament 200 rabbit IgG (Sigma). 0.4% Alexa Fluor 546 anti-rabbit IgG (molecular probes). (c) Cell nuclei were stained with Hoechst 33342: 2 µg/mL Hoechst 33342.
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Optimal filtering is an established method for the simultaneous detection and classification of neuronal action potentials. In this paper we demonstrate the potential of this method, in combination with a bidirectional high-density microelectrode array, for real-time spike sorting also in presence for overlapping spikes. The high spatial density allows for selecting the electrodes that provide the best filtering performance.

1 Background

The CMOS-based high-density microelectrode array (HD-MEA) [1] is a highly suitable device for analyzing neuronal networks in vitro, since it allows to arbitrarily select electrodes from a large array for recording and stimulation.

Closed-loop experiments, where a feedback stimulus can be applied in response to specific activity patterns, are crucial to study behaviour, learning and memory in neuronal networks. The closed-loop approach requires real-time sorting techniques, where spike trains are available within milliseconds and where the maximum delays are exactly known and defined.

2 Methods

2.1 HD-MEA System

The HD-MEA features 11'011 metal electrodes on an area of 1.75 x 2.0 mm², up to 126 of which can be simultaneously accessed through bidirectional on-chip circuitry channels. A flexible switch matrix underneath the array connects the channel circuitry units with the electrodes. The data are pre-processed on an FPGA before being stored on a PC.

2.2 Optimal Filtering

Spike extraction is performed using optimal linear filters (OFs). These filters maximize the output for desired signals (spikes of the targeted neuron) and minimize it for undesired signals, which include spikes from other neurons and noise. The problem of spike detection is thereby reduced to simple threshold detection of the filter outputs.

The spike-triggered average waveforms (Figures 2a and 4a) are used as templates to calculate a multi-channel OF for every neuron. The filter coefficients are derived in the frequency domain (see [2, 3]).

As the number of recording channels is limited, the best electrodes for differentiating between certain cells are selected considering the following factors:

1. The energy of the neuron’s template on that electrode. 2. Linear dependence between the templates implicates that non-matching templates cannot be completely suppressed, which leads to undesired peaks in the filter response (Figure 2c). The ratio between the first and the second (unwanted) peak value can be seen as a measure of separation quality and as a measure of non-linearity between the templates.

![Fig. 1. Main components of the HD-MEA system: (a) Recording MEA chips (b) FPGA (c) Computer.](image)

![Fig. 2. (a) Templates of three neurons on one electrode (b) Corresponding OFs (c) Normalized responses of the respective filters to the templates. The blue line represents the response to the blue, the green line the response to the green and the red line the response to the red neuronal signal template. The arrows indicate the 1st and 2nd (undesired) peak.](image)
2.3 Overall Sorting Process

The overall spike sorting process is divided into two steps (Figure 3), a first detection step, where the array is scanned at highest spatial resolution and the neurons are identified with an offline spike sorting algorithm. The OFs are calculated, and the electrodes with the best discrimination performance are selected for further read-out. The second step then consists of filtering the data and performing event detection on the filter outputs.

3 Results

3.1 Data Example

We identified three neuronal units by spike sorting of high-density recordings from acute cerebellar slices of rats (Figure 4a). The responses of the OF to the templates demonstrate the filter efficiency (Figures 4b and 4c). The spatial distributions of the filter responses indicate that some electrodes contribute significantly more to the output peak than others.

3.2 Evaluation with simulated data

A simulated data set featuring four neurons in an electrode block was generated in order to evaluate the OF performance for overlapping spikes. Even though the waveforms of the neurons change due to the overlaps (Figure 5a), the OF are capable of reliably extracting the spike trains (Figure 5b).

4 Conclusions

OF in combination with HD-MEAs present a reliable and promising method for online spike extraction, also in the presence of overlapping spikes. The flexibility of the HD-MEA allows for optimizing the filtering performance by selecting the electrodes that produce the best filter output. Only a fraction of the electrodes produce high peak responses, which underlines the importance of high spatial resolution.

The filters will be implemented into the FPGA to exploit the parallel nature of the FPGA, with the aim to obtain real-time spike extraction with minimal latencies for closed-loop experiments.
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Nowadays the need of a dedicated and efficient framework to process MEA recordings data, storing the dynamics of neuronal networks following a precise multi-channel structure in often huge dimension files, became more than ever stringent, especially if taking in account the arrival of the very promising technology with 256, or more in the next, electrodes. In this contest we introduce our work, consisting in the active development of a software written in the Python programming language able to perform and furnish to neuroscientists a comprehensive MEA data processing framework.

1 Background/Aims

We pursued the development of a software not only able to work on the various formats in which commercial MEA instrumentation companies store experimental recordings data, but which also implements without the need of external libraries a number of quantitative methods for the statistical analysis and pattern recognition, finally resulting in a simple-to-use, complete, and at the present time almost unique as far as authors know, toolkit which researchers can readily apply on MEA recordings of spikes timestamps or Local Field Potential (LFP), in order to extract new meaningful information about the concerted activity of in-vitro neurons populations.

2 Methods/Statistics

We start by a file import stage: actually we can read properly files in Plexon® or Neuroexplorer® formats, where timestamps data of spiking activity are stored, and, if in the second format, also the channels voltage traces of LFP recordings, both from 64 or 256 channels acquisitions. Then we continue with data processing: our attention has been focused to the analysis of bursts patterns, in single neurons or the entire population, where in the latter bursts are considered as network-wide phenomena. We can do burst detection in two different flavors: for single neurons as in Neuroexplorer®, for network bursts following (Ham, et al., 2008). Statistical analyses on burst patterns consists of descriptive statistical information, e.g. various orders moments, spike rate (SR), Inter Burst Spike Rate (IBSR), Fano Factor (FF) or Coefficient-of-Variation (CV), Auto-Correlation (AC) of single spiking traces, time of half AC when in its decaying phase (ACHL), also applying on these a dimensional reduction techniques, as Principal Component Analysis (PCA). Such methods extract a rich set of common features about bursts patterns, which we use to group neurons based on some similarity criterion: at present, after having found a sub-space of most significant burst features via PCA, we classify neurons via a k-means clustering algorithm, given a previously user-defined number of classes. We note that, apart bursts, such techniques can be extended to a wider range of spikes patterns without much of efforts. Parallel to the single neurons approach, we can do an analysis where bursts are intended as a network phenomenon generated from the • simultaneous neurons concerted activity. Here the burst structure is extracted as in (Ham, et al., 2008) with a scanning window searching for the start and the end of each burst, collecting the timestamps counting function of all spikes fired during such event: from this histogram function we derive the SR of all the neurons (cSR), the number of spikes as a function of delay from the burst start (N(t)), and all such measures can be distinguished for each cluster found through the previous k-means procedure, so linking the two different burst analysis approaches. Finally when studying LFP data, we usually perform sub-sampling and filtering operations in order to extract only the most meaningful information from data and focus on the neurophysiological processes of our interest. Then we proceed with a Cross-Correlation (CC) analysis on all the pairs of traces from adjacent channels, at the same time reconstructing for each channel the spikes counting function during each LFP.

3 Results

The unsupervised classification learnt via the clustering procedure is well suited to be tested versus physiological knowledge: at the top of hierarchy obtained we discerned excitatory neurons from inhibitory ones, and further we clearly recognized
classes distinguished by other biological characteristics, experimental stimuli or drug applications responses, as properly discussed in (Gullo, et al., 2009). Not only, but when applying the same classification on results from data collected from burst patterns studied in the network approach, and comparing them, we gained new hints about the different response to stimuli and variability in behavior of excitatory versus inhibitory neurons. In particular the last analysis confirms the role of population bursts as being at the basis of mechanisms of membrane excitability and neurons population synchronization, as thoroughly explained on (Gullo, et al., 2010).

4 Conclusion/Summary
Thanks to our framework with its set of statistics techniques applied on temporal patterns of bursts, we can discern classes of neurons well matching various biological families, starting from ensemble activity recorded on MEA. We are so able to extract very significant, but previously hidden, features from the visible spiking activity of single neurons, from the bursts considered as unitary network events and from the LFP voltage traces, so furnishing a comprehensive and valid tools towards a better understanding of the rich facets of neuronal activities. Finally we like to remark that, as confirmed by the very widespread use of Python in scientific programming and in Neuroscience, see (Spacek, et al, 2009), the choice of this language returned us not only appreciable processing performances and efficiencies, but also make usual jobs as refactoring, expansion to new modules or interfacing to external ones an easy and no time-spending operation.
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Epileptiform Firing Characteristics in Hippocampal Slices
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Understanding the initiation site of epileptiform discharges in hippocampus is of important physiological significance. Here the question was investigated in low-Mg2+ artificial cerebrospinal fluid (ACSF) perfused hippocampal slices of Sprague Dawley rat using microelectrode arrays. Initiation site of epileptiform discharges was determined by comparing the onset time of field potentials. The result indicates that epileptiform discharges originate from CA3b region in the low-Mg2+ ACSF perfused hippocampal slices.

1 Background
Epilepsy is a disorder condition of brain function characterized by recurrent, excessive discharges in large aggregates of neurons. Hippocampus is a common site of focal epileptic activity’s initiation. The study of verifying the unambiguous site of the origin and propagation of epileptiform discharges in hippocampal slices are of much significance. Microelectrode array (MEA) facilitates noninvasive stimulations and recordings from cells and network over long time. It is worth investigating the initiation site and propagation of epileptiform discharges in hippocampal slices using MEA technique.

2 Method
Transverse hippocampal slices were prepared from Sprague Dawley (SD) rats (male, postnatal 2 weeks), and low-Mg2+ artificial cerebrospinal fluid (ACSF) was applied to induce epileptiform activity. Electric activities were simultaneously recorded by 60 substrate-embedded titanium nitride electrodes with 30 μm diameter, 200 μm spacing, arranged in 8 × 8 matrix (Multi Channel System, MCS GmbH, Germany).

3 Results
All the results given here are from one hippocampal slice and similar results were observed in other five slices.

The hippocampal slice of SD rat was transferred onto MEA after 1.5-2 h incubation (Fig. 1). After about 15 min low-Mg2+ ACSF perfusion, epileptiform discharges occurred in the entire Cornu Ammonis (CA) but rarely in dentate gyrus (DG). Epileptiform discharges in stratum pyramidale and stratum oriens exhibited field potentials of negative-positive waveforms with multiple unit activities (MUAs) superposed on, while field potentials of stratum radiatum and stratum lacunosum-moleculare displayed positive-negative waveforms (Fig. 2). MUAs of stratum pyramidale were larger in amplitude and more in number than those in the other strataums. (An example is shown in Fig. 2, 3, and 4).

To investigate the initiation site and propagation of epileptiform discharges, short period time of field potentials at about 40 min low-Mg2+ perfusion recorded from electrodes whose positions scattered along stratum pyramidale of hippocampal slice were compared. As shown in Fig. 5, the onset time of field potential recorded by electrode No. 75 corresponding to CA3b region was ahead of the onset time of field potentials recorded by the other electrodes in stratum pyramidale. As a consequence, epileptiform discharges of stratum pyramidale originated from CA3b region and propagated to CA3c and CA1 respectively.

4 Conclusion
From our research results, we can see the advantages using MEA to investigate the initiation and propagation of epileptiform discharges in hippocampal slices. The results showed that the CA3b region is epileptiform discharges initiation site of low-Mg2+ epilepsy model in SD rat hippocampal slices and epileptiform discharges propagate from CA3b to CA1 and CA3c respectively. However, due to the complexity of epileptiform discharges propagation, the exact pathway of propagation in hippocampal slice is still unknown.
Fig. 1. One hippocampal slice of 2-week SD rat laying on 8 × 8 MEA.

Fig. 2. Low-Mg\(^{2+}\)-induced signals after 30 min low-Mg\(^{2+}\) ACSF perfusion on MEA. No. of each electrode is labeled at its top right corner. Approximate position of stratum pyramidale in CA region and granule cell layer in DG region is indicated by dotted lines.

Fig. 3. Simultaneous extracellular recording in the stratum pyramidale of the CA3c, CA3b, CA3a, proximal and distal CA1 subregions under control, 20 min and 30 min perfusion of low-Mg\(^{2+}\) ACSF. Numbers in parenthesis are electrode Nos. corresponding to Fig. 2.

Fig. 4. Simultaneous extracellular recording at about 30 min after low-Mg\(^{2+}\) ACSF perfusion (left, 1-4000 Hz band-pass), field potentials (middle, 1-100 Hz) and MUAs (right, 200-4000 Hz) in the CA1 stratum oriens, stratum pyramidale, stratum radiatum, stratum lacunosum-moleculare layers. Numbers in parenthesis are electrode Nos. corresponding to Fig. 2.

Fig. 5. The initiation of synchronous field potentials at recording sites along stratum pyramidale from CA3c to CA1 distal region. Leftmost vertical bar which shows up first denotes the onset time of field potential recorded by the electrode No. 75 and each little vertical bars which appear subsequently depict the onset times of field potentials recorded by the other electrodes. The numbers in each top left corner of field potentials are electrode Nos. as shown in Fig. 2.
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Unfolding the Properties of Biological Neural Networks with Multidimensional Reduction Techniques and Graph Theory

Carrillo-Reid Luis, Garcia-Munoz Marianela, Arbuthnott Gordon
Okinawa Institute of Science and Technology, Okinawa, Japan

We used MEA recordings and functional multi-cell calcium imaging to investigate cell assembly properties in networks of cultured cortical cells. The overall activity of the neurons can be represented as an array of multidimensional vectors where the dimensionality of the system is given by the number of active elements. The multidimensional reduction of the vectors revealed specific groups of cells firing in synchrony; each group defines a network state. Graph theory techniques applied to the transitions between network states revealed recurrent closed cycles that could explain the compositional properties of neural networks, such as modular architecture and hierarchical organization.

1 Introduction
The ability of neural networks to build complex representations from basic parts is a central issue to understand memory formation [1-2]. Indeed, we continually deal with complex structures, such as language, motor procedures, or action planning [2]. Nevertheless, the rules that support the formation of composite structures have been elusive to examine [3]. We combined MEA recordings and functional multi-cell calcium imaging to study the network properties of cortical neurons with single cell resolution and millisecond precision.

2 Method
Cryopreserved primary mouse cortical neurons (QBMCellScience) were plated onto MEA. Signals were sampled at 25 kHz using a commercial card (Multichannel Systems, Reutlingen, Germany). Cultures were loaded with the calcium indicator fluo-5 AM. Optical recordings were made with a high resolution cooled digital camera. Images were acquired with a sample rate of 150 ms/frame using commercial software (Photometrics, Roper Scientific).

To study the properties of neural networks we constructed different vectors that represent the synchronous activity of neuronal pools within 150 ms time windows. Each vector represents the activation onset of a group of cells. The set of all vectors defines a $N \times V$ binary matrix where $N$ denotes the total number of active elements of the network (dimension of the system), and $V$ represents the total number of vectors (elements of the system). We compared all the possible vector pairs to construct similarity maps [3-5]. The similarity index between a pair of vectors is defined by their normalized inner product. To visualize the network states we reduced the dimensionality of the vectors with locally linear embedding (LLE) [6]. A cluster of vectors defines each network state [3-4, 7]. Finally we used graph theory to follow the state transitions of the network [3].

3 Results
We performed electrical or optical recordings of many neurons simultaneously to study the properties of biological neural networks (Fig. 1). The analytical tools used here allow the identification of groups of neurons firing in synchrony. The vectorization of the network dynamics is useful to find specific patterns of activity repeated in different times. Similar patterns are represented by geometric structures in the similarity maps. The multidimensional reduction of the vectors allows the visualization of the network states. The transitions between network states can be represented by directed graphs making possible the study of the mathematical properties that underlie the network state transitions. Graph theory techniques could be useful to study the compositional rules that allow the formation of complex activity patterns from basic parts.

4 Discussion
Sequential activity patterns could represent different memories imprinted in neural networks [8-9]. During learning, sequences could be dictated by external events, whereas during recall, imagination, or action planning, the rules governing sequences could be determined by the intrinsic properties of the network [10]. In order to understand the fundamental properties of biological neural networks that give rise to memories, we developed different analytical tools that allow the identification of groups of neurons.
firing in synchrony with recurrent activity. Our approaches could be useful to identify different network states from in vivo experiments.

Acknowledgement
This work was supported by the Okinawa Institute of Science and Technology.

References

Figure 1. Schematic representation of the different steps used to analyze the network activity.
Multi electrode array recordings and calcium imaging were used to investigate the properties of biological neural networks. Calcium transients representing bursting activity and spike recordings were recorded from multiple sites. Raster plots represent the overall activity of the network, each row represents an active cell, and dots denote the onset of bursting activity. Vectorization of the network activity allows the rigorous comparison of different time points. 0’s denote silent cells and 1’s denote active cells. The inner product of all possible vector pairs allowed the identification of similar patterned structures along time. Multidimensional reduction of the vectors into a two dimensional space depicted the trajectories between the different states of the network. Graph theory applied to the transitions between network states revealed closed cycles of activity that are repeated over time. Hamiltonian and Eurelian cycles represent the trajectories of the network.
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Perforated Multielectrode Array in Drug Discovery
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**Keynote Lecture**

A major limiting factor in CNS drug discovery is the lack of robust, predictive *in vitro* correlates of cognitive status that enable reliable translation from target validation and compound evaluation to achievement of *in vivo* efficacy in behavioural pharmacology models. To fill this void, we implemented perforated multielectrode array technology (pMEA) at various stages of our drug discovery process. This new technology has permitted interrogation of neural network activity at multiple functional and anatomical levels, and at a higher throughput relative to conventional electrophysiology methodology. Using pMEA, we have rapidly identified compounds that exhibit disease-modifying effects *in vivo*.

1 The Trouble with Drug Screening

1.1 Target-centric drug discovery

The molecular genetics revolution sparked a new era in drug discovery that promised shorter development cycles and less risk in translating disease hypotheses into viable therapeutics. For the first time, researchers could clone and express precise targets, facilitating the design and execution of high-throughput screens for small molecules that potently and specifically interact with and/or modulate the activity of the target. This “rational” approach to drug discovery (Fig. 1) has proven effective at identifying novel, potent and specific therapeutic candidates for diseases such as diabetes or cancer that can result from dysfunction of one or a small set of targets.

1.2 Target-centric discovery in the CNS

Development of therapeutics for diseases of cognition is inherently more difficult than for other indications owing to the complexity of the brain. Cognitive disorders, even if resulting from disruption of one gene, often involve pleiotropic effects stemming from aberrant neurodevelopment, disruptions in signalling pathways, functional compensation or neurodegeneration. The consequences of phenotypic pleiotropy on target-centric approaches to drug discovery are two-fold: the difficulty of target selection is magnified, since potential therapeutic targets may not represent the primary cause of the disease state, and any potential therapeutic must restore normal function to the entirety of the brain and not just a single functional pathway. This highlights the fundamental challenge of target-centric approaches to CNS drug discovery: therapeutics optimized for activity against highly specific targets must restore normal function at multiple levels of the brain in order to be effective. The difficulty of translating basic discoveries on CNS disorders into tangible therapies is borne out in the statistics; less than 1% of clinical candidates for neurotherapeutics become marketed drugs [1]. Clearly, the target-centric approach to CNS drug discovery needs to be revisited in order to improve the success rate for identification of new medicines for CNS disorders.

2 Hypothesis-driven Drug Discovery

2.1 Functional Screens

As optical screening technologies have evolved, high-throughput cellular assays have been implemented as a way to monitor compound structure-activity relationships (SAR) regarding functional modulation of a target. This has facilitated discovery of new classes of neurotherapeutics, such as the 5-HT2C receptor agonist vabicaserin [2]. The benefit of function-based screens is that they quantify the effects of compounds on the function of a particular target in the context of a cell, providing more predictive measures of *in vivo* efficacy relative to assays of enzymatic activity or binding.

2.2 The Challenge of Neural Networks

Neurons and glial cells represent the cellular building blocks of the brain. However, while other organs are composed of defined cell types that utilize relatively simple mechanisms for intercellular communication and synchronization; by comparison, the brain is a highly complex web of numerous subtypes of neurons and glia that rely on sophisticated mechanisms for intercellular communication and form
elaborate, higher order functional networks. Therefore, despite their utility in reflecting target actions, cellular functional screens can not capture the complexity of neural networks that give rise to cognitive processes. Herein lies the challenge of current CNS drug discovery: how does one model the complexity of the brain in a manner amenable to preclinical drug discovery?

2.3 The Acute Brain Slice

The biophysical signals that result from single cell and ensemble network activity represent the most direct and convenient measure of neuronal function. These signals are a composite measure of the status of a wide array of processes including signalling, metabolic, and transcriptional pathways. Electrophysiological techniques have been developed to measure a variety of parameters including activity of channels, cells and networks. Moreover, a number of preparations have been developed in which to study neurons including acute and chronic cultures of individual neurons and semi-intact slice preparations. Unfortunately, many of the electrophysiological techniques commonly employed in research laboratories are ill-suited for drug discovery applications as they are characterized by low throughput and high failure rates. Any technology supporting a robust CNS drug discovery process must have the capacity to quantify neural processes that are relevant to higher order brain function using a system that permits the higher throughput demands of compound optimization.

Since the pioneering work of Richards and Sercombe in 1968 [3], acute brain slice preparations have provided a vital tool for characterizing the electrophysiological properties of the adult nervous system. The advantage of the acute brain slice over cell culture preparations is the preservation of CNS microcircuitry and anatomy in a robust preparation easily amenable to pharmacological manipulation. Moreover, the advent of rodent genetic manipulation has permitted dissection of neurophysiological phenomena with molecular precision. Thus, acute brain slices represent an experimental preparation that closely approximates the complex microcircuitry of the intact brain involved in cognitive processes in a manner that is applicable to compound screening.

2.4 Multielectrode Array

The obstacles for implementation of brain slice assays as a drug discovery platform are mainly technical in nature. The conventional methods available to monitor electrophysiological signals from a brain slice rely on amplification of signals using discrete microelectrodes. Thus, the complex responses of self-contained circuits within a brain slice are reduced to one or a few measures. Moreover, the time and technical skill required to record from individual slices combined with the multitude of equipment that must perform flawlessly for each experiment has created barriers that have prevented many institutions from seriously considering the acute brain slice as a vital part of the drug discovery process.

The commercialization of multielectrode array (MEA) technology for in vitro applications addressed many of the shortcomings of the acute brain slice as a potential basis for in vitro functional drug discovery assays [4]. Integration of the microelectrodes into the floor of the recording chamber eliminated the need for the experimenter to fabricate or place microelectrodes in order to obtain stable recordings. Moreover, any individual microelectrode within a modern MEA can be used in either a recording or stimulating mode. While seemingly simple, this ability affords the experimenter a degree of freedom in experimental design and execution that is simply not available using standard electrophysiological techniques. Another consequence of MEAs was the miniaturization and consolidation of the electronics needed for amplification, filtering and digitization of signals for subsequent analysis. Thus, for the first time multisite recordings in brain slices could be conducted with higher throughput due to the streamlined experimental workflow that MEA technology permits.

2.5 Perforated Multielectrode Array

The biggest drawback to implementing a MEA workflow for interrogating electrophysiology in acute brain slices is the reliance on a submerged recording chamber. While submerged chambers permit excellent control of the constituents of the recording solution, exchange of gases and metabolites is extremely poor at the bottom of the tissue, precisely where the microelectrodes are situated. Even small changes in pO2, pH or metabolite levels can have profound effects on the evoked or spontaneous activity recorded in acute brain slices [5, 6]. Early attempts to mitigate this apparent limitation of MEA electrophysiology in which recordings are made from the least viable surface of the tissue resulted in creation of 3-dimensional MEAs whereby the electrodes pierced the tissue and recorded from layers of cells that had better perfusion. Unfortunately, these arrays did not permit repositioning of tissue if the initial placement on the array was suboptimal and the recorded physiology was still in the context of a slice with suboptimal perfusion.

An elegant solution to the problem of brain slice perfusion came with the advent of perforated MEA technology (pMEA) In pMEA, small holes are plasma etched into the floor of the recording chamber in a regular pattern [7]. Gentle suction is applied such that the perfusate is actively drawn through the slice. Early tests indicate that use of pMEA results in significantly higher pO2 and signal:noise at the bottom of the slice relative to conventional MEAs [7].
suggesting that pMEA dramatically improves the uniformity of the perfusion of gases, metabolites and even small molecules throughout a slice. Thus, pMEA lowers the technical and logistical barriers to implementation of acute brain slice electrophysiological assays in the drug discovery process by providing the convenience of a submerged recording environment and the cost, time and space efficiencies afforded by equipment consolidation, superior slice health and a streamlined workflow.

2.6 pMEA and Hypothesis-driven Discovery

For the first time researchers now have the capability, through the use of pMEA, to incorporate measures of intact, adult neural network function into the CNS drug discovery process in a manner that is amenable to the higher throughput demands of these projects (Fig. 2). Shifting the focus of drug discovery from target-based analyses to encompass measures of adult neural network activity effectively transforms the process into a more hypothesis-driven approach. New compounds must not only modify the function of a specific target, but also restore normal network function in a disease model. Moreover, pMEA can be used to identify and validate potential molecular targets and processes underlying the disease condition, increasing the likelihood that modulators of these targets will modify the disease condition.

Fig. 2. Galena’s drug discovery pipeline.

Measures of neural network function may also mitigate some of the risk in translating compounds with attractive in vitro efficacy profiles into development candidates with good efficacy in disease-relevant behavioural pharmacology models. During the optimization of small molecule therapeutics, early-stage compounds often lack the drug-like properties required for in vivo testing. Careful selection of the brain region monitored in vitro greatly increases the probability for activity against the targeted network processes in vivo. Thus, use of pMEA reduces the major obstacles for achieving in vivo efficacy to optimization of pharmacokinetic properties including brain penetration. Collectively, implementation of functional neural network measures during the early stages of CNS drug discovery shifts the focus toward a hypothesis-driven approach that can mitigate much of the risk in translating early stage discoveries into identification of clinical development candidates.

3 Assays for CNS Drug Discovery

3.1 Extracellular Electrophysiology

When designing experiments incorporating measures obtained from pMEA, one must consider that electrical stimulation of tissue and recording of neural activity is performed using extracellular electrodes. The resulting field potentials (Fig. 3A) reflect bulk changes in electrical potential around each electrode and not necessarily the activity of single cells. Therefore, experiments quantifying field potentials must be conceived and interpreted in the context of ensemble neural networks and not the activity of single cells or processes. The following section will highlight some of the assays we use to monitor compound efficacy and detection of off-target effects.

3.2 Synaptic Transmission

The fundamental mechanism for intercellular communication in the CNS is chemical synaptic transmission. Measures of excitatory synaptic transmission can be made by stimulating populations of excitatory fibers and measuring the resulting synchronous synaptic activity as an ensemble field potential (i.e., Fig. 3A). By manipulating the patterns of electrical stimulation, one can monitor different aspects of synaptic transmission. For example, by varying the strength of a single stimulus and determining the ratio of fiber volley amplitude, a measure correlated with the number of presynaptic fibers activated by the stimulus, to the slope of the resulting field excitatory post-synaptic potential (fEPSP), a measure correlating with the number of post-synaptic receptors activated by the stimulus, one can comprehensively quantify the pre- and post-synaptic contributions to overall synaptic transmission (Fig. 3A).

Fig. 3. Input:Output curves and paired pulse ratios.

Likewise, varying the interval between two constant stimuli provides a measure of paired pulse ratios (Fig. 3B). These ratios are inversely correlated with levels of presynaptic neurotransmitter release. Higher ratios suggest low probability of transmitter release while lower ratios suggest higher probability of transmitter release.
3.3 Synaptic Plasticity

The ability of synapses to modulate the efficacy of transmission in response to different patterns of activity, referred to as synaptic plasticity, is thought to be involved in higher cognitive processes such as learning and memory. Synaptic strength can either increase or decrease in response to previous patterns of stimulation. Two robust forms of synaptic plasticity are long-term potentiation (LTP), which refers to an increase in synaptic strength usually observed after high-frequency patterns of afferent activity, and depotentiation, which refers to a loss of LTP following low frequency patterns of afferent activity. Both forms of synaptic plasticity can be evoked and measured in hippocampal area CA1 using pMEA (Fig. 4).

Fig. 4. LTP and depotentiation in area CA1 with pMEA.

3.4 Neural Network Oscillations

The brain is organized into discrete, interconnected networks of neurons. An emergent property of these complex neural networks is their ability to synchronize activity and generate robust oscillations. Neural oscillations have been implicated in various aspects of cognitive processing, including information binding, sensory processing and memory storage and retrieval [8]. These oscillations are induced by afferent activity into the local network and are generated and sustained by local microcircuitry [9]. Since the cellular constituents required for generation of neural oscillations are contained within definable brain regions, they can be reconstituted in acute brain slice preparations for study.

We have recorded neural oscillations, evoked using the nonspecific cholinergic agonist carbachol, from acute mouse brain slices containing the prefrontal cortex (Fig. 5). It should be noted that recording carbachol-evoked oscillations is particularly difficult and requires optimal slice health and oxygenation [6]. Therefore, the ability to evoke robust neural oscillations with carbachol is both a useful tool for interrogating neural network function in vitro and further confirmation of the superior recording conditions afforded by pMEA.

Fig. 5. Carbachol-evoked oscillations in PFC recorded with pMEA.

4 Summary

CNS drug discovery by nature is difficult to successfully conduct using target-based strategies alone. Increasingly, researchers will have to implement tools that provide the flexibility of hypothesis-based drug discovery and that also support the bandwidth required for a robust drug discovery process. At Galenea, we have chosen pMEA as one of our new platforms for target discovery and compound screening. Using pMEA, we have identified novel disease mechanisms and therapeutic compounds with robust in vivo efficacy.
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Cerebrospinal fluid of brain-trauma patients suppresses functional neuronal network activity
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In clinical routine, cerebrospinal fluid (CSF) is predominantly used for diagnostic purpose as different neurological diseases influence the composition of the CSF. If CSF itself might functionally influence neuronal network activity was not known. In a proof-of-principle experiment, we collected CSF specimens from patients suffering from severe traumatic brain injury (TBI) or from control patients and investigated their impact on in vitro neuronal network activity recorded by the microelectrode array (MEA) technology. We found that CSF specimens of TBI patients with considerably reduced values in Glasgow-Coma-Scale suppressed synchronous network activity of neural populations while control CSF supported network activity. Network suppression was mediated by a CSF fraction containing small molecules, in particular small amino acids like glutamate, glycine, serine or alanine. We found that enhanced N-methyl-D-aspartate (NMDA) receptor activity was involved in network suppression as NMDA antagonists were able to recover functional network activity.

Thus, for the first time, functional consequences of pathological CSF specimens were visualized by means of the MEA technology. We plan to expand this system towards the generation of individual, human functional neuronal networks based on induced, pluripotent stem cells in order to increase the validity of future investigations.

1 Introduction

Next to brain protective functions, cerebrospinal fluid (CSF) also represents a carrier system that transports neuroactive substances like neuropeptides, neurohormones and neurotransmitters across the ventricular ependyma or pia-gial membranes into the interstitial fluid (ISF) of the brain parenchyma1-2. This process allows to widely distributing information within the brain by influencing parasynaptic signal transmission3. Additionally, CSF non-synaptically influences cerebrospinal fluid-contacting neurons acting as sensory cells of chemoreceptor-type that send their dendritic processes into the brain ventricles and their axons into various brain areas. Also, axons contact the CSF and release various bioactive substances. Electrophysiological experiments show that, for instance, paraventricular hypothalamic neurons are highly sensitive to the composition of the ventricular CSF and transport information towards tel-, mes- and rhombencephalic brain nuclei4-5. It is also known that cerebellar Purkinje neurons can extract small and large molecules from the cerebrospinal fluid which is associated with behavioral abnormalities6. These anatomical conditions illustrate that the composition of the CSF influences brain activity. As virtually all brain diseases are going ahead with changes in CSF composition, it appeared to be interesting how disease-related CSF changes might secondarily influence brain activity.

Rodent functional neuronal networks on microelectrode arrays (MEAs) served as a simplified in vitro model for brain activity. Neural populations were derived either from primary cortical preparations or from embryonic stem cell-derived neural populations whose synchronous burst activity is known to be highly sensitive to chemical changes in the extracellular milieu7-8. We obtained CSF specimens from patients suffering from severe traumatic brain injury (TBI) or human controls. TBI patients were treated on intensive care unit without, for instance, administration of medicine with effects on consciousness or epileptic seizures at the time, CSF was obtained. In fact, it was tried to awake them, a process which is often prolonged although findings in cranial magnetic resonance imaging did not always conclusively explain dramatically reduced values in Glasgow-Coma-Scale (GCS). Thus, toxic or metabolic disturbances are suspected to additionally play a role in states of reduced levels of consciousness after TBI. We therefore collected CSF specimens from TBI and control patients and investigated their impact on neuronal network activity.
2 Material and Methods

2.1 Collection of CSF

CSF specimens from TBI patients were obtained within the 1st week after the injury and were immediately centrifuged, divided into aliquots, and stored at minus 35°C. Ethics approval for the use of human CSF was obtained from the institutional ethics committee. A total of 12 specimens from inpatients with normal CSF analyses and 12 specimens from TBI inpatients were used for this study. Prior to analyses, CSF was thawed, and the pH was adjusted to 7.4. All CSF specimens were sterile.

Traumatic CSF specimens were used for the generation of low molecular fractions (<3.5 kDa) and high molecular fractions (>1 kDa) by means of ultracentrifugation, ultrafiltration or dialysis.

To analyze concentrations of single amino acids, an automated amino acid analyzer (LC3001, Biotronik, Munich, Germany) was used. For determination of concentrations of proteins, lactate, glucose, and ions within CSF specimens, standard procedures were applied according to the manufacturer’s instructions (all kits and equipment were from Roche Diagnostics/Hitachi, Mannheim, Germany).

2.2 Cell culture

Differentiation of embryonic stem (ES) cells is described elsewhere \(^9\) with minor modifications. After formation of embryoid bodies, neural differentiation was induced, resulting in neural-induced, serum-free, floating cultures of embryoid body-like aggregates (SFEBs). Neural-induced SFEBs were propagated by adding fibroblast growth factor-2 (PeproTech, Rocky Hill, NJ) for a further 6 days and then seeded and propagated on poly-L-ornithine and laminin-coated dishes or MEAs. Three weeks after seeding, ES cell-derived networks were used to characterize CSF derivatives from TBI patients with normal CSF analyses and 12 specimens from TBI inpatients were used for this study. Prior to analyses, CSF was thawed, and the pH was adjusted to 7.4. All CSF specimens were sterile.

To directly verify the network suppressive role of amino acids, we generated 2 separate tCSF fractions containing either molecules <3.5 kDa (tCSF-low) or >1 kDa (tCSF-high). tCSF-low predominantly contained amino acids such as glycine, serine, alanine, or glutamate, whereas total protein content was low, and vice versa (Fig 2A). Concentrations of glucose, lactate, and different ions were reconstituted in different groups to normal levels of aCSF. Whereas neuronal network function did not significantly deviate under the influence of tCSF-high in comparison to aCSF, tCSF-low significantly suppressed different network parameters (Fig 2B). These data unambiguously identified the tCSF-low fraction containing elevated concentrations of amino acids as responsible for the network suppressive effects of tCSF. The functional relevance is substantiated in that Spearman’s rho indicates a correlation between the degree of network synchrony (kappa values) and associated GCS values, although there was no linear relationship (Fig 2C).

By experiments using N-methyl-D-aspartate (NMDA) or glycine as well as their specific antagonists at the NMDA receptor, 2R-amino-5-phosphonovaleric acid (APV) and kynurenic acid, we demonstrated that the NMDA receptor and its agonists are involved in network suppression or recovery (data not shown).

2.3 Electrophysiological Recordings and Analyses

Extracellular potentials were recorded simultaneously on microelectrode arrays (MEAs) with a square grid of 60 planar Ti/TiN microelectrodes (30 μm diameter, 200 μm spacing) as described elsewhere \(^9\). All spike waveforms were stored separately and visually inspected for artifacts. The burst detection relied on an entropy-based algorithm. Interburst intervals were determined as time differences between the first spikes of subsequent bursts. Bursts were also checked by visual inspection for plausibility.

3 Results

Traumatic CSF (tCSF) specimens significantly modulated neuronal network activity of both rat primary cortical (rPC) and ES cell-derived neuronal populations in comparison with hCSF by means of inhibition and desynchronization, as illustrated by reduced spike rates and kappa values (Fig 1). Thereby, similar changes in network activity of 2 different neuronal populations following tCSF application considerably consolidate the observed effects. Thus, rPC or ES cell-derived neuronal networks on MEAs for the first time allowed direct visualization and measurement of the functional impact of pathologically altered CSF specimens on neuronal network activity without the use of sharp or patch-clamp electrodes.

To directly verify the network suppressive role of amino acids, we generated 2 separate tCSF fractions containing either molecules <3.5 kDa (tCSF-low) or >1 kDa (tCSF-high). tCSF-low predominantly contained amino acids such as glycine, serine, alanine, or glutamate, whereas total protein content was low, and vice versa (Fig 2A). Concentrations of glucose, lactate, and different ions were reconstituted in different groups to normal levels of aCSF. Whereas neuronal network function did not significantly deviate under the influence of tCSF-high in comparison to aCSF, tCSF-low significantly suppressed different network parameters (Fig 2B). These data unambiguously identified the tCSF-low fraction containing elevated concentrations of amino acids as responsible for the network suppressive effects of tCSF. The functional relevance is substantiated in that Spearman’s rho indicates a correlation between the degree of network synchrony (kappa values) and associated GCS values, although there was no linear relationship (Fig 2C).

By experiments using N-methyl-D-aspartate (NMDA) or glycine as well as their specific antagonists at the NMDA receptor, 2R-amino-5-phosphonovaleric acid (APV) and kynurenic acid, we demonstrated that the NMDA receptor and its agonists are involved in network suppression or recovery (data not shown).

4 Discussion and Conclusion

We might now be able to visualize the impact of clinically important molecules or CSF specimens obtained from patients that suffer from metabolic or toxic encephalopathies on neuronal network activity. By fractionating CSF contents and biochemically antagonizing pathological effects of CSF specimens on neuronal network activity, we might clarify
mechanisms of metabolic encephalopathies and develop new therapeutic strategies which could even be individually adjusted. The use of murine embryonic stem cell-derived neural populations paves the way to the development of brain region-specific neuronal networks and the application of individual human induced pluripotent stem cells that would provide homologous, standardized and defined platforms with increased validity and predictability regarding the human situation.

Fig. 1 (A) Representative spike raster plots (upper panel) and frequency counts (lower panel) of embryonic stem (ES) cell-derived networks in human CSF (hCSF) or traumatic CSF (tCSF). Spike raster plots illustrate the spike activity on all 60 microelectrode array electrodes (y axis) during a time interval of 60 seconds (x axis). Frequency counts visualize the synchrony of neuronal networks, as amplitudes represent the total number of spikes within a short time interval of 100 milliseconds (bin). Note the synchronous activity in hCSF and the decreased activity in tCSF. (B, upper row) Different electrophysiological parameters of ES cell-derived networks are shown illustrating values of electrophysiological parameters of hCSF (n=5, blue) versus tCSF (n=12, red) in relation to artificial CSF (aCSF, y axis) on ES cell-derived networks. (B, lower row) Same parameters as B, upper row, illustrating values of electrophysiological parameters of hCSF (n=12, blue) versus tCSF (n=12, red) in relation to aCSF (y axis) on primary rat cortical cells. Values are presented as mean ± SEM, individual p values are given, and the 2-tailed Mann-Whitney U test is used (from Ann Neurol 2009;66:546–555).
Application of Micro Electrode Arrays (MEAs) as an Emerging Technology for Developmental Neurotoxicity
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Due to lack of knowledge only a few industrial chemicals have been identified as developmental neurotoxicants. Current developmental neurotoxicity (DNT) guidelines (OECD and EPA) are based entirely on in vivo studies that are both time consuming and costly. Consequently, there is a high demand to develop alternative in vitro methods for initial screening to prioritize chemicals for further DNT testing. To evaluate if electrical activity could be a suitable endpoint to detect chemicals with DNT effects, primary rat cortical cultures were exposed to domoic acid (DoA), a potential developmental neurotoxicant for up to 4 weeks. The MEA measurements indicate that long-term exposure to DoA increased the spontaneous electrical activity that could lead to possible neuronal malfunctioning. In addition, the response to the GABAA receptor antagonist bicuculline was lower in the DoA long-term treated cultures compared to the control cultures. The obtained results suggest that the measurement of electrical activity by MEAs could be a useful tool to identify compounds with DNT potential.

1 Introduction

The development of the central nervous system (CNS) in fetuses and children has been shown to be more vulnerable to neurotoxicants as compared to the CNS of adults. This vulnerability is mainly due to the very complex developmental processes involving many different cell types and several different important key events, such as proliferation, migration and differentiation [1, 2].

Due to lack of knowledge only a few industrial chemicals have been identified as developmental neurotoxicants. Current developmental neurotoxicity (DNT) guidelines (OECD TG 426 and EPA712-C-98-239) [3, 4] are based entirely on in vivo studies that are both time consuming and costly. Consequently, there is a high demand to develop alternative in vitro methods for initial screening to prioritize chemicals for further DNT testing.

Here, to evaluate if electrical activity could be a suitable endpoint to detect chemicals with DNT effects primary rat cortical neurons grown on MEAs were exposed to domoic acid (DoA), a natural occurring toxin produced by diatom algae that accumulate in mussels and shellfish with potential to cause neurological changes in mammalians [5].

DoA is structurally related to the excitatory neurotransmitter L-glutamate and activates α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid and kainic acid receptors (AMPA/KA-R) which can lead to excitotoxicity [6, 7]. The toxin has mainly been studied in adult animals. However, prenatal exposure to DoA has been associated with e.g. damage to neurons in different brain regions and decreased brain levels of gamma-aminobutyric acid (GABA) and increased glutamate levels [10]. The interference of DoA with excitatory and inhibitory systems could lead to a disturbed overall neuronal activity resulting in serious functional CNS damage.

2 Methods

2.1 Characterization of cortical neuronal cultures by immunocytochemistry

Initially, primary rat cortical neurons grown on MEAs were characterized for different cell markers over time (nestin for neural precursor cells; NF-200 and Map-2 for neurons; GFAP for astrocytes), using immunocytochemistry to evaluate if the model could be suitable for DNT testing.

2.2 Treatment of cortical neuronal cultures

The neuronal cultures were treated with 5 or 50 nM DoA starting at 1 DIV until the cultures were considered mature (28-35 DIV) and the basal spontaneous electrical activity was recorded. Additionally, the response to the neurotransmitter GABA (10 μM) and the GABAA receptor antagonist bicuculline (20 μM) was recorded in control and DoA long-term treated cultures.
2.2 Electrical activity recording

The activity was measured by the MEA120-2-System from Multi Channel Systems, using MEA Amplifier (Gain 1000x) and data were recorded by the MC Rack software at a sampling rate of 10 kHz. A band pass digital filter (60Hz-4000Hz) was applied to the raw signal in order to remove electrical background noise. The data were analyzed using well established methods from custom developed software tools [11, 12]. Various parameters (MBR, MFR, IBI and burst duration) were evaluated to assess the difference in activity between DoA long-term treated and control cultures and compared statistical by one- or two-way repeated measures (RM) ANOVA using the GraphPad Prism 5.0.

3 Results

3.1 Primary cortical neuronal cultures could be a promising in vitro model for DNT testing

Our results show that primary cortical neurons could be a promising in vitro model for DNT testing since some of the most critical neurodevelopment processes such as progenitor cell commitment, proliferation and differentiation of astrocytes and maturation of neurons are present (Fig. 1).

3.2 Long-term treatment with a low concentration of DoA increased the basal spontaneous activity

Long-term exposure to a low concentration (50 nM) of DoA significantly increased the basal spontaneous electrical activity as measured by spike and burst rates, as compared to the control cultures (Fig. 2).

Fig. 1. Primary rat cortical cultures in phase contrast microscopy and characterized by immunocytochemistry over time. Phase contrast microscopy at (A) 1 DIV and (D) 28 DIV shows the cell culture development (note the difference in cell proliferation and differentiation). (B) At 1 DIV most of the cells express nestin (green) while only a few Map-2 (red). The expression of Map-2 increased with time and nestin decreased (E) at 28. (C) Staining at 1 DIV for NF-200 (green) and GFAP (red) increased (F) at 28 DIV. Magnification: electrode diameter is 30μm.

Fig. 2. Basal spontaneous electrical activity in control cultures (open bars) and after long-term treatment with DoA 5 nM (grey bars) and 50 nM (black bars). Note the significant increase after long-term treatment with 50 nM DoA for (A) mean burst rate (MBR), (B) mean firing rate (MFR) and (D) burst duration time, while the (C) inter burst interval (IBI) was significantly decreased in the 50 nM DoA treated cultures. Data represent mean ± S.E.M. of at least five independent experiments. *P<0.05 **P<0.01 comparing the activity between DoA long-term treated and control cultures.
There were no significant differences observed in the effect of the neurotransmitter GABA between DoA long-term treated and control cultures, as both cultures responded with significantly decreased MFR (Fig. 3).

In contrast, treatment with bicuculline induced a significantly different response in DoA long-term treated cultures compared to controls as the amount of total spikes and spikes in bursts did not increase above the basal spontaneous activity (Fig. 3). Even in the case of the cultures long-term treated with the lower concentration of 5 nM DoA, (the basal level of spontaneous activity was not changed) there was no response to bicuculline treatment.

Bicuculline is a competitive antagonist of the GABA$_A$ receptor and the treatment would block the effect mediated through this receptor. Our results indicate that the GABA$_A$ receptor is involved in the spontaneous activity since the blocking of this receptor increased the basal level of the activity. The function of the GABA$_A$ receptor seems to be down regulated by the long-term exposure to the DoA when compared with controls, possibly due to lower levels of the neurotransmitter GABA as has been observed in in vivo studies [10].

4 Conclusions

The data obtained indicate that electrical activity measurements can be used as a tool to detect chemicals with DNT potential. However, more DNT chemicals as well as non-neurotoxic chemicals (negative controls) should be tested to further confirm that electrical activity measurements could be used as a suitable endpoint for initial DNT screening purposes.
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Neuronal Networks Coupled To MEAs: A Tool For In Vitro Neurotoxicity Assessment? Results From An Inter-Laboratory Project
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1 Introduction

The functional output of the brain is the electrophysiology and in vitro neuronal networks coupled to microelectrode arrays represent a simplified model for investigating neurons activity in response to external manipulation. The aim of this project is to prove the inter- and intra-laboratory robustness and reproducibility of MEA based measurements for neurotoxicity test. Different laboratories around the world took part to the study and different experimental models, materials and methods have been used, compared and are discussed.

2 Methods

Six independent laboratories (3 in Italy, 1 in Germany, 2 in USA); 3 test series of cumulative increasing concentration-response curves: Fluoxetine (FLU), Muscimol (MUS), Verapamil (VER); 5 brain models: mouse cortex (E14-15), cryopreserved mouse cortex (E14-15), murine Balb-C (E16) cortex, rat cortex (E16-18), and newborn (0-24h) rat cortex; More than 100 independent experiments (about 700 hours of recordings) with different recording systems (Multichannel System, Plexon and custom systems); Common acceptance criteria on morphology and spontaneous electrophysiology; 8 different electrophysiology parameters: mean firing rate, mean bursting rate, burst number, mean burst duration, mean number of spikes in burst, mean inter-burst interval, spike number, spike in burst vs total.

3 Results

Results show high levels of intra- and inter-laboratories reproducibility and robustness. Network firing rate (i.e. MFR) has been identified as the best parameter for neurotoxicity assessment (Fig.1).
Fig. 1. The dose response curve for the Verapamil

The IC50s have been extracted from normalized mean firing rate (MFR). Tab 1 reports the IC50s for the studied compounds.

<table>
<thead>
<tr>
<th></th>
<th>IC50 [μM]</th>
<th>Stddev [μM]</th>
</tr>
</thead>
<tbody>
<tr>
<td>FLU</td>
<td>2.17</td>
<td>0.21</td>
</tr>
<tr>
<td>MUS</td>
<td>0.24</td>
<td>0.03</td>
</tr>
<tr>
<td>VER</td>
<td>3.45</td>
<td>0.35</td>
</tr>
</tbody>
</table>

4 Conclusions

Results are very robust and the presence/absence of serum during recording is likely to explain the achieved differences.

Participants used different electrophysiology descriptors to assess the reagents effects but the mean (total) Firing Rate has been identified as the best one: it is sensitive, robust, can be easily extracted and it is less affected by the applied “detection method”.

The quality of the recording depends on the quality of the network that is expressed by the very well defined bursting behaviour, where burst are (relatively) frequent packages of activity separated by periods of silence.

Selection criteria have been discussed and refined, three criteria are left:

1. Quality of bursting activity → the active electrodes have to have well defined burst (with specific frequency (at least 6bursts/min)) where burst is activity in between (relatively long lasting) silent period
2. Spike detection → S/N ratio, minimum requirement 2:1 (around 6times rms)
3. Spiking activity → total number of spike at least 30 spikes/min (not at unit level but at channel level)

In order to be sure that the network expresses the typical bursting activity a minimal culture age of 3 weeks in case of newborn cortex neurons and 4 weeks in case of embryonic cortex neurons is required (i.e. minimal age requirement).
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Bioimpedance spectroscopy of an epithelial cell culture on a MEA chip
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Bioimpedance measurement of cell cultures during their growth phase has been used to monitor the progressing cell growth of an adherent Caco-2 cell culture. A microelectronic interface with MEAs or IDES was fabricated on glass substrates by microlithographic methods. A cell culture of Caco-2 cells was grown directly on the sensor surface. The electrode structure was used to measure the impedance of the cell layer in a 2-terminal and 4-terminal measurement configuration. The growth of the adherent cell monolayer could be electrically monitored and showed changes of the impedance by a factor of 8. The electrical impedance showed a good correlation with the biologic growth process of the Caco-2 monolayer.

1 Background / Aims

Pharmacological research increasingly applies cell cultures for drug screening as well as for drug transport studies. The increasing demand for inexpensive and fast scanning of new pharmaceutical substances and testing of their bioavailability have resulted in a rush for cell culturing methods. For orally administered drugs the transport through the epithelial barrier of the intestine is a pharmacologically most relevant process. To test the barrier function of the epithelial monolayer the electrical resistance of the cell layer has been found to be an accurate indicator.

In this study we demonstrate the diagnostic potential of impedance spectroscopy for Caco-2 cell cultures. This adherent epithelial cell line represents an acknowledged pharmaceutical model for the human intestine [1]. The Caco-2 cell culture is seeded on top of the microelectrodes and subsequently grows directly on the microelectrodes. The characteristic electrical properties of human Caco-2 cell cultures are investigated by impedance measurement. The electrochemical analysis of ex-vivo cultures allows continuous, non-destructive analysis of living cells. From the transepithelial electrical resistance (TEER) biological parameters such as cell density or confluence of cell layers have already been successfully derived [3]. The goal of our work was to establish electrochemical impedance sensing as non-invasive, in-situ monitoring method for living Caco-2 cell cultures. This work introduces different microelectronic sensor systems for adherent Caco-2 cell cultures directly grown on the sensor interface.

2 Methods

Using lithographic methods microelectrodes were fabricated on glass substrates. Different configurations including microelectrode arrays (MEAs) of regularly arranged microelectrodes down to 2x2 μm size as well as interdigitated electrode sensors (IDES) with 2 electrodes for 2-terminal measurement and with 4 electrodes for 4-terminal measurement were realized (Fig. 1). The electrodes were fabricated from gold by physical sputter deposition. Insulating layers were fabricated by plasma enhanced chemical vapour deposition. The microelectrode substrates were measured by a LCR-meter allowing to measure the impedance in a wide frequency range from 50 Hz up to 1 MHz.

Caco-2 cell cultures were directly grown on the sensor interface (Fig. 2). The cell suspension was directly seeded on to the sensor areas and cells were allowed to proliferate for up to 14 days in RPMI-medium. Cell culture growth was performed within an incubator to guarantee suitable and constant growth conditions. The microelectrodes were permanently connected to the electrical measurement setup, so that...
a continuous measurement became feasible. Data were recorded by a computer.

3 Results

The Caco-2 cells were grown directly on the microstructured surface. A continuous cell layer was observed (Fig. 2) and fluorescence markers specifically bonded on the cell membrane proved a dense package of cells without any gaps.

Continuous monitoring of the electrical parameters of cell cultures was performed [2] with impedance measurement systems. An alternate current (AC) signal with voltage amplitudes below 500 mV was introduced to protect cells and nutrient from galvanic reactions. Basolateral and transepithelial electrode configurations with 2-terminal or 4-terminal configuration were evaluated. For evaluation of the different microelectrode setup impedance spectroscopy of inorganic electrolytes including physiological 0.9% NaCl-solution and electrolytes of different pH was performed. A calibration for concentration gradients as well as pH-changes was made. 2-terminal sensors proved sensitive above 5.000 Hz while 4-terminal sensors proved sensitive already above 200 Hz.

The cell growth was monitored by the frequency-dependence of the systems response and showed decreasing impedance with increasing frequency (Fig. 3). Especially the range between 200 to 2,000 Hz displayed strong changes of the impedance during growth of the surface adherent Caco-2 monolayer.

The change of the impedance during Caco-2 cell growth was extracted for the selected frequency of 805 Hz. Changes were illustrated as relative change compared to the initial value. Significant signal changes of the impedance (up to 7-fold) were observed as result of the cell layer growth (Fig. 4).

4 Conclusion

Different microelectronic sensor designs were successfully compared. The 4-terminal sensor proved more sensitive over a wider frequency range than 2-terminal sensors. With 4-terminal probes electrode impedance was strongly reduced so that a lower frequency range became accessible. Ion concentration gradients as well as pH-gradients can be detected by impedance spectroscopy. Electrochemical impedance of living cells could be monitored from seeding to confluence of the cell layer. With the presented approach a continuous, non-destructive monitoring of growth of Caco-2 cells on the sensor was demonstrated by impedance spectroscopy.
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The effects of twelve pyrethroid insecticides on spontaneous electrical activity were investigated in primary cultures of cortical neurons grown on microelectrode arrays. GABAergic transmission was blocked by bicuculline and SCH50911, and concentration-dependent effects of each pyrethroid (1 nM - 50 μM) were examined. All compounds caused a concentration-dependent reduction in spike frequency (#spikes/min). Cyhalothrin was the most potent compound tested, with an IC₅₀ value of 25 nM for spike frequency inhibition. Resmethrin was the least potent compound tested with an IC₅₀ value of 16.9 μM for spike frequency inhibition. Relative potency for each compound was determined using deltamethrin (an IC₅₀ value = 175 nM) as an index chemical. These relative potency values were then compared to in vivo relative potency values for eleven of the same chemicals determined using a behavioural activity assay. Despite differences between in vivo and in vitro assays, the relative potencies of the 11 chemicals were qualitatively comparable (how – qualitatively or quantitatively – or both) between the two different assays. These results indicate that MEAs can provide a reliable way to determine the relative potency for pyrethroids.
2.3 Recordings

Extracellular recording of action potentials were made as previously described [4] using hardware and software from Multichannel Systems (Reutlingen, Germany) except that a 128 channel, 4 amplifier system was used. All recordings were made in the presence of 20 μM bicuculline and 10 μM SCH50911 to block GABA-A and GABA-B receptors, respectively. Data were saved to a personal computer for later analysis.

3 Results

All twelve pyrethroids inhibited mean network spike rate in a concentration-dependent manner. λ-cyhalothrin was the most potent, while resmethrin was the least potent compound tested. The rank order of potency of the compounds is provided in Table 1. Compounds that are classified as Type II pyrethroids were in general more potent than Type I or mixed type pyrethroids.

4 Summary

The neurotoxicity of pyrethroid insecticides has been widely studied at the whole animal level as well as at the cellular and subcellular level. However, to date, the relative potency of pyrethroids on function of interconnected neurons has not been examined. In fact, relative potency of pyrethroids on mammalian neurons has been lacking for any measure. The data demonstrate that pyrethroids potently inhibit network activity in cultures of frontal cortex neurons. λ-Cyhalothrin was the most potent compound, while resmethrin was the least potent compound; being 100 fold less potent than deltamethrin. In general, type II compounds were more potent than type I or mixed type compounds. Qualitatively, this observation is consistent with in vivo relative potency estimates for pyrethroids [3]. Collectively, these data demonstrate that MEA approaches can be used to rapidly determine relative potency factors for neuroactive chemicals disrupting network activity such as pyrethroids. Even though toxicokinetic differences are not accounted for by the in vitro MEA measurements, the results are qualitatively consistent with in vivo measures of relative potency.
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Table 1 IC₅₀ and Relative Potency Values for inhibition of mean spike rate by pyrethroid compounds.

<table>
<thead>
<tr>
<th>Compound</th>
<th>IC₅₀ (nM)</th>
<th>Rel Potency</th>
</tr>
</thead>
<tbody>
<tr>
<td>λ-Cyhalothrin  (II)</td>
<td>25</td>
<td>7.000</td>
</tr>
<tr>
<td>Deltamethrin (II)</td>
<td>175</td>
<td>1.000</td>
</tr>
<tr>
<td>Cypermethrin (II)</td>
<td>181</td>
<td>0.967</td>
</tr>
<tr>
<td>β-Cyfluthrin (II)</td>
<td>305</td>
<td>0.574</td>
</tr>
<tr>
<td>Bifenthrin (I)</td>
<td>439</td>
<td>0.399</td>
</tr>
<tr>
<td>Tefluthrin (I)</td>
<td>499</td>
<td>0.351</td>
</tr>
<tr>
<td>Permethrin (I)</td>
<td>719</td>
<td>0.243</td>
</tr>
<tr>
<td>Esfenvalerate (I/II)</td>
<td>809</td>
<td>0.216</td>
</tr>
<tr>
<td>S-Bioallethrin (I)</td>
<td>1525</td>
<td>0.115</td>
</tr>
<tr>
<td>Fenpropathrin (I/II)</td>
<td>1518</td>
<td>0.115</td>
</tr>
<tr>
<td>Tetramethrin (I)</td>
<td>3250</td>
<td>0.054</td>
</tr>
<tr>
<td>Resmethrin (I)</td>
<td>16850</td>
<td>0.010</td>
</tr>
</tbody>
</table>

Mean spike rate was determined in the absence and presence of increasing concentrations of pyrethroid compounds and the concentration-response data were fitted to a sigmoidal concentration-response using GraphPad Prizm to determine IC₅₀ values. The relative potency (rel potency) of each compound was then determined using deltamethrin as an index chemical. Deltamethrin was selected as the index chemical due to the large amount of data on this compound and its previous use as an index chemical for in vivo determinations of relative potency [3]. Type I compounds are denoted with (I) following the compound name, type II compounds with (II) and mixed compounds with (I/II).
Profiling of acute neurotoxic effects of insect repellents with MEA-neurochip technology

O. H.-U. Schroeder1,*, D.G. Weiss2, K. Jügelt1, A. Gramowski1,2
1 NeuroProof GmbH, Rostock, Germany
2 Institute of Biological Sciences, Cell Biology and Biosystems Technology, University of Rostock, Rostock, Germany
* Corresponding author. E-mail address: olaf.schroeder@neuroproof.com

The microelectrode array (MEA) neurochip technology offers an attractive in vitro endpoint for neurotoxicity evaluation of chemicals in the context of regulatory requirements. Currently, neurotoxicity assessment required by the OECD and EC test guidelines is based solely on in vivo testing. In vitro recordings from cultured neuronal networks on MEAs represent a powerful method to evaluate the dynamics of activity changes in response to chemical exposure. MEA-neurochip technology combined with sophisticated data analysis methods represent a simplified model to study the electrophysiological behavior and are a powerful tool for this objective.

We tested as an example two insect repellents: DEET (diethyltoluamid, N,N-diethyl-3-methylbenzamide) and EBAAP (ethyl 3-[acetyl(butyl)amino]propanoate).

1 Methods/Statistics

With the MEA-neurochip technology, it is possible to generate three different kinds of results. First, with an acute application paradigm it is possible to assess the acute toxicity by determining general EC50 values. Second, the comparison of the induced changes of activity patterns with effects of previously tested reference substances can deliver insights into the mechanisms of action. Third, dose repeated treatments can be performed to characterize chronic effects.

We used primary frontal cortex networks on MEA neurochips to study the acute and chronic effects of the substances on the electrical activity regarding inhibition, excitability, synchronicity, oscillation, and burst structure. For all reference and test compounds we calculated 200 activity describing parameters which were used for data analysis.

Through pattern recognition analyses and comparisons with our database of 85 previously established substance profiles we obtain information on the possible physiological roles and modes of action.

2 Results

DEET has a lethal dose of LD50 for rats between 2170 and 3664mg/kg body weight. In acute tests with MEA-neurochips, the EC50 value for spike rate activity changes was 413 μM (Fig. 1).

The LD50 of EBAAP is 14,000 mg/kg body weight. In acute tests with MEA-neurochips, the EC50 value for spike rate activity changes was 2.48 mM (Fig. 2).
Subsequently, we compared DEET and EBAAP effects with those of 85 electrophysiological activity patterns of substances in our database. For DEET we determined significant similarities (in descending order) to Epibatidine, Apomorphine, Xli093, L-655.708, CTAP, Orexin B, NPY, NMDA, Valproic acid, and Cyclosporine A. For EBAAP, we identified considerable similarities (in descending order) to: Apomorphine, Xli093, Ultiva, AMPA, Zolpidem, lithium chloride, nor-Binaltorphine, Clonazepam, LaCl3 and SB 205384.

3 Conclusion
We showed that MEA-neurochip technology can deliver predictive quantitative and qualitative information for the assessment of potential neurotoxic effects of compounds. Thus, the MEA neurochip technology provides an attractive in vitro endpoint for neurotoxicity evaluation of chemicals in the context of regulatory requirements.
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New multi-target opioid peptides in drug development: Electrophysiological profiling using MEA neurochip technology
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Progressive pain associated with advanced stages of cancer is the major factor that destructs the last span of a patient’s life. Here more potent analgesics are needed. The focus of the EU project consortium NORMOLIFE is on the development of new, highly effective multi-target analgesics.

1 Methods

We used primary frontal cortex and spinal cord networks on MEA neurochips to study acute affects of peptides on the electrical activity regarding inhibition, excitability, synchronicity, oscillation, and burst structure. For all reference and new compounds we calculated 200 activity describing parameters which were used for data analysis. The complex description of activity changes of neuronal networks co-cultured with glia allows the quantification of the compounds’ complex modes of action. Our analyses provide multiparametric information on neuronal activity changes to assess the therapeutic or toxicological potential of neuroactive drugs. Through pattern recognition analyses and comparisons with data of established analgesic drugs we obtain information on the physiological activity and potency of the new synthetic peptides.

2 Results

We investigated the electrophysiological in vitro effects of 30 newly synthesised peptides by comparison with a substance database of a variety of well-characterized agonists and antagonists of the three opioid and other pain relevant receptor systems. Further, we developed decision criteria for the prioritization for further development of synthesised peptides as potential new analgesic drug candidates. These decision criteria are: binding affinities, EC values of in vitro experiments, multiple modes of action, similarity to the Sufentanil pattern for analgesic properties, and similarity to the Gabapentin pattern for anticonvulsive properties.

Fig. 1. Multi-target compounds: synthetic chimeric peptides combine molecular parts binding different receptors (opioid and neurokinin-1 receptors).

Fig. 2. Dose response curve of a multi-target compound.
3 Conclusion

With these results we have for the first time developed a predictive \textit{in vitro} model for the analgesic potency which is not solely based on a single parameter but rather on a description of the global activity changes. We demonstrated that an \textit{in vitro} model is feasible for the prediction of physiological behaviour. This is a promising prospect for the \textit{in vitro} MEA-neurochip technology, as it is a long-standing aim of drug development research.
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In vitro toxicity and cytotoxicity of the immunosuppressant cyclosporine A
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Neurotoxicity of immunosuppressive drugs such as cyclosporine A (CsA) is seen in patients after organ transplantation. The exact mechanisms by which these drugs induce neurotoxicity are unknown, so that we undertook a MEA-based study on the in vitro effects of CsA.

1 Methods/Statistics

We investigated neurotoxic vs. cytotoxic effects of acute and chronic treatments with CsA in three in vitro models: the MEA neurochip technology, an in vitro blood brain barrier (BBB) model, and conventional viability assays based on LDH. This approach can be used as a new tool for the advanced pre-clinical development of CNS pharmaceuticals and for safety pharmacology which lack predictive and reliable in vitro models. The MEA technology combines multi-site recordings with optimized multiparametric data analysis to evaluate the dynamics of spontaneous electrophysiological activity in response to chemicals. The in vitro BBB model provides important information of the compounds BBB permeability needed to complete in vitro neurotoxicity assessment.

2 Results

CsA shows toxic effects on the BBB at 100μM. Therefore, BBB model experiments have been carried out at 10μM. For acute and repeated dose (7days) exposure, BBB permeability coefficients were found to be 0.26x10⁻³ and 0.13x10⁻³ cm/min.

In cortical networks CsA induced an acute biphasic change of the electrical activity: a small decay at very low concentrations and an increase starting at 1microM, followed by total cessation of the activity at concentrations higher than 100μM (Fig. 2).

Within this concentration range CsA induced only a moderate LDH release of 15% (Fig. 3), indicating a higher sensitivity for functional neurotoxicity over cytotoxicity when overlaying the two functions (Fig. 4).
Fig. 3. Acute (1 day) LDH levels in the medium of primary neuronal network cultures indicate a comparatively low cytotoxicity.

Fig. 4. Comparison of neurotoxicity and acute cytotoxicity. Note that the secondary axis showing the LDH levels as indicators of cytotoxicity has been reversed (as opposed to Fig. 3).

Chronic treatment (7 days) of cortical cultures with CsA revealed an increase in cytotoxicity compared to acute treatment (1 day) (Fig. 5).

3 Conclusion

Taken together the damaging effects of CsA on the BBB and the toxic effects on the neurophysiology at the micromolar range, propose an explanation of its neurological side-effects. Thus, the combination of the MEA neurochip technology with the in vitro BBB model enables one to better predict the effects of potential drug candidates on the central nervous system, to define a rough therapeutic range and to indicate possible unwanted neurotoxic side-effects at an early stage in drug development.
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Characterization of a mice model of human epilepsy with Multi-Electrode Arrays
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We applied microelectrode array (MEA) recordings to study the generation and propagation of epileptiform activity in various connected regions of cortico-hippocampal slices obtained from Synapsin I/II/III knockout (TKO) mice and the effects of the synaptic vesicle-targeted antiepileptic drug levetiracetam (LEV). Synapsins (SynI, SynII and SynIII) are synaptic vesicle phosphoproteins playing a role in synaptic transmission and plasticity. TKO mice display an epileptic phenotype and mutation of the \textit{SYN1} gene is associated with epilepsy in man. We found that both interictal (IIC) and ictal (IC) discharges induced by 4AP were more pronounced and widespread in TKO mice, revealing a state of hyperexcitability of TKO networks. To get insight into the frequencies characterizing the IC seizures, we analyzed the average IC power spectral density (PSD) in the 10-50 Hz range in different cortical regions. TKO slices exhibited an increase of power for frequencies above 20Hz with respect to Wild-Type (TWT). To determine whether the hyperexcitability of TKO slices is also reflected by an increased spread of IC discharges and taking advantage of the spatial resolution of the MEA device, we measured the percentage of electrodes recording IC discharges over the total number of cortical electrodes. The spread of excitation was significantly higher in TKO slices than in TWT ones and treatment with LEV decreased the spread of IC discharges in the entorhinal of TKO slices. In order to better characterize the propagation of the IIC events in the hippocampus, we recently coupled MEA recordings with optical imaging using voltage-sensitive dyes by exploiting the possibility of simultaneous recordings with a high spatial and temporal resolution to reveal more detailed patterns of propagation.

1 Introduction

Genetically engineered mouse lines have provided a number of valuable epilepsy models with the potential to link epileptogenesis to changes in both selected genes and neuronal function (Noebels, 2003). The genetic deletion of the Syns in mice is of particular interest in this respect, because it represents the first model of epilepsy based on concomitant alterations of the release of excitatory and inhibitory neurotransmitters and because of the widespread distribution of these SV proteins in the synapses of the central nervous system. TKO provide a unique animal model to investigate cellular and network mechanisms underlying epileptogenesis, because mice are normal at birth but, from the second month of age, they start showing epileptic attacks whose severity increases with age. Moreover a missense mutation of the \textit{SYN1} gene was identified in a four generation family whose male members were affected by partial temporal lobe or frontal lobe epilepsy or by various combinations of epilepsy, learning difficulties, macrocephaly and aggressive behavior (Garcia et al., 2004)

2 Materials and Methods

Acute horizontal cortico-hippocampal slices (250 \(\mu\)m thick) were obtained from 3 weeks-old TWT and TKO mice. Slices were transferred over a planar MEA (500-30 TiN internal reference, Multi Channel System® - MCS, Reutlingen, Germany) coated with poly-ornithine (500\(\mu\)g/ml), and fixed by the use of a little platinum anchor. Experiments were performed at 34\(^\circ\). Spontaneous and electrically evoked activity was recorded on brain slices treated with 4-aminopyridine (4AP), a potassium channels blocker, that elicited typical epileptiform waveforms consisting of sporadic long-lasting IC seizures and frequent short-lasting IIC events [4]. IC discharges were principally present in the cortex, while IIC events were recorded from both hippocampus and cortex, sometimes propagating among these regions. Evoked epileptic activity was recorded for 3 sec after biphasic stimulation (amplitude: 1mA, duration: 40 \(\mu\)s for each phase) applied on the hilus. PSD analysis has been performed on the frequency range from 10 to 50Hz and the comparison among slices of different genotypes, treated or not with LEV was made with Kolmogorov-Smirnov test on the integral of the PSD distribution. Further experiments were performed on
hippocampal slices by coupling MEA recordings with voltage sensitive dye optical imaging. The voltage sensitive dye RH 795 (Invitrogen) was used to label cell membranes at a concentration of 0.1mg/ml. IIC events, evoked by stimulating in the hilus, were optically monitored with a CCD camera (Red Shirt imaging).

3 Results

Average power spectral density (PSD) histogram and average PSD integral in the 10-50 Hz frequency band were calculated for IC seizures recorded in 3-weeks-old TWT and TKO cortex (Fig. 1A,B). The PSD analysis revealed that IC events in slices from TKO mice were composed of a higher frequency components with respect to TWT (Fig. 1B). Cortical spread of IC events (Fig.1C), calculated as the mean percentage of electrodes recording IC discharges over the total number of the electrodes covering the specific brain area, was used as an estimation of the IC spreading in the entorhinal cortex of TWT, TWT+LEV, TKO and TKO+LEV mice.

The spread of excitation analysis showed a wider area involved with IC discharges for TKO with respect to TWT in the whole cortex, while LEV succeeded in confining the spread in a area similar to TWT in entorhinal cortex. (Fig. 1D).

Fine spatio-temporal monitoring of the propagation of IC events is allowed by MEA recordings. Multi-site recording and cross-correlation algorithms let us measure not only the direction but also the delays of each phase of the IC discharges.

4 Conclusions

MEA recording combined with voltage sensitive dye optical imaging is a very efficient approach to define neurophysiological mechanisms underlying in vitro epilepsy in slice preparation. This technique permit to precisely analyse parameters, such as the spread of excitation and cross-correlation among different electrodes, and to address confining and propagation issues on IC discharges.
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The A-beta 42/40 Ratio Is a Driver of Acute Synaptotoxicity and LTP Impairment
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The amyloid peptides Aβ42 and Aβ40 contribute differentially to Alzheimer’s disease progress. As a rule, Aβ oligomers but not monomers or fibers are associated with high neurotoxicity, but neither the structure nor conformation of Aβ toxic species has been determined so far. We show here that small alterations in Aβ42/40 ratio significantly affect the synaptotoxic potential of Aβ peptide assessed in brain slices and primary hippocampal cultures by means of MEA.

1 Methods

1.1 Amyloid-beta preparation

Pre-aggregate free Aβ40 and Aβ42 solutions were prepared from dry peptides (rPeptide, USA) using HFIP-DMSO based procedure. The final solution was solvent-free, which was confirmed by mass spectrometry. An aggregation of various Aβ42/40 ratios in buffer was monitored by means of Thioflavin T-based assay, transmission electron microscopy and FTIR [1].

1.2 Electrophysiology

Hippocampal neurons were isolated from E17-18 mouse embryos and plated on a MEA substrate (Multichannel Systems), Fig. 1. Spontaneous firing in neuronal cultures was recorded at 7th-11th DIV, before and after the treatment with Aβ, Fig.2. The threshold for spike detection was set to 5 standard deviations of the average noise amplitude.

Hippocampal slices (250 μm) obtained with a vibratome were kept in ice-cold ACSF solution and they were placed onto MEAs (Fig. 3) for LTP induction and recording. Test stimuli were delivered every 60 s and the amplitude was adjusted to 40% of the maximum field EPSP (fEPSP) response. Slices were perfused with Aβ dissolved in ACSF solution for 20 min before induction of LTP, and then LTP was induced by 2 trains of HFS (100 Hz) with 20 s interval. During LTP recording, Aβ solution was replaced with normal ACSF solution.

2 Results

We investigated how the aggregation time and mixture composition determine Aβ peptide synaptotoxicity in vitro [1]. Spontaneously active neural cultures grown on MEA chips were used for biological evaluation of Aβ species at sublethal concentrations. The spike firing frequency was taken as a readout of neuron electrical output. By use of MC_Rack software (Multichannel Systems), we computed the rate of firing by integrating all spikes picked up by every active electrode over 60 s [2].
We found that pre-aggregated mixtures containing 90-100% of Aβ40 ("physiological" mixtures) had no effect on neuronal electrical activity while pure Aβ42 but also some of its mixtures with Aβ40 ("pathological" mixtures) could readily suppress the spike firing in less than 30 min [1-2]. These data will be discussed in more detail during presentation. Preperfusion of adult mouse hippocampal slices with "pathological" Aβ42/40 mixtures caused LTP impairment in CA1 region compared to the LTP shown in control slices perfused with ACSF with the buffer instead of Aβ. On the other hand slices perfused with "physiological" preparations showed similar level of LTP as that of control slices, corroborating the toxicity pattern obtained on the primary hippocampal cultures.

We next explored the reversibility of acute synaptic dysfunction, and found that pre-treatment of neurons with anti-Aβ antibodies (6E10 or A11) fully protected the neurons from oligomer-mediated synaptotoxicity. Currently, we try to reveal whether or not immunodepleted Aβ preparations will fail to induce LTP impairment, too.

Overall, we will show that amyloid oligomer toxicity is a dynamic property which depends upon equilibrium between the two major Aβ species, Aβ40 and Aβ42. By means of a MEA-based read-out, we prove that the acute toxic impact of transient Aβ oligomers is synaptic in nature rather then cytotoxic.
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A MEA-based Assay of Adrenal Chromaffin Cells Spontaneous Firing Using Ion Channel Blockers
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Chromaffin cells express high-densities of Na⁺, Ca²⁺ and K⁺ channels and are able to fire action potentials when depolarized by pA currents. Their electrical activity determines the level of intracellular Ca²⁺ that controls the vesicular release of adrenaline and noradrenaline. Cultured rat chromaffin cells (RCCs) fire spontaneously at low frequencies (0.5-1.5 Hz) in a tonic or burst mode. Two open issues concerning RCCs spontaneous activity are still unanswered: is the firing a true physiological phenomenon or a consequence of cell alteration during intracellular recordings? How many RCC firing-modes do exist and what is their physiological function? We answered these questions using a MEA-based assay and ion channel modulators to understand the ability of these cells to fire spontaneously and to extend our knowledge regarding the involvement of different ion channel conductances in the modulation of the MEA-recorded action potentials shape.

1 Introduction

Rat chromaffin cells (RCCs) of the adrenal medulla have high access resistance at rest and possess sufficient high densities of Na⁺, Ca²⁺ and K⁺ channels to generate all-or-none action potentials (APs) when injecting small amounts of current (3-5 pA) through the cell membrane. In short time culture conditions, RCCs preserve their spherical shape and, unlike neuronal preparations, they do not develop dendrites and form neuronal networks. Unlike the neurons, where the ion channels distribution varies greatly from the soma to the dendrites or the axon, RCCs exhibit a homogeneous distribution of voltage activated channels that sustain spontaneous AP firing, thus decreasing the variability of extracellular waveforms that can be detected with MEA. These properties make the chromaffin cells an interesting model for studying extracellular AP activity.

Considering the different role of Na⁺, Ca²⁺ and K⁺ channels in the generation of action potentials we initiated a detailed study of the spontaneous (autorhythmic) firing of RCCs using a 60 MEA system made of 30 μm electrode diameter separated by 200 μm distance (MCS GmbH, Reutlingen, Germany). The purpose of the study was dual: 1) to monitor the spontaneous electrical activity of RCCs by means of extracellular recording, thus leaving unaltered and more similar to the physiological conditions the intracellular medium; 2) to identify the role of ion channels controlling AP firings by analyzing the changes of AP shape and bursting modes induced by selective ion channel blockers.

2 Materials and Methods

Isolated RCCs were plated on a MEA culture chamber and kept in a CO₂ incubator for 2-5 days before recordings. RCCs ready for recordings appeared as round spherical cells inter-dispersed within the 60 MEA. The standard extracellular...
solution contained (mM) 135 NaCl, 4 KCl, 2 CaCl₂, 2 MgCl₂, 10 Hepes, 10 Glucose (pH 7.4). All the drugs were directly injected in the MEA chamber and the signal where recorded 10 minutes after the administration.

For perforated patch-clamp experiments performed in current clamp mode (not shown) we used the same extracellular solution used for the MEA recordings and the intracellular solution contained (mM): 135 KAsp, 8 NaCl, 20 HEPES, 2 MgCl₂, 5 EGTA.

3 Results and Discussion

RCCs dispersed on MEAs form stable contacts and possess multiple spontaneous activities (Fig. 1) recorded in 25% of the active microelectrodes. RCCs had two distinct firing-modes: tonic (41%) and bursts (59%), which could occur in combination depending on the number of cells contacting the microelectrodes. Spontaneous activity lasted for the entire duration of the experiments and APs had different forms and amplitudes. They were mostly biphasic with either a prominent fast 1st negative peak followed by a smaller and slower 2nd positive peak (anti-capacitative response; proportional to \(-\delta V_m/\delta t\) (Fig. 1) or had nearly opposite shape (capacitative response) [1].

We were somehow surprised of the low percentage of microelectrodes that were able to monitor spontaneous firings in normal physiological conditions. This could be due to an intrinsic property of cultured RCCs or to the limited number of cells effectively contacting the MEAs. In order to quantify the amount of cells that were potentially able to fire spontaneously and were in close contact with the electrode, we activated the RCCs with the muscarinic receptor agonist methacholine (100 μM) that is considered to induce spontaneous firing in all RCCs. We then calculated the percentage of cells spontaneously active by comparing them to those that were firing only in the presence of methacholine (Fig. 2). Assuming that the number of active electrodes in the presence of methacholine represents 100% of the electrodes potentially able to monitor APs, we estimated that 68 ± 8 % of the electrodes where already active before methacoline administration and that in the presence of the agonist the percentage of active electrodes increased only by 32%. This allowed concluding that nearly 70% of cultured RCCs are spontaneously firing in normal physiological conditions.

It has been already demonstrated that RCCs possess high density of Ca²⁺-activated K⁺ channels (BK channels) mainly involved in the fast AP repolarization phase [2]. Recently, we have demonstrated the existence of tight coupling between L-type and BK channels in mouse chromaffin cells [3], thus we wanted to investigate the effect on both the spontaneous firing and AP shape induced by the BK channel blocker paxilline. Our preliminary experiments show that paxilline reduces the firing frequency and blocks the 2nd positive (or negative) AP peak (Fig. 3). This closely resembled the effects of adding nifedipine and confirms the functional coupling between L-type and BK channels already reported in rat and mouse chromaffin cells [2, 3].

4 Conclusions

Our preliminary experiments demonstrate that the MEA is an effective tool for studying drug action on RCCs excitability, allowing the detection of spontaneous APs from a large number of available cells without altering their intracellular environment as it occurs in patch-clamp experiments.
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The effects of alcohol on cortical cultures were investigated and analyzed using well-known mathematical and statistical methods. Dissociated cultures were plated on MEAs and ethanol administration took place up to concentrations of 150mM. Analysis included mean firing rates, raster plots, cross-correlation and conditional firing probabilities, complemented by ANOVA tests. Results indicate that although the network's activity is reduced, the strength of individual, persisting connections seems less prone to change by ethanol application.

1 Background

1.1 Effects of alcohol on human behaviour

The ‘Alcohol dependence syndrome’ has been well described by Edwards [1], presenting several different aspects of alcohol addiction. These effects can be mental or physical, including alcohol tolerance, physical dependence and inability to control intake [2]. It is also established that people stopping chronic alcohol consumption may suffer from epileptic seizures or delirium tremens [3].

1.2 Effects of alcohol on brain mechanisms

The results of alcohol on human behaviour can be attributed to neurological changes in the brains of the individuals. NMDA, AMPA and GABA₆ receptors have been implicated in these changes [4-6]. For example, ethanol acts as an NMDA receptor antagonist, while chronic ethanol consumption leads to their upregulation in order to compensate for the acute blockade. Reduced sensitivity to ethanol may lead to tolerance effects, while seizures can be explained by increased NMDA receptor availability after withdrawal [5]. Likewise, decreased GABA₆ receptor activation contributes to tolerance [4].

1.3 Effects of alcohol on cortical cultures

In order to understand alcohol mechanisms in the central nervous system (CNS) both cellular and networks studies should take place. Single cell studies provide information about the isolated cellular response. Simple networks may be more appropriate to study brain mechanisms. The aim of this study is to show the effects of ethanol on the network level.

2 Methods

2.1 Preparation and experiments

Cortical cells were extracted from newborn Wistar rats (P1) and plated on a 60 electrode MEA. MEAs were filled with 700ml R12 medium [7] and stored in an incubator, under standard conditions. A total of 11 experiments were conducted using 4 different cultures, aged between 14 and 19 days in vitro. Ethanol was administered in a sterile environment outside the recording set-up, using a micropipette. We made a stock solution of ethanol in R12, in such concentration that addition of 5ul (<1% of the total volume) to the culture medium yielded a 25mM concentration increase. After the baseline phase, we added 5ul of plain medium to check the procedure’s effects (control phase). Then, we increased the ethanol concentration to 50, 100 and 150mM in sequential steps.

2.2 Analysis methods

We analyzed both the activity and connectivity of the network. Activity was analyzed by means of Mean Firing Rates (MFRs) and raster plots, while the connectivity was visualized with cross-correlograms and conditional firing probabilities (CFP) [8]. In a cross-correlogram the peak’s absolute value depends on the number of events, making difficult their interpretation and comparison. The CFP algorithm is cross-correlation based and aims at solving this problem. In the CFP algorithm all phases were divided into datablocks of 2¹² spikes each. ANOVA was used to test the significance of the effects.

3. Results

3.1 Activity

Ethanol significantly (ANOVA, P<0.05) reduced the total activity of the network in a dose-dependent way. However, it is evident from the dose-response curve that even at the concentration of 150mM the activity reduction did not saturate (figure 1). Raster plots (figure 2) showed a decrease in both tonic activity and bursts accordingly.
Figure 1. Dose-response curve, presenting the normalized MFRs of all cultures (mean ±SEM). All curves were normalized to the average of baseline and control phase.

Figure 2. Example of raster-plots. A random two-minute period was chosen in each phase.

3.2 Connectivity

Figures 3-5 show six randomly chosen cross-correlograms among all possible pairs of electrodes. The control phase appears similar to baseline, while ethanol reduced the connection strength. In some cases, the strength of the connection seemed to increase with ethanol administration (figure 5, right). Analysis of individual connections with CFP (figure 6) showed that the strongest connections were, on average, not dependent on ethanol.

Figure 3. Cross-correlograms of two randomly chosen electrodes

Figure 4. Cross-correlograms of two randomly chosen electrodes illustrating the effect of ethanol.

Figure 5. Cross-correlograms of two randomly chosen electrodes illustrating the effect of ethanol.

Figure 6. Examples of individual functional connections. Each phase is represented with a different background colour.

4 Discussion

Ethanol administration gradually reduces the network’s activity. Our results agree with cellular studies showing a 50% reduction of AMPA and NMDA mediated currents around 150mM [6]. The peaks of cross-correlogram both increased and decreased with ethanol administration. On the contrary, CFP strengths reveal highly stable values. The difference is possibly due to the dependence of the cross-correlogram on the actual number of events. Our finding that the strongest connections remain unaffected, despite the general activity decrease, might indicate that alcohol mainly influences the weaker connections. However, it seems more likely that alcohol enhanced GABAergic responses in the networks. CFP, like all cross-correlation based methods, is more sensitive to excitatory connections. If the decrease in the MFR is mostly due to enhanced GABAergic function this could explain why the connections’ strength curves do not follow a decrease similar to that of the MFR.
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Our laboratory is identifying neuroprotective strategies against ischemic-like injury in neuronal cultures. Typically, viability/toxicity assays are employed to assess efficacy, but these assays provide no information as to whether neuronal function in a network is preserved, either during a drug application alone or during pairing with an injury. Efforts have begun to evaluate if paradigms that induce neural protection (preconditioning-induced tolerance) by live/dead assays preserve neuronal network activity and functional connectivity in cultured cortical neurons.

1 Introduction

Cerebral ischemic stroke is caused by a clot impeding flow of blood, resulting in a core infarct and a surrounding region (penumbra) of at-risk brain tissue. Clinical care entails the use of ‘clot-busting’ drugs within 3 h, a time constraint which results in < 10% of patients receiving treatment. What is urgently required is additional therapy directly targeting causes of neuronal demise (neuroprotection). Conventional viability/toxicity assays provide no information as to whether functional connectivity (i.e., the pattern of neuronal interactions in a network) has been disrupted.

Our laboratory identifies neuroprotective strategies in neuronal cortical cultures against an ischemic-like injury, termed oxygen-glucose deprivation (OGD). Using viability/toxicity assays from 12-well plates, we have identified a neuroprotective platform requiring combination-therapy: first, prior to OGD, pro-survival signal transduction pathways are activated in order to induce a neuroprotective endogenous stress response, a process termed ‘preconditioning’ and; second, since preconditioning only delays – but does not prevent – an excitotoxic build-up of extracellular glutamate during OGD, an anti-excitotoxic receptor antagonist cocktail must be administered at the time of this glutamate surge during OGD.

Multielectrode array interfaces (MEAs) enable non-invasive, chronic recording of spontaneous neuronal activity and provide a means to examine spatiotemporal patterns of network activity. Hence, MEAs may be appropriate in providing high information-content screening of neuroprotective drugs or therapies suitable for eventual translation to the clinic. The immediate goal is to determine if naïve neurons can tolerate drugs used in the neuroprotective platform, with a longer term goal of determining whether this platform provides functional neuroprotection against OGD.

2 Materials & Methods

Initial efforts are involved in evaluating the suitability of acutely-dissected or cryopreserved (QBM Cell Sciences) primary rat cortical neurons (E18) grown for up to 28 days in vitro (DIV) on MEAs obtained from MultiChannel Systems (MCS). Statistical dependencies across all pairs of electrodes were evaluated by pairwise cross-correlations (CCs) in the occurrence of spikes. CCs provide an estimate of the degree to which different locations on the array interact with each other.

3 Results

Typically, acutely dissected neurons display spontaneous activity characterized by periods of highly synchronized events interspersed by periods of relative quiescence (Fig.1A). Pairwise CCs obtained from 20 min of spontaneous recording show that most pairs of electrodes have a low-to-moderate CC, with a few pairs having relatively high CC (Fig.2A).

Taking the matrix of pairwise CCs as a starting point, we identified “network hubs”, defined as channels that have a high graph betweenness-centrality [1] (Fig.2B). These hubs remained relatively stable over 28 DIV (Fig.2C). Similar results were obtained from cryopreserved neurons (not shown).

Next, we examined the effect of a potent preconditioner, 4-aminopyridine / bicuculline, for which we have shown that a 48 h application to cultured cortical neurons induces a phenotype able to resist otherwise lethal OGD for up to 72 h after 4-AP/bic washout [2]. 4-AP/bic was added to 15 DIV cultures on MEAs for 48 h. One h following
administration of 4-AP/bic, we observed a marked up-regulation of network activity, followed by down-regulation 36 h later (Fig. 1B, C). This reduction in network activity is consistent with down-regulated homeostatic synaptic scaling [3].

Fig. 1. Raster plots depicting spiking activity before (top panel) and during (middle and bottom panels) exposure to 4-AP/bic.

A.

B.

C.

Fig. 2. The graph centrality of different electrodes is stable over days in vitro. A. Example of a 64x64 correlation matrix obtained by computing pairwise cross-correlations across all electrodes of an MEA. B. Betweenness-centrality of all electrodes from graph depicted in A. Arrows identify electrodes with top 5% centrality. C. Betweenness-centrality for each day in vitro (x-axis) compared to the following day (y-axis). Each point is an electrode on the MEA. Dashed line indicates slope of best-fitting linear regression (r²=0.25, p <.001).

4 Conclusions
Translation from viability/toxicity assays to MEAs is ongoing, with progress made in understanding how network activity changes during development in cultures, as well as during a neuroprotective regime. 4-AP/bic preconditioning induced a marked down-regulation in network activity, which likely underlies tolerance to OGD. Current efforts are focusing on determining if neuroprotection alters neuronal interactions, and how different preconditioners compare with 4-AP/bic in their effect on activity.
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We have developed in collaboration with MultiChannel Systems a new MEA device aiming at increasing the throughput of antiepileptic drug (AED) screening, using brain slices preparation. Important features of this new device are first, connexion of the entire system through a single USB port, parallel processing of data collected from up to four MEAs on a single computer and possibility to use this system in culture conditions. These developments open new possibilities to epileptogenesis studies on acute slices or on cultures.

1 Introduction

1.1 High value of phenotypic screening for AEDs discovery and its limitation

Considering the most prescribed and efficient anti-epileptic drugs on the market, it is noteworthy that these compounds were identified using a phenotypic screening strategy in vivo. Such strategy faces throughput issues, due to ethical and practical considerations. Up to now, in vitro phenotypic screening of novel AEDs was also difficult, due to the relatively low throughput of models such as extracellular field recordings in brain slices.

1.2 A new strategy for AED screening

To overcome this bottleneck we developed a new in vitro model of epileptiform activity in a 384 well format, using rat cultured hippocampal neurons and low magnesium-induced calcium oscillations. Activity is recorded by a microplate fluorescence reader (Hammamatsu). Using this model we already have screened a 28K proprietary library [1]. The most interesting compounds (about 150) were then directly evaluated in vivo in the maximal electroshock model (mouse). A dozen of compounds were found active in vivo but for those found inactive, it became mandatory to assess more thoroughly their potential antiepileptic effect in vitro, using a more elaborated model i.e. hippocampal slices/electrophysiology. Indeed, many parameters such as blood brain barrier penetration or pharmacokinetics parameters were unknown. Given the number of compounds, we needed a higher throughput than those provided by currently available devices.

2 Features of the new MEA device

2.1 Electrode number and connexions

To achieve adequate throughput and realistic recording time we needed to have a MEA system presenting more flexibility than the marketed apparatus. In collaboration with Multichannel Systems we defined the optimal characteristics of such system, including the possibility to record from multiple slices in parallel. For this purpose it was decided to separate the stimulating (n=12) from the recording electrodes, whose total number was reduced to thirty-two. In addition, stimulating and recording devices were mounted in a single unit with a USB port connexion. Given the electrical and power characteristics of today’s available PC’s, up to four units can be connected to a single PC, allowing up to eight slices to be investigated in parallel (2 PC x 4 MEAs). Moreover, each unit was designed in such a way to be compatible with the temperature and humidity of an
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incubator in view of long term recording of organotypic cultures.

2.2 Softwares

The MC_Rack program (Multichannel Systems) controls individually each unit. As epileptic activity observed in the zero magnesium conditions is spontaneous, recordings were performed continuously over periods of ten minutes using MC_Rack. While the technical development of a novel stimulation and amplifier system clearly opened new investigation possibilities, it displaced the experimental bottleneck to the analysis.

To overcome such difficulties we conceived a new software (MSlice) that was developed and runs with Matlab. MSlice identifies and classifies spontaneous epileptic bursts, in function of their amplitude and duration. While it would be beyond the scope of this work to describe in more details the MSlice program it suffices to consider that it efficiently reduced the analysis time from about 30 min for a manual inspection of the bursting activity recorded by a single electrode to less than 10 seconds.

3 Experimental protocol and data analysis

3.1 Experimental protocol

Following halothane anaesthesia, the brain of 3 to 8 week old rats were dissected and horizontal slices including the hippocampus and the entorhinal cortex were prepared using a cooled vibroslicer (Leica). Following recovery for at least 1 hour at room temperature in oxygenated artificial cerebrospinal fluid (ACSF), slices were transferred on the MEAs under visual control using a CCD camera connected to the PC (Microvision). The entorhinal cortex was oriented in order to be in contact with the largest number of recording electrodes. ACSF deprived of Mg2+ was then superfused and after one hour, the epileptiform activity was recorded during 10 minutes (control). Compounds to be studied were added to the superfusate for 40 minutes and recordings were performed during the last 10 minutes of exposure. All recordings were performed at a controlled temperature of 32 °C (± 1°C).

3.2 Data analysis

In view of the synchronous epileptiform activity of electrodes, the activity of a single electrode in the entorhinal cortex was analyzed and well reflected the activity of this structure. Data acquisition of six slices with in average thirty two electrodes and a sample interval of 200 μs generated about 4.6 Gbs / day of experiment. Using bin of 2 min, MSlice software coupled to a “macro” running with Excel (Microsoft) rapidly provided a picture of the epileptiform pattern defining the number of epileptiform events and the total time spent in bursting activity, allowing to separate ictal-like from inter-ictal activities (Fig2).

4 Results and conclusions

We carried out an average of 5.8 successful recorded slices out of 6 running units and we were able to screen about 30 compounds (2 slices per compound) in about 3 weeks (1 FTE), showing the efficiency of the system.

When considering reference compounds, it is of interest to observe that they display significantly different pharmacological profiles. For example retigabine or lamotrigine decreased the overall bursting activity while others such as valproate mainly reduced the total bursting time with no major change in events number. This reveals that while both classes of compounds display efficacious antiepileptic activities their activity profile are clearly distinct. These data well illustrate the advantage of acute slices in analysing the mode of action of compounds. Getting a better understanding of the ictal and interictal activities and their modulation by antiepileptic molecules is expected to open new strategies in the design of active compounds.
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The sinoatrial (SA) node is a complex structure in which pacemaker cells at the node center activate surrounding atrial tissue, leading to spontaneous beating of the heart tissue. Using multielectrode arrays (MEA), we conducted detailed studies of the rabbit sinoatrial node with spatial resolution similar to much more technically demanding methods such as basket electrodes or MEA catheters used in vivo. We examined field potential morphology and wavefront conduction in the SA node, comparing the properties of the node center to those of the transition zone to the atrium. We also present an evaluation of the effect of reference ion channel inhibitors under high and low-K conditions which present risk factors for drug-induced arrhythmia: hyperkalemia and hypokalemia.

1 Introduction and Methods

1.1 Introduction

The sinoatrial (SA) node is a complex heart tissue that drives the surrounding atrial muscle from a spontaneously active pacemaking site at the node center. In rabbit, the SA node features a gradual variation in cell type from the center to the peripheral junction with surrounding atrial muscle¹. This diversity of cell type, combined with spontaneous activity, make the SA node an ideal subject for the study of ion channel activity and activation wave propagation *ex vivo*.

1.2 Methods

The SA node-atrial muscle preparation was isolated from rabbit heart and placed over the 60 electrodes of the MEA chip (200/30iR-Ti-gr, MultiChannelSystems, GmBH). The MEA chip was superfused with physiologic buffer with 95% O₂ and 5% CO₂ at 35°C. Spontaneous field potentials were recorded every 5 min during 20-30 min drug treatment following a 30-60 minute equilibration period.

The maximal negative derivative of the field potentials (-dV/dt) was taken as the nominal activation time for activation mapping. The conduction velocity was determined by the maximum activation time change within the tissue being sampled by the MEA. Based on real-time activation maps, the tissue sample was repositioned based on the region of interest.

2 Discussion and Results

2.1 Results

Localized sampling permits detailed investigation of drug effects

Due to the small array size and high spatial resolution of the MEA, it is possible to isolate a specific region of the sinoatrial node, for instance, the node center (See, for example, Figure 1). Application of the pacemaker current (If) blocker BMS-A slightly altered the node center activation pattern, but had a negligible effect on conduction time (Figure 2) and field potential morphology at the SA node center (Figure 3a); however, BMS-A dramatically slowed beat rate (Figure 3b).
Fig. 2. Compound BMS-A, a pacemaker current blocker, slightly altered the activation pattern at the SA node center but has a negligible effect on conduction time in the node center. (a) control, (b) BMS-A.

Fig. 3. At a concentration of 30µM, BMS-A slightly prolongs SA node center field potentials (a), but has a profound effect on beat rate and rhythm (b).

**Ion channel effects vary across the sinoatrial node**

Recordings of vehicle or drugs were made at the SA node center, and following a washout of the drug, the sample was repositioned to record from the SA node-atrial boundary region. The Na channel blocker Lidocaine (30µM) slowed conduction by a factor of 2 (Figure 4) and eliminated the Na spike in the atrial region of the SA node preparation, but had a minimal effect near the center of the node, where fewer Na channels are expressed (Figure 5).

Fig. 4. Application of 10µM Lidocaine doubles conduction time in atrial region of SA node (a, c) but has a negligible effect on conduction time in the node center (b, d).

The Ikr/hERG blocker Dofetilide had a minimal effect on conduction velocity in the transition region from SA node-center to atrium but prolonged the field potential duration and slightly lowered the beat rate.

Fig. 5. The effect of the sodium channel blocker Lidocaine on field potentials. (a) In the SA node center, where few sodium channels are expressed, Lidocaine has a minimal effect. (b) Near the SA node-atrial boundary the initial fast sodium peak is eliminated.

**MEA sinoatrial node preparations predict toxicity**

Reports of profound conduction disturbance and asystole in hyperkalemic (high serum potassium levels) patients treated for arrhythmia with Lidocaine prompted us to investigate whether or not the SA node MEA preparation could be used to study the hyperkalemia-lidocaine interaction. A companion study of the interaction of Dofetilide in hypokalemic conditions, a known risk factor for drug-induced arrhythmia, was also conducted.

Fig. 6. In hyperkalemic conditions, the proarrhythmic action of Lidocaine is enhanced (a → b → c). The conduction time enhancement factor above is 7; however, the average for n=5 trials was 3.7.

The conduction times with normal (4 mM) and high potassium levels (8 mM) were compared before and after application of Lidocaine (10µM). Hyperkalemic conditions exaggerated the slowing effect of Lidocaine on conduction velocity, decreasing it by an average factor of ~4 compared to normal potassium levels (Figure 6).
Dofetilide had a negligible effect on conduction time when applied under normal (4 mM K) and hypokalemic (2mM K) conditions. However, Dofetilide increased the field potential duration (FPD) by a factor of ~2 in low-K compared to normal-K conditions (Figure 7).

3 Summary and Conclusion

3.1 Conclusion

MEA technology allows detailed, high resolution, spatial analysis of field potential morphology and conduction velocity in sinoatrial node preparations, which present significant challenges due to the variation in cell types over a small area. We demonstrated activity of an If-inhibitor in SA node consistent with mechanism and in vivo electrophysiology findings; BMS-A slowed spontaneous beat rate of the SA node and induced missed beats in a concentration-dependent manner. We also found that the known risk factor of abnormal extracellular potassium concentration for drug-induced arrhythmia could be reproduced ex vivo using the MEA with an isolated sinoatrial node-atrial tissue preparation.
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To provide insights into the impulse propagation between cardiac myocytes, we performed studies of excitation spread with cellular resolution in confluent monolayers of cultured cardiomyocytes (CM). Multisite field potential have been recorded using microelectrode arrays (MEA) technology in a basal condition and in an arrhythmic condition. This last one has been induced by a high frequency electrical stimulation. In vitro spiral waves observed open a new way to test the anti-arrhythmic drugs or strategies at microscopically level.

1 Introduction

The fibrillation phenomenon is characterized by a high irregular excitation rate responsible for erratic atrial contractions. When it occurs, a wavefront reenters and hence re-excites the same area on the heart repeatedly as opposed to the normal “planar” wavefront emitted by the sinus node that depolarizes the myocardial tissue only once per cardiac cycle. Many studies have been performed and reported that functional reentrant spiral waves (SW) are present in animal cardiac atrial [1-4]. It is commonly accepted that atrial or ventricular fibrillations are both caused by multiple chaotically wandering electrical wavelets leading to chaotic uncoordinated contractions. But the opinions on how these wavelets arise differ. Jalife et al. [5] suggest that wavelets could be the result of a single excitation source. Jalife et al. [5] suggest that wavelets could be the result of a single excitation source. Thankful to the tissue’s heterogeneity, waves with high frequency emitted from this source conduct in all directions and without the same speed on the tissue. In this case, waves collide into wavelets. So the aim of this study is to verify this hypothesis, i.e. to induce an experimental fibrillation phenomenon in order to identify, at a cellular level, the electrophysiological mechanism involved in its initiation and perpetuation. In this paper, some results corresponding to the generation of spiral wave at cellular level are given. For more details, different results can be found in our papers [6-11].

2 Materials and Methods

Neonatal ventricular myocytes were prepared from 1 to 4 days-old Wistar rats by trypsin-based enzymatic. The cell suspension was preplated twice in the culture medium and grown on Microelectrode Array (MEA) which allows non-invasive synchronous multifocal field potential (FP) recordings. Cardiomyocyte (CM) cultures (> 90%) were seeded at a final density of 10^5 cells per cm^2 in the cultured medium. Cultures were incubated in a humidified incubator and were used after 4-5 days of growth, a step at which confluent and spontaneously beating cell monolayers were obtained. FP corresponding to the extracellular potentials from a 2-5 cells area were recorded to approximate activation maps with one “electrical unit” resolution. The FP parameters (rate, duration ...) derived from these activation maps are confirmed as homogenous throughout the recording area. Then, the CM has been stressed using an external high frequency electrical signal of stimulation. Since this high rate stimulation is able to induce fast and irregular electrical activities which mimic fibrillation patterns, it provides a way to verify the hypothesis proposed by Jalife et al. These fibrillation waves are then analyzed more precisely by reconstructing an electrical activation map.

3 Results

Figure 1. illustrates the FP train for all electrodes without stimulation (4096 samples). The variability of the FP frequency was analyzed. Figure 2 presents the distribution of the first four periods of the FP train corresponding to data presented in Fig. 1. This analysis indicates the slight variability of the FP frequency. This variability may be due to a remodeling phenomenon of gap junctions or the fluctuation of the ionic channels or changes in the propagation path.
CM cultures were then stimulated by an external electrical signal, consisting in a stimulation train in one point at the edge of the MEA. After this stimulation protocol, the recorded electrical activities were faster and irregular as illustrated in Fig. 3. The rate was irregular compared to the one in Fig. 1.

Several spiral waves were observed during induced arrhythmias (Fig. 4). The observation of activation map during arrhythmias revealed an average of $3 \pm 1$ SW within the surface mapped. Rotation waves appeared to be random and could change from one period to another. SW was unstable in location and could move inside or outside the recording area. SW had a mean radius of $400 \pm 100$ mm and a mean angular velocity of $225 \pm 30$ rotations per minute. Unstable reentrant and colliding wavefronts were also observed during a total of 180 min per arrhythmic episode.

4 Conclusion
In this work, cardiac impulse propagation has been investigated and sustained fast irregular arrhythmia have been induced in neonatal rat cultured CM. According to the results presented here, unstable spiral waves with randomly changing location and rotation waves can be precisely characterized using a MEA data acquisition system. This novel in vitro
model of sustained induced arrhythmias, mimicking fibrillation patterns, may be helpful in the comprehension of atrial fibrillation in clinical situations and be useful for testing AF interventions. Within the limitations inherent to the preparation used, the cultured CM monolayer is a controlled experimental model that may be useful for further studies on the basic aspects of fibrillation and defibrillation.
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The timing of cardiac excitation must be precise in order to maintain a healthy, regular heart beat. The QT interval of an electrocardiogram is a measure for the electrical excitation of the ventricles. A drug-induced prolongation of the QT interval indicates the potential risk of a proarrhythmic drug effect and thus is an important parameter in safety pharmacology. Several systems are available to test for drug side effects on heart function, all with individual disadvantages: Heterologeous expression systems yield detailed information on single ion channels without providing ion channel complexity of cardiomyocytes. Isolated cardiomyocytes in turn reflect the heart’s ion channel composition but lack multicellular aspects, whereas organ systems like Langendorff heart are costly. In contrast, ventricular heart slices offer a superior alternative, merging the advantages of the above mentioned systems. Here, we developed ventricular heart slice preparations based on the method of Halbach et al. (2006) for guinea pig (GP) and pig, two species widely accepted in safety pharmacology and tested their pharmacological suitability.

1 Methods/Statistics

Hearts were removed and ventricles were cut horizontally or vertically into 300 μm slices in ice cold saline (0 mM Ca²⁺, 30 mM butane-2,3-dione monoxime) using a vibratome (VT-1000, Leica, Germany). After a resting phase of 1 h, a slice subset was recorded directly on 60 channel microelectrode arrays (MEA, Multichannel Systems, Germany) at 37°C in standard extracellular saline or DMEM. Extracellular stimulation was applied by bipolar circular electrodes (Science Products, Germany) mounted on a micromanipulator, and field action potentials (fAP) were elicited. Another subset of slices was cultured for several days prior to recording. Long term signal stability was tested by stimulus application up to one hour. Pharmacological substances were applied by bath perfusion or direct application. Dose-response relations were obtained by cumulative drug application.

2 Results and Conclusion

Freshly prepared heart slices displayed a high viability and could be stimulated repetitively for 1h. fAP duration (221 +/- 6 ms GP, 238 +/- 21 ms pig; Fig.1A) remained stable (<10 % change after 40 min), a major requirement for substance tests. Inhibitor application of the ether-a-go-go-related gene product, an important potassium channel during repolarization, prolonged the fAPs substantially (e.g. 300 nM dofetilide: 121 % in GP and 119 % in pig, respectively; Fig 1B), corresponding to a QT-interval prolongation in the intact heart. Signal propagation velocity was prolonged (122.5 % and 121.5 %, respectively).

Slices could be cultured for up to 3 days in GP and 7 days in pig and could be stimulated reliably at 1 Hz during this time. fAP properties were comparable to fresh slices (fAP duration 281 +/- 36 ms (GP) and 334 +/- 59 ms (pig) indicating a well preserved functional state of the underlying ion channels.

Taken together our data indicate that these organotypic heart slice models combine the convenience of a culture system with the informative value of an organ system. Furthermore signal propagation can be investigated due to the 2D structure of the preparation on the MEA. The capability of long-term culturing of cardiac tissue reduces animal use and allows long term experiments in a controllable in vitro environment.
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Fig. 1 Field action potential recordings of ventricular pig heart slices. A: fAPs at the day of preparation (Aa) and after 6 days in vitro (Ab). B: Application of dofetilide prolongs the fAP duration. Ba: Superposition of traces during control (black) and in presence of 300 μM dofetilide (grey). Bb: Magnification of the repolarization phase. C: Signal propagation of the fAP. Signal propagation in a ventricular GP slice. Area corresponds to the MEA electrode field, electrodes marked as circles. Voltage deflection is false color coded. White: depolarization, black hyperpolarization. Ca: t=0 ms, Cb: t=14 ms. Star: stimulation point
To Study the Relevance of $K_{ATP}$ Channels in Pharmacological Preconditioning Using MEA
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Adenosine-5'-triphosphate dependent potassium channels ($K_{ATP}$ channels) are believed to be a potential target for pharmacological preconditioning (PPC) [1, 2]. In the present study, the effects of $K^+$ channel openers (KCOs), pinacidil (PIN), SDZ PCO 400 (SDZ), and diazoxide (DZ) were determined. Furthermore, the effect of PIN was also investigated on metabolically compromised cardiomyocytes induced by a metabolic inhibitor sodium azide (NaN$_3$). We demonstrated that PIN acts by preconditioning the myocytes by $K_{ATP}$ channel activation thereby providing cardioprotection.

1 Introduction

Preconditioning describes the phenomenon of exposing the heart to one or more short cycles of metabolic conditions to mediate cardioprotective effects. Thus the heart is more resistant in the long-term ischaemia or hypoxia. Even though the preconditioning effect is not fully understood and discussed controversially, it is revised that $K_{ATP}$ channels play a crucial role in both, pharmacological and ischaemic preconditioning. Recently published data considers that the sarcolemmal $K_{ATP}$ (sarcK$_{ATP}$) opener may have energy saving properties, which may help to overcome metabolically compromised conditions [3].

Investigations into the effects of hypoxia, ischaemia, and the associated PPC have been made possible using the microelectrode array (MEA). This technique has been used by many groups in interdisciplinary cardiovascular research [4, 5, 6]. Contrary to other existing methods, MEA utilizes a non-invasive means to study cell functions enabling long-term experiments.

2 Methods

A custom made 64-channel MEA system was used [7]. The (i) beat frequency [beats per minute, bpm], (ii) extracellular action potential (exAP) amplitude [mV], and (iii) propagation velocity through the cultured myocytes layer [cm/s] were measured. Recordings are based on the use of MED64 conductor 3.1 (Alpha MED Sciences Co. Ltd. Japan). Data processing was performed with a custom-made MATLAB$^\text{®}$ implement.

Figure 1: Diagram shows the time chart of the pharmacological preconditioning experiment. PPC was mediated by pinacidil (PIN), while chemical hypoxia was induced (CIH) by NaN$_3$. White boxes represent drug-free periods with culture medium (CM) only, whereas black boxes represent medium containing drug.
3 Results
Under normoxic conditions, SDZ, a mitochondrial K\(_{\text{ATP}}\) (mitoK\(_{\text{ATP}}\)) opener, was more potent than PIN, a sarcK\(_{\text{ATP}}\) opener, in reducing beat frequency; whereas DZ, another mitoK\(_{\text{ATP}}\) opener, did not have any effect. Similar changes were also observed in terms of exAP amplitude and propagation velocity (Fig. 2).

Figure 2: Effects of pinacidil (PIN), diazoxide (DZ), and SDZ PCO400 (SDZ) on beat frequency (a), extracellular action potential amplitude (b), and signal propagation velocity (c) of cardiomyocytes cultured on MEAs (nPIN=18, nDZ=14, nSDZ=5) are shown. The effects of PIN and SDZ were concentration-dependent, with SDZ being more potent. DZ showed a concentration-independent effect on cardiac cells. The data are plotted as the percentage change in respect of the above parameters versus the drug-free control (mean ± standard error of the mean, SEM) in the presence of different KCO concentrations (log M).

Under hypoxic conditions, myocytes showed a reduction in beat frequency of 83.0% ± 4.9% (vs basal values, n = 4). The PIN pre-treated myocytes, however, were affected to a lesser extent with a reduction of only 46.4% ± 19.3% (n = 4) (Fig. 3).

Figure 3: Effects of chemical induced hypoxia (CIH) on beat frequency of embryonic cardiomyocytes cultured on MEAs (n=4) are shown. The cells were exposed to 10 mM of NaN\(_3\) in the absence (left column) or presence (right column) of PIN (50µM) pre-treatment. The results are expressed as the percentage change in beat frequency versus the drug-free control (mean ± standard error of the mean, SEM).

4 Conclusion/Summary
In the present study, PIN activates K\(_{\text{ATP}}\) channels and provides a cardioprotective effect on hypoxic cardiomyocytes.

The investigation into the effect of KCOs using the MEA may serve as a possible platform for scientists to obtain better insight into cardiac pathology.

However, future work needs to use selective KCO agonists and antagonists in order to characterise whether the beneficial effects of KCOs in preconditioning are due to the activation of sarcK\(_{\text{ATP}}\) or mitoK\(_{\text{ATP}}\) channels.
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Formation of Cardiac Cell Clusters on Commercial Multi-Electrode Arrays With Well Defined Biochemical Cues
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Both topographical and chemical patterns play important roles in cell biology and tissue formation studies [1]. In particular, chemical cues for cell culture can be easily obtained by soft lithography or micro contact printing, which have lead significant advances in understanding cell growth, migration, proliferation, and survival mechanisms [2]. In the case of cardiac cells, attention has been focused on the single cell patterning and the cell to cell connection at single cell levels [3]. On the other hand, calcium wave propagation in cardiac tissues has been extensively studied but few of them relied on patterned surfaces [4]. It is also known that cardiac cell clusters can be spontaneously formed on a non patterned substrate [5] which results in particular beating properties of the system. It is therefore interesting to investigate the formation of and the coupling between cardiac cell clusters by defining more regular cellular networks with patterned substrates. The purpose of this work is to demonstrate such a controlled network formation with well defined chemical cues on a commercial multi electrode array.

1 Methods

Micro-contact printing [6] has been used to pattern fibronectin on a 60-channel multi electrode arrays (MEA, Multi Channel Systems, Germany). Primary 1 to 2 days old Sprague-Dawley rats were prepared with an enzymatic digestion procedure [7]. Field potentials of cell patterns were then recorded with a MSC preamplifier and a 16-channel analyzer (Powerlab, AD Instruments, USA). By changing the connection pins, the whole MEA mapping area can be covered. During the recording, optical images could also be taken to visualize the contraction and Ca²⁺ wave propagation with fluo 4-AM staining.

2 Results

To check the reliability of the patterning, 100μm line-and-space strips of fibronectin were printed with alignment on MEA substrates. Optical images of cultured cells confirmed the preferential cell attachment and the formation of cell clusters, as shown in Fig. 1(a) (white arrow indicating the orientation of the strips). Field potential (FP) recordings without stimuli showed spike-like signals, probably due to spontaneous beating of larger cell clusters outside the MEA zone. We noticed that the spike singles appeared randomly in different cell strips (ex. with electrodes 21 to 28) but they clearly showed a correlation on the same cell strip (ex. with electrodes 12 to 82), i.e., the observed spikes appeared successively in a cell strip with a propagation speed of 0.3 m/s, as shown in Fig. 1(b). We also noticed that the appearance of the FP spikes was much more regular after 5 days culture compared to that of 3 days culture, indicting a maturation of the cell cluster formation.

3 Conclusion

Micro contact printing can be used to pattern cardiac cell clusters. Each cell cluster aligned on a 100μm width strip forms a stabilized community for electric signal propagation whereas no clear correlation has been observed with different cell cluster strips.
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Figure 1. Phase contrast microphotograph (a) and 8-channel field potential recordings of the same cell cluster strip (electrodes #12 to #82) (b) of a MEA sample after 3 days culture.
Electrophysiological Studies of Human Embryonic Stem Cell–Derived Cardiomyocytes with Novel Microelectrode Arrays
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Microelectrode arrays (MEAs) are a convenient means of studying cardiac electrophysiology long-term in in vitro conditions. We have fabricated our own microelectrode arrays to study human pluripotent stem cell–derived cardiomyocytes in order to design models more suitable for our studies. We compared these MEAs to the well established commercial MEAs to see whether they are comparable in terms of detecting cardiac field potentials. Indeed, our own MEAs were able to detect cardiac field potentials generated by the cardiomyocyte clusters, which at best were in the millivolt range. Our aim is to produce custom-made MEAs with modifiable electrode layouts and custom cell culture environments based on this technology.

1 Introduction

Microelectrode arrays (MEAs) are a convenient means of studying cardiac electrophysiology long-term in in vitro conditions. Our aim is to manufacture own MEAs with custom electrode systems as well as to study possibilities to integrate other sensors in the custom-build MEAs. To test the capabilities of our fabrication process, we have built our own MEAs with commercially available electrode dimensions and layouts and tested them with human embryonic stem cell–derived cardiomyocytes (hESC-CMs). We compared these MEAs with commercially available standard MEAs (type: 200/30iR-Ti-gr, Multi Channel Systems MCS GmbH, Reutlingen, Germany) to see whether our MEAs are comparable to the well established commercial MEAs to detect cardiac field potentials. Our next step is to produce MEAs with custom electrode layouts and cell culture environments based on this MEA technology.

2 Methods

MEAs were built and designed so that electrodes were wet etched on e-beam evaporated Ti layer on a glass wafer and after that Si₃N₄ was PECVD deposited as insulator layer. Openings for the electrodes and contact pads were made with dry etching. Finally, oxygen plasma treatment was performed to improve the cell adhesion. The resulting layout had 58 square 30 μm x 30 μm electrodes and 200 μm electrode distance resembling their commercial counterpart.

H7 human embryonic stem cells were differentiated to cardiomyocytes by co-culturing them with mouse visceral endoderm–like cells as described before (Mummery et al., 2003). Beating hESC-CMs were mechanically excised from the well-plates and plated onto FBS and 0,1 % gelatine coated commercial and our own MEAs. The MEA signals were recorded with MC_Rack software for three minutes each after a two-minute stabilization period. The hESC-CMs were cultured for two weeks on our own MEAs (n=4).

Heart
Fig. 1. Phase contrast picture of a fabricated microelectrode array with adherent cardiomyocyte cluster differentiated from the H7 human embryonic stem cell line.

3 Results

The hESC-CMs adhered well on the MEAs (fig. 1). The contact between the recording electrode surface and the cells improved over the two week time course resulting in larger field potential amplitudes. Our own MEAs were able to detect cardiac field potentials generated by the hESC-CMs. Compared to field potential signals detected with the commercial MEAs, preliminary results show that our MEAs produce comparable signals in terms of detected amplitude and noise levels. At best we could record cardiac field potentials in the millivolt range (fig. 2).

Fig. 2. Cardiac field potential recorded with our own microelectrode array.

4 Conclusions

We set out to investigate whether we could produce our own MEAs to study the electrophysiology of hESC-CMs. We found that these MEAs behave the same way as their commercial counterparts. This test enables us to design custom-made MEA layouts in the future as well as to enhance the platform overall with new features such as integrating sensors for pH, temperature and oxygen.

These MEA prototypes serve as a starting point for subsequent development of the platform. Our aim is to further develop this platform to include application-specific electrode layouts as well as to combine different sensor techniques for online monitoring of, for example, temperature, oxygen and pH levels. We also aim to combine different stimulation features on these MEAs. Our main objective is to combine mechanical and electrical stimulation with the novel sensors and electrode layouts to create an active biomimetic cell culture environment.
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Heart slice preparation allows the study of cardiac function on the tissue level where the functional integrity of the tissue remains intact. In this study, short axis of the ventricular slices were cut at 300 μm thickness with the vibrotome. The field potential recordings (FPs) generated by the heart slices were recorded using the Micro-Electrode Array (MEA) system. These ventricular slices were subjected to 1 μM Isoprenaline (ISO) and 1 μM Bay K 8644 to examine their response to these drugs. Both ISO and Bay K 8644 increased Ca²⁺ influx. The increased of intracellular Ca²⁺ concentration led to an increase in peak-to-peak amplitude and a decrease in beating frequency. In conclusion, embryonic chick heart slices showed the typical cardiac electrophysiological characteristics.

1 Introduction
Heart slice preparation is a useful approach to study the cardiac function on the tissue level where the functional integrity of the tissue remains intact. In this study, we investigate the electrical activities from ventricular heart slices of embryonic chick using the Micro-Electrode arrays.

2 Methods
The atria of the explanted embryonic chick heart were removed. Following that, the ventricle was mounted in 4% low melting agarose gel. Short axis ventricular slices were cut at 300 μm thickness via the vibratome in ice-cold Ca²⁺-Free Tyrodes solution. Ventricular heart slices were transferred to ice-cold 0.9 mM CaCl₂ Tyrodes solution for 0.5 hour before transporting them into prewarmed DMEM containing 1% Pencillin-Streptomycin and equilibrated with 5% CO₂. The ventricular heart slice was transferred onto the MEA chip and replaced the DMEM with 1.8 mM CaCl₂ Tyrodes solution. Field potential recordings were performed using the MEA system. The heart slices were subjected to beta-adrenergic agonist, 1 μM Isoprenaline (ISO) and specific L-type Ca²⁺ channel agonist, 1 μM Bay K 8644, to evaluate whether these slices maintain the electrophysiological response of a whole heart.

3 Results
Spontaneous cardiac FPs of the ventricular heart slices were observed across all 60 electrodes when the temperature of the MEA medium was kept at 37°C. These stable and rhythmic spontaneous beatings usually lasted more than 10 minutes in the MEA. The percentage change in Inter-Spike Interval (ISI) and percentage change in peak-to-peak amplitude of the different drug treated slices with respect to their respective baseline (normal spontaneous beating with no drug treatment) were analysed.

ISO treated slices (n=3) responded with a higher peak-to-peak amplitude with respect to baseline, yielding a Δ percentage of 8.9% as compared to Bay K 8644 treated group (n=3) with a Δ percentage of 1.4%. This implied that the ISO group had a greater increase in Ca²⁺ influx into the sarcoplasm through Ca²⁺ channels in comparison to the Bay K 8644 group.

Both the drug treatment groups showed incremental increase in the ISI that implies a slower beating rates. The ISI Δ percentage of ISO group (114.1%) was approximately 4 times higher than the Bay K 8644 group (27.1%). Thus, beating frequency of ISO group was slower as compared to the Bay K 8644 group despite the larger peak-to-peak amplitude observed in the ISO group. This is likely due to ISO group experienced a much higher sarcoplasmic Ca²⁺ concentration which might have sensitized the Ca²⁺ binding mechanism on the myofilaments. These bounded Ca²⁺ ions may be sequestered momentarily on the troponin C which interfered with efficiency of consecutive cross-bridge cycling. Hence, the decrease in beating frequency of the ISO group when compared to Bay K 8644.

To further confirm the ISO and Bay K 8644 observations, we treated the heart slices with 1 μM ionomycin (n=3), a carrier ionophore, that is known to translocate Ca²⁺ across cell membrane and mobilising the intracellular Ca²⁺ stores. Hence, the peak-to-peak amplitude of ionomycin group (Δ percentage: 51.2%) was much higher than the baseline. This correlates well with our earlier ISO and Bay K 8644 results.
where higher sarcoplasmic Ca\(^{2+}\) concentration yielded a higher peak-to-peak amplitude.

Ionomycin greatly reduced the ISI (Δ percentage: -29.9%) which indicated an increased beating frequency with respect to the ISO and Bay K 8644 groups. This may be the result of non-specific leaking of Ca\(^{2+}\) out of the sarcoplasma and possibly faster re-uptake of Ca\(^{2+}\) back in the sarcoplasmic reticulum, giving rise to higher frequency of contractions.

4 Conclusions

Ventricular heart slices of embryonic chick remained viable in culture for up to 7 days from the slicing and recording procedures. The electrical activities obtained from the ventricular slices manifested the typical cardiac field potential responses. In addition, they showed positive inotropic response to ISO, Bay K 8644 and ionomycin due to the increase uptake of Ca\(^{2+}\) intracellularly. However, their chronotropic response to ISO and Bay 8644 may be blunted by Ca\(^{2+}\) overloading. Therefore, these ventricular heart slices may serve as a platform to study electrical/contraction coupling and Ca\(^{2+}\) overloading in heart failure patients. Furthermore, they can serve as a valuable tool for pharmacological drug screening on cardiac tissue ex vivo.
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**Fig 1.** ISI (green) and peak-to-peak amplitude (red) plots of the different drug treatment groups. Both the (a)&(b) ISO group and (c)&(d) Bay K 8644 group showed an increase in ISI and amplitude of the field potentials with their respective baseline. Ionomycin (e)&(f) also showed an increase in peak-to-peak amplitude but a decrease in ISI, hence a higher beating frequency.
QT-time Evaluation for Drug-Screening Using a Rhesus Monkey Embryonic Stem Cell-Derived Cardiomyocyte Based Multi Electrode Array Test System
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Drug development through the different clinical phases, is a very cost intensive factor for the pharmaceutical industry. In several cases, drugs that were already approved as “safe and effective” by various agencies, had to be retracted after patients suffered from life-threatening proarrhythmic side effects after their use. Being able to exclude compounds with cardio-active properties in pre-clinical trials would be a useful opportunity to improve drug safety and to reduce costs related to this issue. In our approach, we are using rhesus monkey (macaca mulatta) stem cell-derived cardiomyocytes (rESCMs) in order to establish a Multi Electrode array (MEA) based drug-screening system to evaluate possible cardio-active drugs effects. After establishing a differentiation protocol to yield sufficient numbers of rESCMs we performed MEA measurements using different drugs with well characterized effects on the QT-interval in vivo and on field potential durations (FPD). From these experiments, we then evaluated the inter-spike intervals (ISI) and paired these values with the corresponding FP_min-FP_max time interval (MMI) of single signals. Therefore, it is possible to monitor the relationship between the beating frequency and the repolarisation properties of rESCMs treated with cardio-active drugs.

1 Introduction

1.1 Background

Rhesus monkeys embryonic stem (rES) cells serve as model systems to test drug effects in vivo during clinical phases of drug development in the conventional way of this process. It has been proposed that rESCMs are a suitable tool to develop a high-throughput pharmacological drug screening system based on the MEA technique [1, 2]. The extracellular recording signals provided by the MEA system present a huge variability in terms of their morphology, however the recorded FP duration (FPD) linearly correlated to the action potential duration at 90% repolarization (APD90) [3]. With FP_min and FP_max as the most prominent components of the FP signal, we decided to use the time interval between these points (referred to as MMI) as a parameter to evaluate effects of drugs on the repolarisation phase of the FP.

Drug induced arrhythmias occur when the AP repolarisation phase in cardiomyocytes is increased and therefore the relative refractory phase is prolonged. The relative refractory time prolongation increases the chance of the incidence of extra systoles which can lead to arrhythmia. During ECG recordings, QT-interval prolongations and T-wave oscillations are typical indications of imminent arrhythmias of the heart. Therefore, we analysed single FP signals and took their MMI and ISI values. Using the MMI to represent the FPD and connecting it to the corresponding ISI (or the frequency), should provide a further aspect to conventional analysis using absolute FPD values derived from averaged FP signals.

2 Methods

2.1 Cell culture

In the experiments the rES cell line R366.4 was used. rES cells were cultured and differentiated into cardiomyocytes following modified protocols as have been published by Schwanke et al. [1].

2.2 MEA measurements

For the characterization of functional properties of rESCMs, extracellular recording of FPs was performed using a MEA data acquisition system (Multi Channel Systems, Reutlingen, Germany). The standard substrate-integrated MEA culture dish contains 60 titanium nitride-coated gold electrodes (30 μm diameter) arranged in an 8 x 8 electrode grid with an interelectrode distance of 200 μm.
2.3 Data Analysis

For the analysis of single FP signals, recorded data files from the respective MEA measurements were converted into ASCII files using the MC Data Tool (Multi Channel Systems, Reutlingen, Germany). Subsequently data were plotted on a time axis and ISI and the MMI were evaluated. Extracted values were collected in a database for further calculations. The ISI values were used to calculate the frequency. For the MMI values a frequency correction was performed.

3 Results and Discussion

As a first step, we successfully established a differentiation protocol to derive sufficient numbers (15-20% beating embryoid bodies, EBs) of cardiomyocytes from rESCs. These cardiac clusters attached well to the MEA chamber even without specific coating and started to beat spontaneously in parallel with the occurrence of FPs. FP morphology showed similarities to human ES cell-derived cardiac clusters. Preliminary FP recordings showed that in line with clinical observations the FP_{min}-FP_{max} interval (MMI) prolonged significantly as a result of the application of known QT-time prolonging drugs (e.g. Sotalol, a K^+ channel blocker; Fig.1).

It is well known, that the RR-interval and QT-interval in the ECG as well as the AP duration and the repolarisation phase are correlated and are dependent on the beating frequency. Hence, if the FP duration correlates with the APD_{90} [3]. FP duration should be also be dependent on the beating frequency. Thus, analysing changes in FP_{dur}, or the MMI as a read-out for FP_{dur} would be useful if they are either plotted against the frequency or when the values are frequency corrected. Thus, correction of FP parameters should be strongly recommended. Furthermore, we noticed that, as compared with averaged FP signals, analysis of single FP signals provides the better way to detect possible variations in the MMI, as is done in the ECG to diagnose imminent arrhythmias based on the occurrence of T-wave oscillations. Using the MMI as a measure for the FP_{dur} allows to detect the interval more easily based on the typical FP signal morphology.

Fig.1: Single signal analysis of FP recording before (baseline), during and after application (washout) of Sotalol (600μM); (A) time course of absolute MMI and ISI values (in ms); (B) MMI/ beating frequency plot: distinct populations from paired MMI and beating frequency values; (C) Single MMI values after frequency correction for each measurement.
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Lysophophatidylcholine (LPC), a hydrolysis product of (membrane) phospholipid degradation, is one of the most potent pro-arrhythmic substances that accumulate in the human heart in the setting of myocardial ischemia. We need to define new pharmacological targets and therapies for prevention/attenuation of cardiac arrhythmias in the setting of myocardial ischemia. Using the multielectrode array system (MEA) in mouse HL-1 cardiomyocytes (HL-1) exposed to LPC we found that pre-treatment of HL-1 cells with VLDL could ameliorate electrophysiological abnormalities caused by LPC on spontaneous beating rate, spike signal amplitude and duration. Such protection effect from VLDL against LPC were observable even at rather low concentrations. Exogenous VLDL could act as an anti-arrhythmic substance through neutralization of pro-arrhythmic electrophysiological events elicited by LPC.

1 **Introduction**

LPC, a metabolite originated from the phospholipase A2 hydrolysis of phospholipids during myocardial ischemia, has been recognized to play an important role in the genesis of ischemic arrhythmias and sudden cardiac death. LPC disrupts normal function of cell membrane, sarcolemma and membrane-associated organelles [1]. VLDL is a lipoprotein produced by the liver with a main function to transport lipids via blood to organs that use lipids as energy substrate. It has been reported that VLDL plays a regulatory role in heart metabolism through VLDL-receptor mediated mechanism and consequently an important role in the maintenance of normal heart functions [2]. We hypothesize that exogenous VLDL (possibly as a donor of exogenous apoB lipoproteins) may have anti-arrhythmic effects to some extent mediated through the neutralization or isolation of pro-arrhythmic substances released from lipid hydrolysis to prevent the electrophysiological events during ischemic states.

2 **Method/statistics**

Spontaneously beating mouse HL-1 cardiomyocytes of $10^5$-2.5$\times$10$^5$ were plated onto micro-electrode array system (MEA) chips and cultured for 3 days. Electrical activities of HL-1 cells were recorded in the form of field potentials (FP). The beating rate (BR), peak-peak amplitude (PP) of FP, FP duration (FPdur), and propagation delay were analyzed after VLDL administration of different doses 5 min before LPC (16 μM) [3]. Suramin (7mg/ml) - a VLDL receptor blocker - was added 10 min before VLDL. All values are mean ±SEM. Statistical significance of the recorded data was assessed by analysis of variance (ANOVA) coupled with post hoc of Turkey test. All values are mean ±SEM. P<0.05 was considered as significance.

3 **Results**

We found that application of VLDL could protect BR and PP of FP of HL-1 cardiomyocytes from decreased and prevent the prolongation of FPdur and excitation propagation delay in the presence of LPC. Such protection of VLDL against LPC could be achieved even at a low concentration of 1μM and presented in positive dose dependent relationship. However, protection effect of VLDL was not affected by blocking VLDL receptor with suramin. For valuables of BR and PP, the administration of suramin even enforced the protection of VLDL against LPC by 8.2±0.3% and10.0±0.2% respectively at 5 μM of VLDL (Fig.1 and Fig.2). No significant alterations in electrophysiological properties of HL-1 cardiomyocytes were observed in the only presence of VLDL particles or suramin.
Fig. 1. Protection of VLDL against LPC on beating rate of HE-1 cardiomyocytes vldl+lpc, VLDL and LPC; su+v+lpc, suramin, VLDL and LPC; PBS, Phosphate Buffered Saline; *, P<0.05, two lines compared.

Fig. 2. Protection of VLDL against LPC on peak-peak amplitude of HE-1 cardiomyocytes vldl+lpc, VLDL and LPC; su+v+lpc, suramin, VLDL and LPC; PBS, Phosphate Buffered Saline; *, P<0.05, two lines compared.

Fig. 3. Protection of VLDL against LPC on FP duration of HE-1 cardiomyocytes vldl+lpc, VLDL and LPC; su+v+lpc, suramin, VLDL and LPC; PBS, Phosphate Buffered Saline

Fig. 4. Protection of VLDL against LPC on propagation time delay of HE-1 cardiomyocytes vldl+lpc, VLDL and LPC; su+v+lpc, suramin, VLDL and LPC; PBS, Phosphate Buffered Saline.

4 Conclusion
Exogenous VLDL effectively protects cardiomyocytes from pro-arrhythmic effects caused by ischemic metabolite LPC. These effects are independent of receptor-mediated uptake of VLDL which suggests that extracellular sequestering or isolation of LPC within VLDL particles may be the mechanism behind the anti-arrhythmic effects of VLDL. Our study points toward a novel, intriguing and potentially important aspects of lipoprotein biology.
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An in vitro method for studies of arrhythmogenesis in the heart - Electrophysiological effects of lysophosphatidylcholine on HL-1 cardiomyocytes
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Sudden death due to malignant ventricular arrhythmias (VA) is the most important cause of death in the setting of myocardial ischemia. Increasing knowledge about arrhythmic mechanism is required for new anti-arrhythmic agents. Using the multielectrode array system (MEA) we demonstrated that lysophosphatidylcholine (LPC), a hydrolysis product of (membrane) phospholipid degradation, could inhibit excitation and exhibit arrhythogenic properties on HL-1 cardiomyocytes, suggesting LPC to be one of the most potent pro-arrhythmic substances accumulating in the ischemic human heart and partly responsible for VA.

1 Introduction
Lysophosphatidylcholine (LPC), an endogenous amphiphilic compound released from cell membranes with the hydrolysis of phosphalipase-A2, could accumulate in the myocardium after minutes of ischemic events and consequently depolarize membrane potentials and evoke electric disturbance responsible for cardiac arrhythmias. Increasing knowledge about LPC is essential in a search for new pharmacological targets and anti-arrhythmic agents. This requires more complex in vitro experiments to assess the electrophysiological properties of LPC in an integrated way besides the effects of LPC on some single certain membrane channels with traditional method of Patch Clamp[1].

2 Method/statistics
Spontaneously beating mouse HL-1 cardiomyocytes of $10^5$ - $2.5 \times 10^5$ were plated onto micro-electrode array system (MEA) chips and cultured 3 days for electrical activity recording in the form of field potentials (FP). The beating rate (BR), peak-peak amplitude (PP) of FP, and the duration of FP (FPdur) which reflects the Q-T interval, were analyzed with LPC administration of different doses by MC_Rack, and the arrhythogenic characteristics of LPC was investigated simultaneously [2].

Statistical significance of the recorded data was assessed by one-way analysis of variance (ANOVA) followed with post hoc of Turkey test. Dose-response curves were fitted by Boltzman function to derive potential effect of half maximum effect concentration (EC50). All values are mean ±SEM. $P<0.05$ was considered as significance.

3 Results
We found that heart rate (HR) and peak-peak amplitude (PP) of FP significantly decreased at 12 μM and was inversely proportional to the increased concentrations of LPC. Half-maximal effect concentrations (EC50) were 11.52±0.90 μM and 12.50±1.60 μM respectively. The duration of FP (FPdur), which reflects the Q-T interval, was significantly prolonged with LPC of $\geq$ 12 μM in a dose-dependent way, with EC50 of 12.25±1.40 μM. Moreover, LPC induced arrhythmic activity systematically at the concentrations of 16, 20, and 24 μM. The induced arrhythmia could persist even after LPC washout and disturb the excitation propagation (Fig.5).

Fig. 1. Field potential recording with MEA system A. Screen shot for electrical signal recorded with MC_rack; B. The magnification of one field potential with standarized FP nomenclature.
4 Conclusion

It is the first time for the present study to use MEA to investigate the effects of LPC on the electrical modulation of HL-1 cardiomyocytes in an integrated way by multielectrode extracellular recording, aiming to demonstrate the suitability of such tool in drug studies as well as the potency effect analysis of drugs. We found that LPC could inhibit the electrical activities of HL-1 cardiomyocytes and display the arrhythmogenic properties especially at high concentrations, suggesting that LPC is a potent arrhythmogenic substance with immediate pro-arrhythmic effects in cardiac tissue, which is partly responsible for ventricular arrhythmia over ischemic state. These methodology with MEA system can be experimentally valuable for basic studies concerning the concentration gradient effects of drugs and proarrhythmogenic effects of antiarrhythmic drugs for human hearts.
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Keynote Lecture

The developing retina exhibits spontaneous waves of activity spreading across the ganglion cell layer. These waves are present only during a limited perinatal period, and they are known to play important roles during the wiring of visual connections. Using the APS MEA devices consisting of 4,096 electrodes recording at near cellular resolution, we have been able to achieve panretinal recordings of retinal waves in the neonatal mouse retina. We found that the spatiotemporal patterns of the waves undergo profound developmental changes as retinal synaptic networks mature, switching from slow random events propagating over large retinal areas to faster, spatially more restricted events, following several clear repetitive, non-random propagation patterns. This novel panretinal perspective of wave dynamics provides new clues about the role played by retinal waves during visual map formation.

1 Introduction

During perinatal development, neighboring retinal ganglion cells (RGCs) fire in correlated bursts of action potentials, resulting in waves spreading across the RGC layer (for review see [1,2]). These waves, discovered nearly two decades ago using a multielectrode array (MEA) recording from the RGC layer [3], have been the subject of intense investigation to understand their generation and propagation mechanisms and to decipher their role during the wiring of retinal projections (for review see [2]). Retinal waves have been investigated with MEAs ranging from 60 [2 for review] to 512 electrodes [4] (sampling limited by the distance between electrodes) or with Ca2+ imaging [1,2] (sampling limited by the low temporal resolution of Ca2+ indicators). With either approach, only a limited window of the retina can be sampled at any given time, and wave dynamics have been extrapolated from these spatially restricted windows. In the mammalian retina, the earliest waves propagate through gap junctions (Stage I) [2,5], followed by propagation through lateral connections between cholinergic starburst amacrine cells (Stage II) [2,6]. Finally, once glutamatergic connections mature and RGCs become driven by light, retinal waves switch from cholinergic to glutamatergic control (Stage III) [2,5,7] before they disappear completely. Despite these major developmental changes in network connectivity, it is still unclear to what extent wave dynamics change with development. The spatiotemporal wave patterns are hypothesised to provide cues for the establishment of retinal receptive fields and for the binocular organisation and visual map formation in retinal targets. In this study, we have used the APS MEA [8,9] to record retinal waves from the neonatal mouse at P1-P5 (Stage II) and at P9-11 (Stage III). The 64x64 APS MEA records at near cellular resolution (21x21 µm electrodes, 21 µm separation), where all channels can be acquired at high enough temporal resolution (7.8 kHz/channel for full frame acquisition) to detect single spike signals reliably. The channels are integrated over an active area of 2.67x2.67 mm, which is large enough to cover most of the neonatal mouse retina (see Fig. 1A). Hence, with its large size and unprecedented spatiotemporal resolution, the APS MEA provides the ideal experimental tool to investigate developmental changes in retinal waves dynamics.

2 Materials and methods

This study was done using C57b1/6 neonatal mice. Mouse pups were killed by cervical dislocation
and enucleated before retinal isolation. The isolated retina was then transferred to the experimental chamber and placed, RGC layer facing down, onto 64x64 MEAs [8,9]. Better coupling between the tissue and the electrodes was achieved by placing a small piece of polyester membrane filter (5 μm pores) on the retina followed by a custom made slice anchor holder. The retina was kept at 32°C and continuously perfused (2 ml/min) with artificial cerebrospinal fluid containing the following (in mM): 118 NaCl, 25 NaHCO₃, 1 NaH₂PO₄, 3 KCl, 1 MgCl₂, 2 CaCl₂, and 10 glucose, equilibrated with 95% O₂ and 5% CO₂. The retina was usually left for 30-60 min to settle on the MEA before starting the recording, allowing time for coupling to improve and for spontaneous activity to develop.

Electrophysiological signals were acquired from the whole array at 7.8 kHz sampling rate and visualized on screen during recordings. Successively, offline spike detection was performed by using a recently presented Precise Timing Spike Detection (PTSD) algorithm [10] since it enables a fast and precise identification of the spike events.

Spike trains were used to generate raster plots and activity maps using BrainWave as well as custom designed codes written in Matlab and R.

3 Results

We have investigated the spatiomporal properties of retinal waves at P1,2,3,4,5 (Stage II) and P9,10,11 (Stage III). For the youngest animals, the entire retina fits on the MEA, and it is even smaller than the active area of the electrodes (2.67x2.67mm). Figure 1A shows a P10 retina on the MEA. The photograph was taken at the end of the recording session, after removal of the anchor and filter paper. In this case, the outer peripheral retina is beyond the limits of the active area. A map of the active electrodes during a 10 minutes recording session is overlayed on the retina. The colours indicate the log of the firing rate on each electrode (see Figure 3 for more details on activity maps). There is no activity at the centre, mostly around the optic disk (red circle), a feature we have observed in most retinas. In this particular retina, there was virtually no activity on the bottom left and left side of the tissue. The lack of activity along the left side was probably due to poor coupling (as verified at the end of the experiment). However, based on visual inspection, the coupling seemed strong in the bottom left part of the MEA, but nevertheless that part of the retina had very little spontaneous activity.

Figure 1B shows an activity raster plot recorded over 15s in the same retina. There were 1180 active channels during that same period. The raster plots (arranged by electrode rows) show complex propagation patterns across the tissue. However, a 2 dimensional view of the activity is necessary to visualise these patterns. This is shown in time lapse single frames of activity raw data taken at 342, 344, 347, 352 and 354 s. The colour map represents the electrical activity variance calculated over a 0.5s time window. Three clear waves in distinct parts of the array are apparent over the recording period. Figure 1B also illustrates raw data from selected channels scattered across the right side of the array. These channels were active during the network bursts, showing clear activity propagation between them.

Starburst amacrine cholinergic connections initially drive the waves. However, the wave-generation synaptic network undergoes profound changes around P9, when RGCs become driven by light, at the time of the maturation of bipolar glutamatergic connections. Despite these fundamental changes in the network
Driving retinal waves, no consistent differences between Stage II and Stage III wave dynamics have been reported in the literature. Experimental limitations due to the relatively small spatial windows in 60 channels MEA recordings, or to the poor temporal resolution in imaging experiments, may indeed prevent achieving a clear overview of perhaps subtle (but nevertheless important from a functional point of view) global wave dynamics changes. With the APS MEA, we have observed fundamental differences in the spatiotemporal properties of Stage II and III waves. Figure 2 illustrates raster plots of spontaneous activity recorded at P4-5 (Stage II) and P9 and P11 (Stage III). In the P4 and P5 retinas, waves are initiated in random locations and they slowly propagate across large retinal areas. At Stage III, however, the waves are often, but not always, spatially more restricted, as clearly revealed in the raster plots. Indeed, most episodes of activity appear to recruit only a limited subset of the RGC population. Another clear difference is that the waves appear to propagate much faster at these later stages.

Figure 3 provides information on the spatial distribution of the spontaneous activity at these different stages. The figure illustrates activity maps computed over 10 min trials. The dots on the plots represent active electrodes, and the colours of the dots reflect the average firing rate (calculated in log spikes/s) for these channels. At P4, the activity appears completely scattered across the retina, with no distinct patterns of spatial organisation. At P5, the activity is stronger and perhaps slightly more clustered, but still with no clear spatial patterns. At P9, on the other hand, when glutamatergic connections take over from acetylcholine in controlling the waves, the activity becomes clustered in small areas on the array (inspection after the recording session revealed that there was no retina on the right side of the MEA). These clusters appear to tile the retina in a non-overlapping manner. The activity becomes stronger at P10-11, but even so, it appears clustered in the same specific retinal areas rather than propagating across the entire tissue like at Stage II. Interestingly, Stage II waves are initiated at random locations, both in the center and in the periphery, whereas at Stage III, waves appear to be mostly generated in the periphery and they propagate towards the central retina.

The maturation of GABAergic inhibition is known to play an important role in retinal wave dynamics, causing them to become smaller and more static until they completely disappear [2,5,11]. Hence, GABA may be responsible for the emergence of the activity clusters at Stage III. In the P9 retina illustrated in Figure 3, upon addition of bicuculline (10 μM), a GABA_A receptor antagonist, the activity became stronger and two new clusters emerged (Figure 3).

Nevertheless, the activity remained clustered and it did not start to propagate over large retinal areas. GABA_A blockade results in significantly longer bursts and faster wave propagation, as clearly illustrated in the raster plots of Figure 4, suggesting that synaptic inhibition dampens propagation across the network. In addition, in the presence of bicuculline, the activity sometimes seems to “flow” more easily between clusters, such as between the two clusters on the right side of the array at P10 in Figure 3. The top raster plot in Figure 4 represents spontaneous activity in that area of the P10 retina in control condition. The wave front, outlined by the red arrow, clearly shows how activity comes to an almost complete stop in the middle of the episode. In the presence of bicuculline, the activity becomes not only faster, but on occasion, it also succeeds in propagating smoothly from one area to the other (bottom raster plot). However, it is important to point out that in many other episodes, these clusters...
remain clearly separated, and often do not occur consecutively.

4 Discussion and concluding remarks

In this study, we have demonstrated that the APS MEA is a powerful tool to investigate the spatiotemporal behaviour of developing retinal networks. Indeed, we have achieved new insights about developmental changes in wave dynamics, during the critical period for wiring of the visual system. Stage II waves are slow and wide spreading in the retina, propagating with a high degree of randomness whereas Stage III are faster and spatially more restricted. Previous studies in chick [12] and turtle [11] (where both acetylcholine and glutamate drive retinal waves in consort) have already demonstrated that acetylcholine is important for the wave spatial extent, whereas glutamate regulates the speed of propagation.

Here, with the APS MEA, we have shown that indeed, early Stage II cholinergic waves are slow and they propagate over large retinal areas, whereas Stage III glutamatergic waves are faster and spatially more restricted. Stage II waves occur at the time of ocular segregation, when inputs from both eyes compete for a common target, hence requiring synchronization between inputs coming from the same eye. These wide spreading cholinergic waves provide the perfect substrate to achieve this goal. Stage III waves occur at the time of functional map refinement. These faster and spatially more restricted waves provide the perfect substrate for that goal, ensuring coactivation of neighbouring RGCs, hence providing synchronous input to neighbouring cells in their central target. At the same time, however, the clustering and repetitiveness of wave trajectories at Stage III will cause spatially biased neural activity during map refinement, and might therefore interfere with the process of establishing regular ordered retinotopic maps. This novel finding challenges current models of activity-dependent map formation, and calls for a re-investigation of map development at this developmental stage.
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1 Introduction
Pathological neuronal oscillations are associated with diverse CNS disorders including neurodegenerative diseases such as Parkinson or epilepsies. They are characterized by enhanced excitability and oscillatory behaviour of the neurons involved. In rod degenerated mouse (rd1) retinas gene defects lead to complete blindness. The disease is accompanied by an increased and rhythmic spontaneous activity in the retinal projection neurons [1-3] – the retinal ganglion cells (RGC). Here we assessed the degree of synchronicity between retinal projection neurons and investigated the mechanism underlying the rhythmic discharge.

2 Methods
We recorded extracellular voltages from in vitro mouse retinas using a multi-transistor array with 16384 sensors densely packed in 1mm². The retinas were isolated from adult rd1 and wt mice (P35-P70) respectively. Extracellular signals attributed to retinal ganglion cell (RGC) action potentials were identified using an appropriate filter range (100 Hz – 10 kHz) and taking advantage of the simultaneous recording on many adjacent electrodes. Local field potentials were detected in the low frequency range (1 – 50 Hz) and analyzed adapting concepts from developmental retinal waves.

3 Results
The majority of RGCs (80% per retinal portion) in rd1 retinas show rhythmic ~10Hz bursting activity. The cross- correlograms between rd1 spike trains display multiple peaks with the central peak randomly shifted with respect to zero lag. RGC spiking is locked to the minima of Local Field Potentials (LFPs) that occur at the same fundamental frequency. LFPs propagate across rd1 retinas at average velocities of 5 – 8 mm/sec. Oscillatory spiking and local field potentials were never encountered in wt retinas.

Inhibition of RGC spiking using TTX abolished RGC spikes but not the LFPs. Inhibitory glycine and GABA-receptor blockers slowed down RGC rhythmicity and the corresponding LFPs. Local field potentials and the concomitant oscillatory spiking disappeared after application of glutamate receptor blockers or after the application of gap junction blockers.

4 Conclusion
Our results indicate that strong excitation - transmitted through a network of electrically coupled interneurons - leads to aberrant large-scale network oscillations. The spatially confined rhythmic activity may explain forms of photopsias reported by blind patients and may help to develop effective treatment strategies for retinitis pigmentosa.
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The spike activities of bullfrog retinal ganglion cells in response to different visual patterns were recorded using multi-electrode array, and relevant spatio-temporal properties of the retinal ganglion cells activities in response to the visual stimulation were characterized. The adaptation properties were also examined.

1 Background

The first stage for visual information processing in vertebrates occurs in the retina. However, the retinal function is constrained by a number of factors such as the anatomic limitation, the metabolic limitation, and the noise in the neural circuitry. Our research is mainly focused to investigate the reliability and efficiency of information processing of the retinal neurons under such limitations and the related spatial and temporal patterns of the neural activities. In the present study, the spike activities of bullfrog retinal ganglion cells in response to different visual patterns were recorded using multi-electrode array, and relevant spatio-temporal properties of the retinal ganglion cells activities in response to the visual stimulation were characterized. The adaptation properties were also examined.

2 Method

Spikes from bullfrog retinal ganglion cells were recorded by MEA electrodes (8×8, MMEP-4, CNNS UNT, USA) using a commercial multiplexed data acquisition system with a sampling rate of 40 kHz (MEA workstation, Plexon Inc. Texas, USA). Light stimulus was generated from a computer monitor (Iiyama, Vision Master Pro 456, Japan) and was focused to form a 1.1 × 1.1 mm² image on the isolated retina via a lens system. The stimulation protocols were: (1) Checker-board stimulus consisted of 8 × 8 sub-squares, with each sub-square covering an area of 132 × 132 µm² on the retinal piece and was assigned randomly with a value either “1” (white light, 77.7 nW/cm²) or “0” (dark, 0 nW/cm²); (2) Grating (horizontal or vertical) stimuli consisted of light bars (77.7 nW/cm²) and dark bars (0 nW/cm²), with the width of each bar being 177 µm when projected on the retina.

3 Results

In the present study, an analytical tool based on measurement of subsequence distribution discrimination (MSDD) [1,2] analysis was applied to deal with a group of spike train sequences and analyze the spatio-temporal pattern of concerted activities among the neurons. The analytical results show that: (1) In our experimental protocols, each single ganglion cell’s firing rate did not change much during its responses elicited by different stimulation pattern; (2) During adaptation to any particular visual pattern, the neuronal firing activities was gradually reduced; (3) By applying MSDD, the spatio-temporal patterns of the neuronal activities in response to different visual patterns were identifiable.

4 Conclusion

The results show that the population adaptation process follows the single neuronal adaptation process in a sense that the neuronal activities were gradually reduced, but the spatio-temporal patterns of population neuronal activities were identifiable, which served for reliable and efficient information processing.
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Recording of Neural Activity of Mouse Retinal Ganglion Cells by Means of an Integrated High-Density Microelectrode Array
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Retinal ganglion cells form the output layer of the retina and send the encoded visual information to the brain. Using a high-density microelectrode array to scan the ganglion cell layer, we were able to sort the spiking activity of different units and select a defined subset of electrodes to record from a specific group of retinal ganglion cells.

1 Background/Aims

The mammalian retina extracts specific features from the visual input. The final output is computed in the ganglion cell layer and consists of complex spatio-temporal patterns of action potentials [1]. Microelectrode-array (MEA) technology is an ideal tool for recording spike trains of retinal ganglion cell populations.

Here we show the possibility to scan the ganglion cell layer and record the activity of potentially every active retinal ganglion cell on the array.

2 Methods

We used a complementary metal-oxide-semiconductor (CMOS)-based MEA (Fig. 1) providing high spatio-temporal resolution and high signal-to-noise ratio to record neural activity from mouse retinal ganglion cells.

The MEA features 11,011 metal electrodes, placed in an area of 2.0x1.75 mm² (126 electrodes at arbitrary positions can be selected for synchronous recording). Each platinum electrode has a diameter of 7 µm, and the center-to-center distance between the electrodes is 17 µm. Flexibility in the electrode selection is attained through an analog switch matrix located underneath the electrode array [2].

Fig. 1. Packaged high-density MEA device and overall chip micrograph. Scale bar: 1 mm.

The retinae were isolated at ambient light from the C57/HeNcr (rd1) mouse strain at P80 in Ringer’s medium (in mM: 110 NaCl, 2.5 KCl, 1 CaCl₂, 1.6 MgCl₂, 10 D-glucose, 22 NaHCO₃, bubbled with 5% CO₂/95% O₂). Once a piece of the retina was isolated, it was placed with the ganglion cell side contacting the MEA. The retina was held on the array by a custom-built holder and superfused with Ringer’s medium at 36° C.

Fig. 2. (A) Recordings from rd1 mouse retinal ganglion cells. (B) Zoom into (A) with spikes from 3 units identified after spike sorting and marked in different colors. Note: each unit is detectable on more than one electrode.

3 Results

We used the rd1 mouse retina to record spontaneous activity [3] from retinal ganglion cells. Action potentials from single ganglion cells were simultaneously recorded on several electrodes (Fig. 2). The highly redundant information provided by our system allows us to use independent-component analysis (ICA) for spike sorting [2]. In most cases we measured somatic signal with amplitudes between 100-300 µV (Fig. 3). In several cases, we were able to measure the propagation of corresponding axonal signals.
After spike sorting, the spatial position of each ganglion cell can be determined. Consequently, it is possible to select 2-4 electrodes directly underneath any ganglion cell of interest. The electrodes are chosen in a way to most efficiently separate the signal of the cell of interest from those of the surrounding cells (Fig. 4).

The large flexibility in the electrode selection along with the high electrode density is important for two reasons: (1) our system allows to rapidly scan large areas of the ganglion cell layer (2) we can potentially record activity from every ganglion cell on the array (Fig. 5).

4 Conclusions

The integrated CMOS-based MEA offers the possibility to rapidly scan large retina patches, to identify consistently spiking units, and to record from selected cells of the ganglion cell layer. This strategy will enable us to record light-evoked activity from functionally identified RGCs in their network context.

Fig. 5. (A) RGC footprint. The red dot indicates the electrode with the highest spike amplitude. The black contour line represents an equipotential line at half peak amplitude. Scale bar: 100 μV, 1.5 ms. (B) RGCs sorted from different overlapping recording blocks, represented in the same way as in (a).
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Electrical response of rabbit retinal ganglion cells and their intraretinal conduction after optic nerve crush
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The optic nerve represents an ideal model to study the degeneration and regeneration of CNS axons after either crush or section.

Here we investigate electrophysiological properties in the rabbit retina following optic nerve crush (ONC). The rabbit retina was selected because we were able to measure intraretinal propagation of individual action potentials at very high spatial (7.8 μm) and temporal (0.1 msec) resolution using a multi-transistor array comprising 16384 extracellular sensor sites. In addition we quantified spontaneous activity and response latencies to flashed spots in populations of retinal ganglion cells from the same retina. Retinas were isolated at three time points following optic nerve crush: after 4, 7 and 14 days respectively.

Intraretinal conduction velocity did not change significantly in retinas isolated four days after ONC compared to control velocities (mean 1.3 m/sec). The average intraretinal velocity dropped to 1.1 m/sec in axons isolated 7 days after ONC (n=14). The median spontaneous firing rate (6 Hz) measured under otherwise identical conditions did not change after optic nerve crush. However, we found in each of the three post-crush conditions cells with firing rates exceeding 30 Hz - a feature not detected in control retinas. The average response latency to flashed spots (mean: 55 ms, n = 40 ON cells per retina) did not change after optic nerve crush.

Our results indicate that two weeks after optic nerve crush intraretinal conduction is reduced but the circuitry presynaptic to the ganglion cells remains functional.
Stem Cell Derived Neuronal Networks
Interactions of P19 cell-derived neuronal networks and mouse cortical networks co-cultured on micro-electrode array
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Regeneration of the damaged central nervous system (CNS) is one of the most important themes in neuroscience and neuroengineering. Grafting new neurons derived from stem cells into the damaged brain is essential for restoring appropriate functions. Little is known, however, about network-wide interactions between stem cell-derived neurons and the CNS neurons. In this paper, we tried to establish a co-culture method of stem cell-derived neuronal networks and CNS networks and to observe spontaneous electrical activity in the co-cultured networks by using microfabrication techniques and the MEA-based recording system.

1 Introduction
Due to the morphological and dynamical complexity of neurons in the CNS, local-scale damage of somata or neurites cause the pathogeny of CNS injuries and neurodegenerative diseases, such as Parkinson’s disease and spinal cord injury [1]. For CNS regeneration, integrating new neurons derived from pluripotent stem cells with the established host CNS networks and restoring functional network dynamics will be required. However, little is known about network-wide interactions between stem cell-derived neurons and the CNS neurons. In this paper, we attempt to co-culture stem cell-derived neuronal networks and primary CNS neuronal networks and characterize interactions of electrical signals between them. For this purpose, we created a poly(dimethylsiloxane) (PDMS)-based culture device consisted of two compartments and microconduits, and placed onto MEA substrate coated with 0.1% polyethyleneimine (Fig. 1). In each culture compartment, 32 embedded electrodes were used for recording electrical activity of neurons.

2 Methods
To achieve separated co-culture of two types of neuronal networks, we fabricated PDMS-based multicomartment culture device consisted of two compartments and microconduits, and placed onto MEA substrate coated with 0.1% polyethyleneimine (Fig. 1). In each culture compartment, 32 embedded electrodes were used for recording electrical activity of neurons.

P19EC cells were routinely proliferated on tissue culture dishes in α-MEM containing 10 % fetal bovine serum. To initiate differentiation, cells were plated into bacteria culture dishes, which allow cells to form embryoid bodies, and cultured them in medium with 1x10^-6 M all-trans retinoic acid. After 4 days, cells were dispersed with 0.25% Trypsin-EDTA and plated on PDMS-combined MEA substrate. Cortical tissues were obtained from 16-day-old ICR mouse embryos and were dissociated by trituration after digestion with 0.25 % Trypsin-EDTA in calcium – and magnesium – free HBSS. The dissociated cells were also plated on PDMS-combined MEA substrate.

3 Results
In two weeks cultures, spontaneous periodic synchronized bursting was observed from both P19 – derived networks and primary cultured cortical networks (Fig. 2A) In particular, although P19 – derived networks showed rarely spontaneous activity at two weeks monocultures, P19 – derived neurons co-cultured with mouse cortical neurons showed extensive synchronized firing. In three weeks cultures, spontaneous activity was rarely recorded from P19 – derived networks despite the presence of highly complicated bursting in primary cultured cortical networks (Fig. 2B). These results suggest that significant interactions were occurred in the integration processes between stem cell – derived networks and CNS neurons.
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Fig. 1 Co-culture of P19-derived neurons and mouse cortical neurons on MEA. A, PDMS-based co-culture chamber was placed onto MEA substrate. B, To confirm the distribution of each neuronal type, mouse cortical neurons were labelled with PKH 67 linker and its fluorescent image was obtained.

Fig. 2 Spontaneous electrical activity in co-cultured networks. Raster plots for all 64 electrodes and 8 waveforms (indicated in Fig. 1B) were showed. A, 11 Days in vitro (DIV) B, 18 DIV.
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1 Introduction

Neural populations cultivated on microelectrode arrays (MEA) can serve as in vitro model systems to analyse developmental or pharmacological properties of neuronal network activity. In the last years, it could be shown that embryonic stem (ES) cell-derived neurons can adopt brain area-specific phenotypes, depending on the applied neural differentiation protocols. In addition, it could be demonstrated that ES cell-derived neurons are able to generate functional neuronal networks detected by MEA technology. Therefore, ES cell-derived neuronal networks can be used as a model system to study brain area-specific developmental and pharmacological issues in synaptically interconnected neuronal populations.

To generate ES cell-derived neural populations, two distinct routes of neural pre-differentiation procedures, leading to nearly pure populations of neural cells, are possible (fig.1). Nevertheless, there are major differences. While one neural population consists of pure quantities of homogeneous neural stem (NS) cells (fig.1, i), the other neural population is more heterogeneous and consists of neural stem/progenitor cells as well as mature neural cells (fig.1, ii-v).

While the molecular phenotypes of both populations have already been described in detail, electrophysiological investigations are scarce. We applied the MEA technology to compare the functional potential of homogeneous and heterogeneous neural cell populations.

2 Results

Immunocytochemical analyses revealed that ES cell-derived homogeneous and heterogeneous neural cell populations differentiate into sufficient quantities of neurons. These neurons expressed either GABA or vesicular-glutamate-transporter-2 (vGlut2) showing that inhibitory and excitatory neurons are present in both neuronal cell populations. However, MEA recordings revealed that only heterogeneous cultures differentiated into synchronously oscillating networks (fig. 1, vi + vii). In addition, immunocytochemical analyses revealed that neurons derived from homogeneous neural stem cell cultures showed sparsely ramified neurites and a cytoplasmic vGlut2 protein distribution (fig.1, viii-x). In contrast, neurons derived from heterogeneous populations generate a dense neurite network and showed a synaptical vGlut2 protein distribution (fig.1, xi-xiii).

3 Discussion

We demonstrate that homogeneous cultures merely showed uncorrelated spiking activity if differentiated for up to 12 weeks. As a possible reason for the missing network activity in homogeneous cultures, we found evidence for impaired neuronal maturation as indicated by sparsely ramified neurites and a cytoplasmic vGlut2 protein distribution. In contrast, neurons derived from heterogeneous populations appeared to be mature, as indicated by the generation of a dense neurite network and synaptical vGlut2 protein distribution. These findings suggest that the complex environment within heterogeneous neural cell populations is important and supports the generation of mature neurons and functional neuronal networks from ES cell populations.
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Fig. 1. Electrophysiological and morphological properties of different ES cell-derived neuronal cell populations. For details see main text. Scale bar = 50μM (iii-xiii) (modified after Illes et al. 2009).
The Effects of AC Magnetic Fields on Neuronal Differentiation and Network Activities of P19EC Cells
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Until now, the effects of environmental electromagnetic fields (EMFs) on the neuronal development are not clear. The weak current induced by low frequency alternating current magnetic fields (AC-MFs) are considered the one of the modulation factor of membrane potential, so we exposed the AC-MFs on the mouse P19 embryonal carcinoma (P19EC) cells in neuronal induction and evaluated the effects on the neuronal development and network activity. In our results, the MAP2 that is neuronal marker positive cells and spike frequency recorded by microelectrode array (MEA) were increased by 10 mT AC-MFs (50 Hz, sinusoidal) exposure. And the intensities of induced current were correlated to the percentage of MAP2 positive cells and the size of embryoid bodies (EBs) which formed in the neuronal induction.

1 Introduction

Many reports in the effects of electromagnetic field on the neuronal differentiation include the modulation of neurite outgrowth, synapse formation, gene expression and intracellular calcium oscillation [1]. In these results, low frequency AC-MFs affects the developing and differentiated cell properties, and these modulation cause the matured neuronal network activities were suggested. Therefore, we should evaluate the effects of AC-MFs on the neuronal development during the long-term culture.

In this study, we use P19EC cells as a model of neuronal differentiation, and report the developing spontaneous activities recorded by MEA were dependent on AC-MFs exposure. Here, neuronal differentiation of P19EC cells are controlled precisely by many of intra- and extra-cellular signals. Therefore, we focused on the phase of differentiation that were retinoic acid (RA) induced neuronal gene expression, and performed AC-MFs exposure at this period. On a bases of results, we discussed the AC-MFs exposure as a neuronal modulation factor.

2 Materials and Methods

Undifferentiated P19EC cells were cultured in alpha-MEM containing 10 % fatal bovine serum (FBS) and 1 % penicillin-streptomycin (Pe-St). To induce neuronal and glial cells, P19EC cells were seeded into 85 mm diameter agarose gel coated bacterial grade Petri dishes at a density of $2 \times 10^6$ cells/cm$^2$ in α-MEM containing 1 μM RA, and almost all floating cells formed spontaneous aggregates called embryoid bodies (EBs) within 96 hours. To examine the effects of induce current intensity, we made the polymethylsiloxan (PDMS) based compartment and attached to some dishes. The AC-MFs exposure (1 or 10 mT) performed chronically at 50 Hz, sinusoidal in Helmholtz coil coupled incubator (HCI). After induction of differentiation, these EBs were dissociated into single cells by trypsin-EDTA and were replated on to polyethyleneimine (PEI) coated MEA dishes at a density of $3 \times 10^6$ cells/cm$^2$ in Neurobasal medium containing 2 % B-27 supplement, 1.25 ml L-glutamine and 1 % Pe-St. One week after induction, spontaneous activities of the exposed and non-exposed P19EC-derived neuronal cells cultured on MEA were detected at three days intervals, and each data were analyzed. In addition, in order to investigate the relationship between the spontaneous activities and the neuronal differentiation, the immunohistochemical images (MAP2/GFAP) and intracellular calcium oscillation were analyzed.

3 Results and Discussion

Development of spontaneous activities of P19EC-derived neuronal networks

Plating on the MEA, neurite outgrowth were started within 2 days (Fig. 1A). In vitro neuronal/glial differentiation of P19EC cells are complete at 7 to 14 days after induction [2]. To estimate spontaneous activities during forming of the complex network, the extracellular recording were performed at 5-26 days culture (Fig.1 B,C). The initiation of spikes were detected at 8 days, but there were few number of spikes and detected electrodes. During 11 to 17 days, the number of spikes and detected electrodes were gradually increased, and this tendencies were related with spike frequencies. Over 20 days, however, we observed the predominant cell death and depression of spike. Therefore, the spontaneous activities of P19EC-derived neuronal networks were correlated to the neuronal development and cell death [3].
Effects of AC-MFs on spontaneous activities and neuronal/glial differentiation

To determine whether exposure to AC-MFs affects the spontaneous activities of developing neuronal networks, the spike frequency and distribution of exposed and non-exposed cells were evaluated at 14 to 20 days culture (Fig.3A, B). During this period, the spike frequencies and the number of active electrodes of 10 mT exposed cells were increased significantly compared with non-exposed cells. In contrast, the significant differences were not observed in the 1 mT exposed cells at same conditions. Next, in order to confirm the effects on the neuronal and glial differentiation, the region of MAP2 and GFAP positive cells were analyzed. As a result of immunohistochemical analysis, the percentage of MAP2/GFAP in 10 mT exposed cells was higher than the non-exposed and 1 mT exposed cells (Fig.3C). Therefore, these results suggested that the neuronal differentiation and generated network activity of P19EC cells were modulated by 10 mT AC-MF exposure, and the magnetic flux density was one of important parameter.

Effects of induced current intensity on the morphological changes of EBs and intracellular calcium oscillation

The weak electrical current induced by the AC-MFs stimulate cell membrane and regulate gene expression [4]. And the morphological changes during development of EBs were sensitive in the various environmental stimuli [5]. Here, we developed the PDMS based compartment Helmholtz coil attached dish and examined the effects on the development and intracellular calcium oscillation of EBs by AC-MFs exposure. To observe the direct effect of stimulation, we tried 10 mT AC-MF exposure to EBs combined with intracellular calcium imaging (using Fluo-4AM). Using this method, we confirmed the intracellular calcium oscillation of EBs were not correlated with 10 mT magnetic exposure (Fig.3 A). However, the size of EBs were decreased at 10 mT AC-MFs exposed samples (Fig.3 B). Therefore, the induced current did not trigger the direct signal transduction, but the effect through the morphological pathway were suggested.
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Human pluripotent stem cells are foreseen as a promising source material for in vitro modelling and future transplantation therapies. Human embryonic stem (hES) cells can successfully be differentiated toward neuronal cells that hold the capacity of forming spontaneously active neuronal networks. Human induced pluripotent stem (hiPS) cells have also been differentiated toward neuronal cells but the electrical functionality of these cells is currently poorly studied. We differentiated two lines of hiPS cells into neuronal cells with a simple and efficient protocol and studied their network forming capability with microelectrode array (MEA) system. In 14 days after plating the first single spikes were detected in iPSC-derived neuronal networks. During the next 4 weeks the signalling developed into trains and even burst-like activity. The signalling network also responded to pharmacologic stimuli and the cells stained positive for neuronal markers MAP-2 and ß-tubulinIII. Thus, hiPS cells can be differentiated into young neuronal cells capable of forming electrically active neuronal networks.

1 Background

Isolation and culturing of human embryonic stem (hES) cells were first reported just over a decade ago [1] and since then a lot of research has been conducted to maintain undifferentiated hES cells in defined, controlled culture environment as well as to controllably differentiate the cells into various cell types of the human body. One of the interesting research areas has been the neural differentiation of hES cells and the potential of produced neural cells in treating various neurological diseases and traumas such as Parkinson’s disease, spinal cord injury, and ischemic stroke [2]. These diseases have huge negative impact in our society but effective and curative treatments are not discovered yet regardless of the intensive research conducted with various applications. The new significant discovery in stem cell field was the invention of human induced pluripotent stem (hiPS) cells a couple of years ago [3, 4]. These cells are originally differentiated cells, e.g., skin fibroblasts which can be transfected virally with 2-5 genes to form hES cell-like pluripotent cells. These cells open up new possibilities for using patient’s own cells for e.g. regenerative purposes. For now, however, the derivation and culture methods of hiPS cells are far from being optimal and far from good manufacturing practice (GMP) level [4]. The use of these cells for in vitro modeling of genetic diseases is currently a hot research area. HiPS cells have been reported to differentiate to neural cells [5] similarly as hES cells but the electrical properties and functionality of these hiPS cell-derived neurons has not been investigated in detail yet. Here, our aim was to differentiate 2 lines of hiPS cells into neuronal cells and study the network forming properties of these cells with microelectrode array (MEA) setup.

2 Results

2.1 Cells on MEA

HiPS cell (lines 5-7 and 6-14, Prof. Timo Otonkoski, Helsinki)-derived neural cells were replated on polyethyleneimine and laminin coated MEA dishes as small aggregates. The neural cells attached properly. Thereafter, the electrical properties of 7 MEA dishes with the hiPS cell-derived neuronal networks and 3 MEA dishes of control cells; hES cell-derived neuronal networks (Regea 08/023), were studied.

2.2 Activity on MEA

HiPS cell-derived neuronal networks exhibited first spontaneous signal spikes after growing on MEA dishes for approximately 14 days. With the first hiPS cell line (6-14), the neuronal networks showed spontaneous activity in 1 out of 3 dishes and with the second line (5-7) the activity was observed in 2 out of 4 dishes. During the next 4 weeks the activity developed into more train- and even burst-like signalling (Figure 1). At the end, pharmacologic
testing showed the networks’ response to specific agonists and antagonists.

**Fig. 1.** Raster plot presentation of the electrical activity of hiPS cell line 5-7-derived neuronal network after culturing the cells on MEA for A) 2 weeks and B) 5 weeks. X-axis represents time as seconds (s) and y-axis represents the channels.

3 Conclusions
HiPS cells can be differentiated into neural cells which hold the capacity of forming spontaneously active neuronal networks as previously reported with hES cells [6].
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Plasticity of Human Embryonic Stem Cell–derived Neuronal Networks: Effect of Low-frequency Stimulation
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Human embryonic stem cell (hESC)–derived neuronal cells are potential source for functional studies of developing human brain, disease modeling, drug screening and toxicology, and regenerative medicine. Microelectrode array (MEA) is a useful tool to study the electrical functionality of neuronal cells at network level. In this study, developing electrical activity of the forming neuronal network and the maturation of the network are characterized using MEA system. Our results show that hESC-derived neuronal cells are electrically active and can mature into functional neuronal networks. Moreover, the formed networks responded to low frequency stimulation by increasing the spontaneous activity.

1 Background
Human embryonic stem cell (hESC)–derived neuronal cells are potential source for functional studies of developing human brain, disease modeling, drug screening and toxicology, and regenerative medicine [1,2]. So far, the electrical activity of hESC-derived neuronal networks has not been widely studied. Microelectrode array (MEA) is a useful tool to study the electrical functionality of neuronal cells at network level. In this study, developing electrical activity of the forming neuronal network and the maturation of the network were characterized using MEA system. Further, the plasticity of the hESC derived neuronal network was studied in relation to low frequency stimulation.

2 Materials and Methods
2.1 HESC derived neuronal cells
HESCs are first differentiated into neuronal precursor cells. Shortly, embryonic stem cell colonies were cut into small pieces to suspension culture in neural differentiation medium. Cells were differentiated towards neuronal cells during 8 weeks. Thereafter, the formed neurospheres were cut into smaller pieces (Ø~ 50 μm) and plated onto MEA (Multichannel Systems, MCS, Germany) [3].

2.2 Activity measurement and stimulation
Before cell plating onto MEA-plates (30/200, 8×8 layout) plates were coated with PEI and laminin. Cells were let to attach onto MEA plate and form neural network. First measurements were performed after 1 week of plating (7 days in dish, DID). The spontaneous activities of developing networks were measured and the network is let to mature into bursting phase before starting the stimulation experiment. In low frequency stimulation, biphasic pulse is given in frequency of 0.33 Hz, through a pair of electrodes resulting in 30 pair stimulations on the MEA. Stimulation cycles were repeated 11 times. The networks’ acute response to stimulation was measured with MCS’s equipments and analyzed with Neuroexplorer (NEX Technologies, USA).

3 Results
3.1 Spontaneous activity and maturation
Our results show that hESC-derived neuronal cells are electrically active and can mature into functional neuronal networks.

3.2 Effect of stimulation
Moreover, our data show that hESC-derived neuronal cells response to electrical stimuli. Low frequency stimulus modulates the acute signaling of neuronal network by increasing the bursting activity in particular channels. The representative perievent raster from one stimulation experiments show the increased activity after the stimulus. That is well in accordance to earlier findings with rodent data [4].
Fig. 1. The effect of stimulation is shown in peri-event raster. Increased activity of the networks is shown 100-1500 ms after stimulation.

4 Conclusion

To conclude, MEA is an efficient and effective tool to observe the response of hESC-derived neuronal networks to electrical stimuli. This study shows that hESC-derived neuronal networks cultured on MEA can be used as a platform for e.g. developmental studies, and with MEA measurements we can gain new information on the behaviour of human neuronal cells for the future transplantation therapies.
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In this work, the network activity for maturating human embryonic stem cell (hESC) derived neuronal cells was tracked by analyzing both temporal and spatial bursting activity of the cultured populations. Bursts are one of the most significant markers for synchronous network activity. We tracked behavioural changes by creating burst density colormaps on microelectrode arrays (MEAs). This provides information on the propagation of network development during maturation.

1 Background and Aims

Human embryonic stem cell (hESC) derived cells are highly promising for the future treatment of neurological disorders and diseases despite the existing challenges in developing neural networks with known functionality and capabilities to integrate in the central nervous system. Hence, it is crucial to understand the maturing process of neural networks. Microelectrode array (MEA) measurements provide the necessary data to analyze the maturing cells. The data consists of spiking trends of the maturating cells obtained from numerous MEA channels. For tracking network relations of neural cell populations, spiking activity analysis is a practical and dependable method. Analysis of the bursting dynamics offers more concrete way to assess the maturity and dynamics of the network. To visualize the spatiotemporal network behaviour, the bursting activity was transferred to MEA spatial colormaps. This sums up the network behaviour when several neurons join the activity seen at a single electrode and at the same time shows the entire MEA activity. Tracking bursting by this method can provide understanding network activity in a more reliable way [1]. Besides, it is able to provide information about plasticity mechanisms.

2 Methods

2.1 Cell Cultures and Electrophysiological Measurements

Human embryonic stem cells were differentiated and neuronal cultures were prepared for MEA dishes to examine the electrophysiological activity of these cultures as described in [2, 3]. In this study, cells were differentiated as neurospheres 6 to 7 weeks before plating them to MEA dishes. Here, plating on the MEA dish was considered the day zero of the days in dish (DID).

Measurements were recorded from 59-electrode MEAs and each continuous measurement lasted approximately five to ten minutes. In all, the data to be analyzed consisted of measurements performed at 13 time points from 1st to 12th week after DID.

2.2 Data Processing and Analysis

Spike time instants were detected in Matlab by a self-developed algorithm based on get_spike function of Wave_Clus toolbox [4]. Threshold was calculated according to standard deviation and mean of the signal. The average threshold was approximately 12.67 μV. Bursts were detected using the algorithm described by Wagenaar et al. [5] where inter spike intervals was set for 100 ms and minimum number of spikes per burst was set to four. After bursts were detected, average bursts per minuit was calculated to obtain normalized and comparable values to track activities on different measurement dates. After bursts per minute were calculated for every channel, the values were placed in a 8x8 matrix. The values were mapped to colors and after interpolation displayed as contours to form a colormap, which allowed spatial aspects of the bursting to be observed efficiently. Temporal evolution was observed by calculating a colormap for each measurement time point. The scale of the colormap was set between 0 to 30, thus burst rates higher than 30 bursts per minute were presented by the same color. This color scale was selected for an optimum display of more rare bursts and frequent bursts in the same colormap.
3 Results

Results were obtained for 13 measurement days from 12 weeks period. Fig. 1 demonstrates 8 time points. Bursts became increasingly frequent during the first 9 weeks and then became gradually more silent afterwards. After the bursts became more significant, it became easier to track how active channels were close to each other spatially (Fig. 1). On the first measurement day of the first week there was no bursting detected whereas the most frequent bursting was seen during the 9th week after DID, when 79.9 bursts per minute was measured on the electrode number 31 (See Fig. 1E). The general spatial distribution of activity was surprisingly constant during the study.

4 Conclusions

Colormaps are basic and effective tools for tracking network activity changes during network maturation or other changes. Their power in visualizing and tracking spatio-temporal changes in the network activity provides for new achievements in the analysis of e.g. stimulated or drug altered networks. Besides, our colormaps are an effective tool for joint analysis and display of burst rates and other image analysis results. Since the colormaps carry spatial information, the results can also be overlaid with, e.g., microscope images.

Here, our exemplary analysis results indicate that, while the cells mature, the bursts become more common and are broadly seen across the channels. This can be a strong sign of maturing cells integrating into a network, whereas such kind of development does not always occur for all maturing cell populations. Bursting may be observed from a single channel, from a very restricted location or sometimes from many channels where cells are active. Expansion of the bursting activity, and sometimes its fading, is also observable in the results. In conclusion, mature cells can be expected to exhibit clear network behaviour and such kind of behaviour also tends to spread to all active channels. However, there may also be stagnant and even fading activity, which is also worth to analyze in quest of developing hESC derived neuronal cell networks capable of functionally integrating in the recipient neuronal tissue.
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Fig. 1. Change in the bursting activity of maturing hESC derived neuronal cells. The panels A to H demonstrate the bursts per minute for each channel with channels located at the corners of the grids. The channel number can be read by numbers from vertical and horizontal axis (e.g. the point located at the intersection of the 3rd vertical and 4th horizontal grid line represents the channel 34). The panels A to H represents the measurement days recorded on the 1st, 3rd, 5th, 8th, 9th, 11th, 11th and 12th weeks respectively.
Human Pluripotent Stem Cells and Neuronal Networks Derived from Them: In Vitro Modeling, Toxicology Testing, and Patterning Approaches with Microelectrode Array Setup
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Human pluripotent stem cells and their neuronal and glial derivatives have raised high hopes in the field of regenerative medicine. In addition, these cells would be useful in studies of human development, disease modeling, and drug screening and toxicology. Regardless of the high potential of human pluripotent stem cell-derived cells, some challenges in neural cell production still remain. Especially the accurate and proper electrical functionality of the produced neural cells is so far studied to lesser extend. The function of neural cells \textit{in vivo} is totally dependent on their ability to receive and transmit electric signals, thus the \textit{in vitro} functionality of produced neural cells should be more carefully studied in a controlled and repeatable manner. A good option to measure and monitor the functionality of a neuronal network is microelectrode array (MEA) setup. This MEA setup can be used for \textit{e.g.} drug screening and \textit{in vitro} modeling. Here, we have studied electrophysiological properties of both human embryonic stem (hES) and human induced pluripotent stem (hiPS) cell-derived neural cells in MEA setup. In addition, we did evaluate the effects of known neurotoxicants on network properties.

1 Introduction

Human pluripotent stem cells and their neuronal and glial derivatives have raised high hopes in the field of regenerative medicine. In addition, these cells would be useful in studies of human development, disease modeling, and drug screening and toxicology. These cells could be used as graft material for many devastating neurological diseases and traumas such as multiple sclerosis, spinal cord injury, traumatic brain injury, and ischemic and hemorrhagic strokes [1]. One type of pluripotent stem cells is human embryonic stem (hES) cells which are derived from poor quality surplus embryos donated by couples undergoing \textit{in vitro} fertilization treatments [2]. These cells can differentiate into any cell type of the human body, and successful production of neural progenitor cells and neuronal and glial cell has been accomplished. Other pluripotent stem cell type is newly invented human induced pluripotent stem (hiPS) cells produced by virally transfecting mature differentiated cells, \textit{e.g.} skin fibroblasts, which in response turn into hESC-like cells. HiPS cells are significant due to the fact that fibroblasts can be taken \textit{e.g.} from a patient suffering from specific genetic disease and thus patient-specific cells can be produced for \textit{in vitro} modeling or for transplantation therapies in the future [3, 4]. Regardless of the high potential of human pluripotent stem cell-derived cells, some challenges in neural cell production still remain. Especially the accurate and proper electrical functionality of the produced neural cells is so far studied to lesser extend. The function of neural cells \textit{in vivo} is totally dependent on their ability to receive and transmit electric signals, thus the \textit{in vitro} functionality of produced neural cells should be more carefully studied in a controlled and repeatable manner. A good option to measure and monitor the functionality of a neuronal network is microelectrode array (MEA) setup [5]. This MEA setup can be used for \textit{e.g.} drug screening and \textit{in vitro} modeling.

2 Methods and Results

We have extensively cultured and measured hES cell-derived neuronal networks in MEA. Also, hiPS cell-derived neuronal networks have been successfully obtained and measured but so far to a lesser extent. All in all, both cell types differentiate towards neural cells which form neuronal networks when replated on MEA dishes. The networks repeatedly show spontaneous activity in approximately 7 days and the signaling further develops into trains and bursts during the following weeks.

Next, we tested known substances, methyl mercury chloride and valproic acid, for their effects on functional neuronal networks. Both of these substances did modify the network properties.
3 Conclusions

In conclusion, functional neuronal networks can be produced from human pluripotent stem cells. These produced functional networks can further be stimulated and used as e.g. toxicology testing platforms. The controllability of the developed platforms is of high importance and requires more effort and new applications. The controllability of the cell seeding, attachment, and network development is one of the key factors in MEA studies and also considered in our study designs.
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Neuronal Dynamics and Plasticity
Long-term measurement of excitatory and inhibitory synapse densities with electrical activity during development of cultured rat cortical networks
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Rat cortical neurons were cultured to investigate the long-term development of excitatory and inhibitory synaptic terminals for 35 days in vitro (DIV) and the change of spontaneous electrical activity during this process. Using multi-electrode arrays (MEAs), we show that the network firing rate and synchronized burst rate became saturated toward 35 DIV after an initial increase in these rates in the early stage. Whole synapses, excitatory synapses and inhibitory synapses were detected using antibodies against synapsin 1, vesicular glutamate transporter 1 (VGluT1) and vesicular transporter of γ-aminobutyric acid (VGAT), respectively. Immunocytochemical observation revealed that synapsin 1-labeled synapse density also became saturated at 28 and 35 DIV, whereas it increased toward 21 DIV. Both VGluT1 and VGAT puncta showed a similar tendency during long-term development; however, these distributions were heterogeneous. We show the preliminary results of the developmental distribution of excitatory and inhibitory synapses during long-term culture.

1 Introduction

In the development of the nervous system, neurons autonomously establish rich synaptic connections and transmit their electrical signals via synaptic connections. A recent study has revealed that neuronal network activity correlates with whole synapse density during the developmental stage [1, 2]. However, the network activity is regulated by the balance of excitatory and inhibitory synaptic inputs. It is known that excitatory and inhibitory synaptic terminals are differentially distributed on their postsynaptic target neurons [3]. Therefore, it is necessary to investigate the development and distribution of excitatory and inhibitory synapses with the electrical activity.

Multi-electrode arrays (MEAs) are an effective tool for long-term recording of neuronal network activity [4, 5, 6]. Studies using MEAs have demonstrated that the spontaneous activities of the network become synchronized bursts and that this activity lasts for the lifetime of the culture [7, 8, 9]. In the present study, the spontaneous electrical activity of cultured cortical networks was measured for more than one month. Moreover, we examined separately the excitatory and inhibitory synapses during long-term development of cultured networks using antibodies against vesicular glutamate transporter 1 (VGluT1) and vesicular transporter of γ-aminobutyric acid (VGAT) [10, 11]. Developmental changes of immunocytochemical-labeled synaptic connections were investigated.

2 Materials & Methods

2.1 Cell culture

Cerebral cortices derived from Wister rats on embryonic day 17 were dissociated and plated on a multi-electrode dish (MED) probe (Alpha MED Scientific, Osaka, Japan) or coverslip [12]. The plating density was 2500 cells/mm² for the MED probe and 250 cells/mm² for the coverslip, respectively. The cultures were filled with culture medium and incubated in a humidified atmosphere containing 5% CO₂ and 95% air at 37°C. The culture medium consisted of Dulbecco’s modified minimum essential medium (DMEM) supplemented with 5% fetal bovine serum, 5% horse serum, 25 μg/mL insulin and 1% penicillin-streptomycin. One half of the culture medium was replaced twice a week.

2.2 Spike and synchronized burst detection

The spontaneous electrical activity of each cortical culture was recorded using a MED64 extracellular recording system (Alpha MED Scientific) with a sampling rate of 20 kHz [12, 13, 14]. The activity was recorded twice a week from 7 days in vitro (DIV) to 35 DIV. The spikes were determined when their amplitude exceeded a noise-based threshold in a window of 1 msec. For detection of synchronized bursts, the time window was set to a width of 100 msec. Then the number of spikes (the total for all electrodes) was counted in the window [15]. The number above the threshold of 100 spikes/window was defined as a synchronized burst.
2.3 Immunocytochemistry

The cortical neurons cultured on coverslips were fixed with 4% formaldehyde at 7, 14, 21, 28 and 35 DIV. After permeabilization with 0.5% Triton X-100 in PBS for 10 min, the cultures were incubated with PBS containing 10% goat serum and 0.01% Triton X-100 for 30 min. The cultures were incubated with primary antibodies overnight at 4°C and then incubated with secondary antibodies for 1 h at room temperature. The primary antibodies were anti-microtubule associated protein 2 (MAP2) mouse IgG (a marker of neuronal somata and dendrites; Sigma-Aldrich, St. Louis, MO), anti-synapsin 1 rabbit IgG (a marker of presynapses; Calbiochem, Darmstadt, Germany), anti-VGluT1 rabbit IgG (a marker of excitatory synapses; Frontier Institute Co., Hokkaido, Japan) and anti-VGAT guinea-pig IgG (a marker of inhibitory synapses; Frontier Institute Co.). The secondary antibodies were Alexa Fluor 405-labeled anti-mouse IgG (Molecular Probes, Eugene, OR), 488-labeled anti-rabbit IgG, 488-labeled anti-guinea pig IgG, 546-labeled anti-mouse IgG and 546-labeled anti-rabbit IgG. Fluorescence observation was performed using a confocal laser scanning microscope (FV1000D – IX81; Olympus, Tokyo, Japan).

2.4 Image analysis

Image analysis was performed using Volocity software (Perkin Elmer Inc., Waltham, MA). The number of synapsin 1, VGluT1 and VGAT puncta were counted.

3 Results and discussion

3.1 Recording of electrical activity

Figure 1 shows the developmental changes of the array-wide firing rate and synchronized burst rate of the cortical culture. Spontaneous electrical activity was recorded from 1 week and was found to increase at from 2 to 3 weeks. This activity lasted for up to 5 weeks but varied in intensity from day to day. The synchronized burst rate resembled the firing rate in developmental change. These data indicate that the network activity cultured in vitro become saturated and exhibited synchronized bursts within 1 month.

3.2 Immunocytochemistry and image analysis

Figure 2 shows an example of the immunofluorescence images of MAP2 and synapsin 1 at 3 different culture ages. Synapsin 1 puncta began to form around the neuronal dendrites and somata at 7 DIV and the number of the puncta increased toward 35 DIV. To investigate the development and distribution of excitatory and inhibitory synapse density, double immunostaining of VGluT1 and VGAT was performed (Fig. 3). The immunofluorescence micrographs show that both VGluT1 and VGAT puncta also increased around the dendrites and somata over 5 weeks.

Fig. 1. Developmental change of array-wide firing rate and synchronized burst rate in cortical culture. Firing rate data are shown as the mean+SEM, whereas synchronized burst data are shown as the mean-SEM.

Fig. 2. Immunofluorescence micrographs of cultured cortical networks. Neurons were stained with antibodies to synapsin 1 (green) and to MAP2 (red). Scale bar = 20 μm.
To clarify the developmental change of synapse density, we counted synapsin 1 puncta using fluorescence images. In this study, we differentially counted the puncta on somata or on dendrites. Figure 4 shows one of the results of quantification, which is a developmental change of the number of synapsin 1-labeled puncta on neuronal somata. The number of the puncta increased gradually along the culture ages from 7 to 21 DIV, whereas the number of the puncta became saturated and did not increase at 28 and 35 DIV. Comparing the synapse density with the electrical activity (i.e., the array-wide firing rate and synchronized burst) shown in Fig. 1, the firing rate and synapse density show similar characteristics. As described previously [1, 2], the firing rate was elevated along with the increase of synapse density during the early development of cortical culture (~21 DIV). At 28 and 35 DIV, both the synaptic density and firing rate did not increase and became saturated.

We also investigated the number of VGluT1-labeled and VGAT-labeled puncta at different culture ages. The tendency toward developmental change of both puncta numbers resembled the pattern of developmental change of synapsin 1 puncta. However, the distribution of excitatory and inhibitory terminals on somata and dendrites is shown in Fig. 5. (A) VGluT1 and VGAT-labeled puncta were balanced. (B) VGAT-labeled terminals predominated on specific cell somata and dendrites. Scale bar = 20 μm.

Fig. 3. Immunofluorescence micrographs of cultured cortical networks. Neurons were stained with antibodies to MAP2 (blue), to VGAT (green) and to VGluT1 (red). Scale bar = 20 μm.

Fig. 4. Developmental change of the number of synapsin 1-labeled puncta on neuron somata. Data are shown as the mean±SD.

Fig. 5. Examples of immunofluorescence micrographs of cultured cortical neurons for 35 DIV. Neurons were stained with antibodies to MAP2 (blue), to VGAT (green) and to VGluT1 (red). (A) VGluT1 and VGAT-labeled puncta were balanced. (B) VGAT-labeled terminals predominated on specific cell somata and dendrites. Scale bar = 20 μm.
target cell somata and dendrites varied between neurons even in the same cultures. For example, we found that the distribution of VGluT1 and VGAT-labeled puncta were equal in Fig. 5A, whereas the VGAT-labeled terminals predominated and localized on specific cell somata and dendrites in Fig. 5B. In a previous report [3], GABAergic synaptic terminals developed more rapidly and eventually outnumbered non-GABAergic terminals on neuronal somata, whereas non-GABAergic terminals predominated on dendrites in a rat hippocampal culture. Thus, more quantitative analysis of the heterogeneous distribution of excitatory and inhibitory synaptic terminals must be required on the basis of our preliminary results about VGluT1 and VGAT staining. It will be clarify the network dynamics from the point of view of excitatory and inhibitory synapses.

4 Conclusions

We investigated the developmental change of synapse density with spontaneous electrical activity. The network firing rate and synchronized burst rate became saturated, though the intensity varied day to day during 1 month culture. The synapse density (including the density of excitatory and inhibitory synapses) was also saturated throughout the long-term culture. The distribution of the excitatory and inhibitory synaptic terminals on neurons differed from one neuron to another throughout the long-term culture; some neurons had predominant VGAT-labeled synapses and others had equal distribution of VGluT1 and VGAT-labeled synapses. Based on these preliminary results, further detailed analysis of these distributions must be required.
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Neuronal dynamics vs. connectivity: a computational model to explain how in vitro neuronal networks exhibit well-defined patterns of activity
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In vitro neuronal networks coupled to Micro-Electrode Arrays (MEAs) represent a valid experimental framework to study neuronal dynamics and to understand the principles of brain coding. This preparation is relatively free of predefined constraints and allows neurons to self-organize during development, creating networks that exhibit complex spatiotemporal patterns of activity composed of synchronized bursts, mixed with random spikes. Starting from this experimental evidence, here we address the questions: does a particular network architecture promote such dynamics? Is it possible to predict the activity of a neuronal network on the basis of its connectivity map? In this work we tried to answer such issues by means of a computational approach, considering two different and opposite experimental configurations: randomly connected networks, where each neuron can theoretically link to each other, and patterned-organized networks, where the connections are driven by means of predefined chemical-physical constraints.

1 Introduction

Large random networks of dissociated neurons developing in vitro and chronically coupled to Micro-Electrode Arrays (MEAs) represent a valid experimental model for studying the neuronal dynamics and for understanding the principles of brain coding, learning and memory.

This preparation, unlike other experimental models such as acute and cultured cortical slices, is relatively free of predefined constraints and allows neurons to self-organize during their development, creating networks which exhibit complex spatiotemporal patterns of activity and widespread complex dynamics. Mature cultures exhibit a synchronized and distributed bursting activity mixed with a highly variable random spiking activity [1].

In this work, the neuronal dynamics was investigated by trying to correlate such complex electrophysiological patterns to the topological organization of the network, by means of a computational approach. Two different experimental configurations were taken into account. In the first one, we tried to reconstruct and correlate the topology of large-scale randomly-connected networks (Fig. 1a) to the expressed dynamics. From an experimental point of view, the typical network results a sort of hyper-connected neuronal jam which evolves continuously. Under this conditions of high neuronal density (~ 1200 cells/mm², and a few number of recording sites per MEA (up to 120)), we are not able to reconstruct, the exact topology of the network (structural connectivity). The only possible way is to estimate how neurons are functionally connected [2].

Thus, to overcome such limitation, large-scale neuronal networks made up of point spiking neurons described by the Izhikevich equations [3] were developed. Network topologies were designed following the canonical architectures scale-free, random, and small-world [4]. Within this approach, the network is dealt as a graph, where each neuron corresponds to a node, and each synaptically connections to an edge. We simulated the spontaneous activity of such neuronal networks, by sweeping the most common parameters used to characterize these graphs, such as clustering coefficient, mean path length, connection density, etc. [5]. The main finding

Fig. 1. (a) Randomly connected neuronal networks. (b) Patterned neuronal network. Scale bar is 60 μm.
which emerges is that although all the network configurations determine a mix of spiking, and bursting activity, the scale-free and partially small-world architectures display a critical behavior, and thus self-organization could be influenced by the network architecture. The second experimental condition consists in more organized and regular patterned neuronal networks (Fig. 1b). However, also in this context some unclear aspects regarding the network connectivity remain. In this contest we realized a computational model based on the concept of meta-neuron, i.e., a small spatially confined number of actual neurons which perform single macroscopic functions [6]. The two main findings that emerge from the simulations can be summarized as follows: (i) the increasing complexity of the meta-neurons morphology reflects the variations of the network dynamics; (ii) the dynamics displayed by the considered patterned neuronal networks can be explained by hypothesizing the presence of several short- and few long-term distance interactions among small assemblies of neurons (i.e., meta-neurons).

2 Materials and Methods

2.1 Modeling randomly-grown networks

The developed model is based on the point Izhikevich neuron model [3]. By means of this neuron model, a neuronal network made up of 1024 spatially distributed and synaptically connected neurons was developed.

To model excitatory and inhibitory populations of neurons, two different families of neurons were considered: the family of regular spiking neurons (RS), and the family of fast spiking neurons (FS). Regular spiking neurons fire with a few spikes and short inter-spike-interval (ISI) at the onset of a stimulation. Differently, fast spiking neurons exhibit periodic trains of action potentials at higher frequencies without adaptation. To preserve some characteristics of the composition of in vitro cortical neurons, the ratio between excitatory and inhibitory neurons was set to 4:1 [7]. These two families of neurons were connected in a random (Fig. 2a), scale-free (Fig. 2b), and small-world (Fig. 2c) topology. An important prediction of the random network theory is that, the random placement of links, but most nodes have approximately the same number of links. Indeed, in a random network, the nodes follow a Gaussian distribution. Small-worlds are characterized by the prevalence of short paths linking pairs of nodes within very large networks. Practically, this feature emerges in networks which combine ordered lattice-like connections with a small fraction of random links. Combining elements of order and randomness, such networks were characterized by high degrees of local clustering as well as short path length. Many networks are dominated by a relatively small number of nodes that are connected to many other sites. Networks containing such important nodes, named hubs, tend to be scale-free, in the sense that some hubs have a seemingly unlimited number of links. Differently from the random networks, in the scale-free networks, nodes distribution follows a power law. This law suggests that most nodes have just a few connections and some have a tremendous number of links. In this sense, the system can be considered without a proper scale.

2.2 Modeling patterned-grown networks

To simulate the dynamics exhibited by patterned neuronal networks, we changed the approach to model the neurons: from punctual to compartmentalized neurons. Each neuron (named meta-neuron) represents a small spatially confined number of actual neurons which perform single macroscopic functions (Fig. 1b). The morphologies of the neuron models are shown in Figs. 3a-c; all the neuronal structures were made up of a soma, an axon, and a dendritic tree. The electrophysiological properties of the neuronal membrane are based on the Hodgkin-Huxley model [8] for the soma and axon, and on a passive electrical model for the dendrites. Synapses are modeled following a first order kinetic scheme [9]. The network model is made up of 60 meta-neurons arranged according to the MEA layout. Each neuron can establish synaptic connections, preserving the ratio between excitation and inhibition (60-75%). Synapses are placed on the soma and on the dendrites: in this way, axo-dendritic and axo-somatic connections were taken into account as typically happens in actual cortical cultures [7].

In order to investigate the possible mechanisms which drive the connectivity among the clusters of neurons by means of bundles of neurites (Fig. 1b), we considered two different connectivity rules, namely One-To-Many (OTM) and One-To-Neighbors (OTN). The OTM rule states that each meta-neuron can establish several random connections (both excitatory
and inhibitory) to the neighbors (maximum value: 30) and few connections (minimum value: 0) as far as the distance increases; the closer are two meta-neurons the more connected they are and thus the synaptic efficacy of the connection is increased. The OTN rule defines a local connectivity and states that each meta-neuron is only connected to the first neighbors (up to 8 meta-neurons). A simplified representation of the OTM and OTN connectivity rules is depicted in Figs. 3d and e, respectively.

![Fig. 3](image-url)

**Fig. 3.** (a,c) Sketches of the different neuron models with different level of dendritic complexity. (d) A sketch of the network model organized by following the OTM rule. (e) A sketch of the network model organized by following the OTN rule.

3 Results

3.1 Highly connected networks dynamics

We implemented the different network topologies described in the Sec. 2.1 by maintaining uniform for each configuration the number of nodes (1024), and the average degree of connections. Fig. 4 shows the false color map (top), the degree distribution (middle) and the distribution of the cluster coefficient (bottom) for the four aforementioned topologies.

Then, the spontaneous activity of such networks was simulated, as the raster plots of Figs. 5a-c show. A mix of random spiking (mainly due to the inhibitory neurons) and high synchronized bursting activity emerges.

However, a network-organization dependency can be found by investigating the criticality exhibited by the network by looking at the displayed electrophysiological activity. Fig. 5d and e show the avalanche size and lifetime distribution [1]. From the simulation, we can speculate that whether the connectivity is ruled by a scale-free organization, the activity approaches a critical state (red line).

![Fig. 4](image-url)

**Fig. 4.** False color map (top), degree distribution (middle) and cluster coefficient distribution (bottom), relative to scale-free (a), random (b), and small-world(e) topologies.

On the other hand, if the connectivity is ruled by a small-world and random topology, the electrophysiological activity tends to a subcritical, or pseudo-critical (green line), and supercritical regime (blue line) respectively.

![Fig. 5](image-url)

**Fig. 5.** Electrophysiological activity of 1024 neurons connected following a scale-free (a), random (b), and small-world (c) connectivity rule. (d, e) Avalanche size and lifetime as a function of the network topologies.

3.2 Patterned networks dynamics

Referring to the cluster of microelectrodes in Fig. 6a, voltage stimuli were applied to electrode 67. The response of the network was analyzed by the PSTHs as shown in Fig. 6b. As it might be expected, electrodes 55 and 56 showed site-specific responses.
reflecting the functional topographical connectivity of the network: electrode 55, the closest one to the stimulating site, showed a fast response, whereas electrode 56, slightly further apart, exhibited a more delayed response. Moreover, electrodes 37, 46 and 58 produced an attenuate response to the stimulus or, in some cases, no evoked activity (electrodes 38, 45, 47, 48). The network model (made up of 60 meta-neurons) ruled by the OTM connectivity, was used to emulate the experimental condition of focused electrical stimulation. We reproduced the electrical stimulation protocol by means of a current stimuli pulse (width 100 ms; peak-to-peak amplitude 1.0 nA; frequency 0.2 Hz) delivered to one meta-neuron (upper-right corner). As obtained from the experimental conditions, the efficacy of the stimulation involved primarily the adjacent electrodes (Fig. 6c). In fact, the electrodes closest to the stimulation site present a fast and marked response, whereas the others can present a more delayed and attenuate response, or in some case, no evoked activity. Finally, to demonstrate that OTM connectivity is more realistic than OTN connectivity, this stimulation protocol was applied to a network model organized following this kind of topology. The results shown in Fig. 6d highlight that the propagation of the evoked response is confined only to the first next neighbors meta-neurons. A mild response involving all the far meta-neurons is practically absent or negligible.

4 Discussion and Conclusions

The proposed work pointed out the correlation between network topologies and neuronal dynamics. In particular, we presented the modeling of two typical experimental conditions which can be accomplished by using: randomly grown networks, and patterned networks.

In the first condition, we tried to establish a correlation between network connectivity and critical states of the network. We found that a scale-free, and partially small-world connectivity tend to exhibit critical states. However, preliminary results on MEAs (data not shown) show a mixed connectivity, i.e., it is practically impossible to get stereotyped rules of connectivity when we deal with dense dissociated cultures whose activity is under-sampled with 60 electrodes.

On the other extreme, to describe the dynamics of patterned neuronal networks, we changed the modeling approach, moving from point to compartmentalized neurons. The proposed model takes into account an important finding regarding the dynamics exhibited by patterned neuronal networks. The obtained experimental results suggest a possible short- and long-term interaction among the clustered neurons that might be mediated by the subsets themselves. The model strengthens the hypothesis that direct connections (by means of neurite bundles) among not-neighboring microelectrodes are also needed, by showing that a simple OTN rule is not suitable to explain both the spontaneous and the stimulus-evoked activity (Figs. 6) of such networks. The obtained simulated results underline the presence of short- and long term distance interactions to support the intrinsic dynamics of such interconnected neuronal populations. The model was developed to be utilized when specific network topologies or patterned neuronal populations are used as experimental models. By using such models and the simulated results, it is possible to obtain useful indications for the design of specific network architectures.
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It remains an ongoing matter of research in how far different aspects in the dynamics of neuronal networks depend on particular connectivity statistics. In this study, we focus on structure and dynamics in generic networks of cortical neurons in vitro. We manipulate connectivity in these networks by pharmacological interference with morphological differentiation processes in neurons. Bringing together data from MEA recordings and from histological analyses we discuss how certain connectivity features may determine the propagation of activity and the ability of these isolated networks to self-excite themselves and to maintain recurrent activity states.

1 Introduction

Brain architectures considerably evolve driven by activity-dependent neuronal differentiation processes. The context-dependent and self-organized integration of neurons is partly reflected in the cellular morphology evolving under specific tissue-dependent constraints and input scenarios. Likewise, neurons developing in isolated cultures ex vivo integrate themselves into networks based on comparable fundamental principles. The biochemical machinery translating a specific developmental context into the adequate neuronal morphology strongly depends on proteins that regulate the dynamical properties of the cytoskeleton, i.e. structural plasticity. Control of microtubule polymerization via microtubule-associated protein 2 (MAP2) phosphorylation suggests a regulatory loop in which the Protein Kinase C (PKC) takes in a key-position [1]. Various experimental studies demonstrated that manipulation of PKC activity crucially influences neuronal differentiation processes as neurite outgrowth [2], cell migration [3] and pruning [4]. In this study, we investigate dependencies between network structure and dynamics by manipulating the PKC-dependent structural differentiation of neurons.

2 Materials and Methods

Primary cortical cell cultures were prepared as described previously [5]. Cells were derived from cortices of newborn rats by mechanical and enzymatic dissociation and plated onto polyethyleneimine-coated micro-electrode arrays (6x10 with 0.5mm and 32x32 electrodes with 0.3mm spacing; Multichannel Systems). Cultures developed in growth medium (MEM) supplemented with heat-inactivated horse serum (5%), L-glutamine (0.5mM), glucose (20mM) and gentamycin (10μg/ml) under 5% CO2 and 37°C incubator conditions. PKC inhibitor G06976 1μM was applied starting from DIV1. Staining against MAP2 protein was performed for morphological analysis of dendrites. Recordings were performed under culture conditions (MEA1600-BC and MEA30-1024, Multichannel Systems).

3 Results

We show that cultured cortical neurons developing under chronic inhibition of Protein Kinase C (PKC inh.) form larger dendrites due to enhanced neurite outgrowth and/or impaired pruning and further reduce cluster formation. Stronger and more compact network-wide bursts (NB) are in line with proposed higher network connectivity. Lower overall activity levels based on lower NB frequencies, however, suggest a reduced ability of network self-excitation. We hypothesize that lower activity levels and less complex bursting dynamics result from reduced inhomogeneity i.e. clustering in PKC inh. networks. Conserved isotropic propagation patterns throughout the lifetime of PKC inh. networks further point towards reduced structural reorganization and thereby preservation of the early formed homogeneous connectivity. We assess origins of NB by simultaneous recordings from up to 1000 electrodes spanning almost the entire area of developing networks of 200,000 cultured neurons. By electrical stimulation via micro-electrode arrays at different sites we further probe how activity propagates within the different network structures. We further show that homogeneous networks formed under PKC inhibition are potentially able to operate at much higher activity levels driven by electrical stimulation. We conclude that the formation of neuronal clusters in isolated networks is important for the generation of intrinsic activity by local recurrent amplification of spontaneous excitation.
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Fig. 1. Structure and dynamics in cortical cell cultures

A, B) MAP2 Staining against dendrites and somata in low density cultures (~200 neurons/mm²) reveals reduced neuronal clustering and impaired ramification of dendrites within clusters in PKC inh. networks. Scale bars: 200 μm.
C-H) Spatio-temporal propagation of activity (from early in light to late in dark gray; black indicates no activity) during network bursts onset (first spike rank order) in high density cultures (~2000 neurons/mm²). Arrays with 1000 electrodes span almost the entire culture (C,D, corners lack neurons). PKC inh. networks show preserved isotropic propagation patterns indicating homogeneous connectivity (D). Electrical stimulation via MEAs (white circle) elicits responses with propagation patterns (H) similar to those observed in spontaneous NB (G). Networks developing under normal conditions show much more irregularity in the propagation of spontaneous (C,E) and elicited (F) activity indicating inhomogeneities in the connectivity. Scale bars: 2mm.
Effect of Ghrelin on the Network Development and Activity in Cultured Cortical Neurons of Newborn Rats
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Ghrelin is a gastric hormone and a neuropeptide, initially related to the appetite stimulation and growth hormone secretion. Ghrelin has also an important role in the regulation of many other processes, including higher brain functions like memory performance, sleep and wakefulness. Previous studies on the ghrelin activities indicate that the transmitter has an excitatory effect on the neuronal activity of hypothalamic slices in vitro by direct synaptic interaction, and controls synaptic plasticity in the hippocampus when applied intravenously. However the effect of ghrelin on developing neuronal networks has not been studied yet. Therefore, we cultured dissociated cortical neurons of newborn rats in a medium containing ghrelin for a period of three weeks and recorded the network activity using multy electrode arrays. In addition, after a cultivation of the cultures for one-, two- and three weeks they were stained immunocytochemically with the ABC method for detection of the synaptic marker Synaptophysin. The control recording experiments included culturing of the neurons in medium without ghrelin. The ghrelin conditioning of the medium led to earlier formation and activation of the networks. The activity pattern we observed at 6 DIV in Ghr cultures normally did not appear before the end of the second week. The immunostaining for synaptophysin revealed that the density of the synapses is much higher in Ghr cultures than in ctrls at all stages of incubation. In conclusion, ghrelin has a strong stimulating effect on functional network formation and earlier collective burst activity. This high level of functional connectivity is a possible consequence of a rapid chemical synaptogenesis, as the immunostaining clearly showed.

1 Introduction

Ghrelin is a gastric hormone and a neuropeptide, initially related to the appetite stimulation and growth hormone (GH) secretion [1]. It is produced mainly in the stomach, but also in the brain by neurons in the hypothalamic arcuate nucleus [2] and paraventricular neurons [3]. Ghrelin is an endogenous ligand of the orphan G-coupled protein receptor – the growth hormone secretagogue receptor (GHS-R), which is greatly expressed in the brain. This distribution suggests that ghrelin has broader functions beyond the control of GH secretion and food intake. Indeed, it has been demonstrated that ghrelin has an important role in the regulation of many other processes, including higher brain functions like memory performance, sleep and wakefulness [4], the cellular basis of which are the synaptic efficacy and plasticity. Previous studies on ghrelin induced activity indicate that the transmitter has an excitatory effect on the neuronal activity of hypothalamic slices in vitro by direct synaptic interaction [5], and controls synaptic plasticity in the hippocampus when applied intravenously [6]. However, the importance of ghrelin for developing neuronal networks in vitro has not been investigated yet. Therefore, we performed electrophysiological experiments on cultured neuronal networks coupled to microelectrode arrays (MEAs) combined with immunocytochemistry for synaptic detection.

The pattern of collective electrophysiological activity changes with time during the first three weeks of development widely recognized as a maturation of the network. The natural changes in the activity dynamics comprise two major phases: the first phase is between the first and third week in vitro, when the synaptogenesis takes place and the electrophysiological behaviour of the network changes, both in spike and burst activity; and the second phase of maturation (within the fourth and fifth week), characterised by the modulation and shaping of the synaptic connectivity [7,8,9]. The previous work on cultured cortical neurons is mainly connected with the correlation between the age of the culture and the resulting activity pattern, but these are only limited aspects of the complex dynamics in the developing networks in vivo, missing the natural input in the developing brain. In this study we focus on the input from the ghrelin system, to see how the network formation and electrophysiological behaviour are influenced.
2 Material and Methods

Dissociated cortical neurons of newborn rats were obtained at post natal day 1 and plated on 60 electrode multi electrode arrays (MEA) (Multi Channel Systems, Reutlingen, Germany) pre-coated with 20mg/ml poly-ethylene-imine (Fluka, Buchs, Switzerland) for enhancement of the cell adhesion. Cells were kept in serum-free R12 medium (ctrl) or with additional ghrelin (Ghr) 2 M, Abcam, Cambridge, UK) under standard conditions of 37°C and 5% CO2 in air. An initial cell density of approximately 3000 cells/mm² was used in all experiments. The neurons were cultured for a period of at least three weeks, and their activity was recorded for at least one hour on different days. For each culture we plotted the mean firing rate as a function of age. To enable comparison across cultures, the individual curves were normalized to their mean values and then averaged. Finally, all data was grouped in bins of 5 days of age (mean±SD) to obtain curves as in Figure 2.

In addition, after one-, two-, and three-week incubation, cultures were fixed in 4% paraformaldehyde in 0.1 M PBS, pH 7.4, and processed immunocytochemically with the ABC (avidin-biotin-horseradish peroxidase) method for detection of the synaptic marker synaptophysin. Briefly, a hydrogen peroxide (0.3% in absolute methanol for 30 min) was used to inactivate endogenous peroxidase. Appropriate washes in PBS followed this and subsequent treatments. Incubation in primary antibody mouse anti-synaptophysin IgG (Abcam, Cambridge, UK dilution 1:1000) lasted for 20 h at room temperature and was followed by 2 h biotinilated donkey anti-mouse IgG (1:500; Jackson ImmunoResearch, West) and 1 h ABC complex (1:500; Vector Labs, Burlingame, CA, USA). Following rinsing, peroxidase activity was visualized using 2.4% SG substrate kit for peroxidase (Vector) in PBS for 5 min, at room temperature. Finally, the cultures were dehydrated in a graded series of alcohols, cleared in xylene, and coverslipped with Entellan (Merck, Darmstadt, Germany). Negative controls included incubation after antigen-antibody preabsorption with the native antigen, at 4°C for 24 h. After immunostaining, the cultures were photographed with AxioCam MRC digital camera linked to a Zeiss AxioPlan 2 research microscope. All digital images were matched for brightness and contrast in Adobe Photoshop 7.0 software.

3 Results

Experimental data presented here were obtained from 8 cultures, coming from different preparations, monitored for at least 3 consecutive weeks. All the cultures exhibited highly variable patterns of spontaneous activity during their temporal maturation. When the cortical networks were incubated under control conditions, at day 7 in vitro (DIV) only random spikes were generated (average 1.1 spikes/sec), and there was no clear evidence of collective bursts (Fig. 1). However, the ghrelin conditioning of the medium led to earlier formation and activation of the networks. At young age, the activity of the Ghr cultures was substantially higher then that of the controls, the Ghr cultures exhibited some activity as early as 3 DIV. The activity pattern we observed at 6 DIV in Ghr cultures normally did not appear before the end of the second week (11-12 DIV) in ctrl cultures (Fig. 1). At that age we recorded on average 8.8 spikes/sec, while in the ctrls showed no activity before 7 DIV. In Ghr cultures the mean firing rate reached a plateau at day 10-12, which is also considerably earlier than the controls (17-18 DIV) (Fig. 2). The immunostaining for synaptophysin revealed that the density of the synapses is much higher in Ghr cultures than in ctrls at all stages of incubation (Fig. 3, 4).
4 Conclusions

Previous studies on in vitro networks of cortical neurons, deprived of external stimuli, report the existence of a correlation between the age of the culture and the resulting activity pattern [10], and characterize the main phases of their development [7]. The results from our study provide clear evidence that chronic application of ghrelin has a strong stimulating effect on functional network formation. Ghrelin increases spike generation, and leads to earlier and better expressed collective burst activity. This high level of functional connectivity is a possible consequence of a rapid chemical synaptogenesis [11]. Indeed, immunostaining clearly showed an increased density of synapses observed in ghr cultures compared with the control experiments. Thus, it supports our electrophysiological findings of higher network activity, and clearly indicates that ghrelin also significantly increases synaptogenesis.

This effect of ghrelin on synaptic formation and function could provide a molecular target in developing novel therapeutics for disorders related to neurodegeneration and impaired synaptic plasticity.
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Effects of electrical stimulation to sympathetic neuron-cadiomyocyte coculture
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The autonomic nervous system regulates heart-beating rhythms in response to physiological demand of the body. Recently, the molecular mechanism of signal transmission through these receptors and the effects of neurotrophic factors have been investigated in the culture of the sympathetic neuron and the cardiomyocyte. Little is known, however, the network-level interactions between the sympathetic neurons and the cardiomyocytes. In this study, a co-culture system of superior cervical ganglion (SCG) neurons and ventricular myocytes (VMs) was developed by using a polydimethylsiloxane (PDMS) chamber placed on a microelectrode-array (MEA) substrate. Constant-voltage stimulations (Biphasic square pulses, 1 V in amplitude, 1 ms in duration) were applied to SCG neurons via 16 electrodes which were located in micro compartments. Frequency and pulse number of the stimulation were set to 6 conditions. After applying these kinds of stimulations, beating rate of the VMs increased with an increase in the frequency and pulse number of stimulation. These results suggest that changes in beating rate of VMs after applying electrical stimulations to SCG neurons depend on frequency and pulse number of these stimulations and that the heart-regulating mechanisms as well as that in the body were formed in this co-culture system.

1 Introduction

The autonomic nervous system regulates heart-beating rhythms in response to physiological demand of the body [1,2]. Recently, the molecular mechanism of signal transmission through the adrenergic receptors [3] and the effects of neurotrophic factors [4] have been investigated in the culture of the sympathetic neuron and the cardiomyocyte. Little is known, however, the network-level interactions between the sympathetic neurons and the cardiomyocytes.

In earlier studies, electrophysiological characterization of cultured neurons was evaluated using microfabrication technique, such as a photolithographically-developed structure [5] and microcontact printing [6-8]. Electrical and mechanical dynamics of cardiomyocytes were investigated by photo-thermal etching [9,10] which is one of microfabrication technologies using focused laser beam. However, network-level interactions between sympathetic neurons and cardiac myocytes have not been examined by using microfabrication technology.

In this study, the superior cervical sympathetic ganglion (SCG) neurons and the ventricular myocytes (VMs) were co-cultured in a microfabricated PDMS microchamber placed on a microelectrode-array (MEA) substrate [11, 12]. And then, to clarify the network-level interactions, functional relationships between them were evaluated by analysing the changes in beating rate of VMs after electrical stimulation to SCG neurons.

2 Materials and Methods

2.1 Culture device

The culture device for co-culture were photolithographically fabricated. First, a soft-lithography master was produced by using photolithographic approach. Second, 70 mm-thick polydimethylsiloxane (PDMS, Dow Corning Toray) was coated on the soft-lithography master. Finally, a 2 mm-thick PDMS ring was placed on the coated PDMS. The ring acted as a reinforcement when the PDMS microchamber was demolded from the master.

The demolded PDMS microchamber had two compartments, 16 microcompartments and 8 microconduits connecting them (Fig.1). It was put on a microelectrode-array substrate under microscopic observation so that a microcompartment was located to over an electrode on the substrate.
2.2 Cell preparation

The SCG and the VMs were obtained from 2- to 3-day-old Wistar rats and dissociated by trypsin and collagenase.

The culture device was coated by type I collagen (Nitta Gelatin) and filled with the culture medium before dissemination of the SCG neurons and VMs. Dissociated SCG neurons were disseminated into one of the compartment and 16 microcompartments using a glass pipette under phase-contrast microscopic observation. 16-20 hours after dissemination of the SCG neurons, dissociated VMs were disseminated into the other compartment in the same way as the SCG neurons (Fig. 2).

2.3 Stimulation and evaluation

First, spontaneous electrical activities were recorded from the electrodes of the MEA substrate for 3 minutes, and then the constant-voltage stimulations, biphasic square pulses (1 V in amplitude, 1 ms in duration), was applied to the cultured SCG neurons in the microcompartments. The applied current flowed from each electrode under the microcompartment to the reference electrode. The pulse number and the frequency of the stimulation were set to 6 conditions (1 Hz and 60 pulses, 5 Hz and 60 pulses, 10 Hz and 60 pulses, 5Hz and 300 pulses, 10 Hz and 120 pulses, and 10 Hz and 600 pulses). After the stimulations was discontinued, spontaneous activities were recorded for 1 minute. The same cultures were treated with 1 μM propranolol (Sigma-aldrich), a beta-adrenergic receptor antagonist [13], which blocked the transsynaptic effects between SCG neurons and cardiomyocytes. The treated samples were stimulated by the 600 pulses at a frequency of 10 Hz and the spontaneous activities were observed after stimulation for 1 minute.

The effects of electrical stimulation were evaluated using changes in beating rate of cardiomyocytes. The contraction timings of a cardiomyocytes are estimated by visualizing its spontaneous electrical activities, because a depolarization of the membrane potential is associated with a contraction of muscle fibrils. [14] Beating rate of the VMs was obtained by counting the number of the recorded spontaneous electrical activities. The frequency change ratio was calculated by dividing the beating rate after the stimulation by that before the stimulation.

![Fig. 1. Culture device on a MEA substrate.](image1)

The MEA substrate had 64 electrodes embedded in the center of the culture dish. Each electrode covers an area of 50×50 μm square. One electrode is 250 μm apart from the other. PDMS microchamber had 16 microcompartments (60 μm in diameter), 2 compartment (360 μm×2.5 mm) and microconduits (50 μm in width, 5 μm in height ) connecting them.

![Fig. 2. Process for cell dissemination.](image2)

(A) Schematic diagrams of dissemination of the SCG neurons and VMs. Inner diameter of the tip was set to 70-80 μm. (B) Cluster of the SCG neurons (Allows indicate the clusters of the SCG neurons) was dropped and guided into the microcompartments and one of the compartments by controlling with a microinjector and a micromanipulator. Each scale bar indicates 100 μm.
3 Results

3.1 Co-culture system
The SCG neurons adhered to one of the compartment and all of the microcompartments, and the VMs to the other compartment. No SCG neuron was mingle with the VMs (Fig. 3). The SCG neurons 3 days after the dissemination of the VMs (3 days in vitro, DIV) grew in the left compartment and all of the compartments in the co-culture system. They proliferated more than those 1 hour after the dissemination of the VMs. On the other hand, the VMs proliferated lonly in the right compartment.

3.2 Effects of the electrical stimulation
Immediately after the electrical stimulation, evoked responses were observed from several electrodes irrespective of the number and frequency of the pulses.

After stimulation to the SCG neurons was stopped, beating rate of the VMs depended on the number and frequency of the pulses.

Figure 4 shows the changes in beating rate of the VMs after 6 different stimulations (5 days in vitro). No significant differences were found among beating rate of the VMs with the frequency of the pulses varied and with the number fixed.

Significant differences were found between beating rate 60 and 120 stimulation (P < 0.01) and between 60 and 600 stimulation at 10 Hz (P < 0.01).

Moreover, Under the presence of propranolol, beating rate after electrical stimulation showed statistically-significant reduction compared with absence of propranolol.

4 Discussion

4.1 Cultured SCG neurons were adrenergic
Beating rate of the VMs increased after the stimulation (600 pulses and frequency of 10 Hz) whereas the increases were not observed in the presence of propranolol. These results strongly suggested that cultured SCG neurons had adrenergic function and formed the synaptic transmission between the neurons and the VMs, and that propranolol prevented beating rate from increasing by inhibiting of the beta-adrenergic receptors on the VMs.

However, earlier studies reported that the SCG neurons cultured together with the cardiomyocytes were switch to cholinergic function [15, 16].

The reason why cultured SCG neurons in our study had adrenergic may be culture period, because of the results of this study were obtained from 5 days in culture. So, temporal changes of synaptic transmission will be closely examined in further study.

Fig. 3. Co-culture of SCG neurons and VMs.
The SCG neurons are in the left compartment and 16 micro compartments. The VMs are in the right compartment. (3 days in vitro; DIV).

Fig. 4. Effects of electrical stimulation to the SCG neurons co-cultured with the VMs.
Contraction rates of VMs 1 minute after each condition of stimulation (n=4, ±SD). Under the same number of stimulation, no significant change in beating rate after stimulation depended on the frequency of stimulation. However, beating rate significantly increased depend on increasing frequency and number of the stimulation. Asterisk (*P < 0.05, according to Student's t-test) indicates statistically significant increases compared with the values of each contraction rate before stimulation.

Moreover, it was still unknown that all of the SCG neurons retain the adrenergic function. So it is necessary to verify the adrenergic neurons in our co-culture system by alternative solutions. Burm and co-workers [17] confirmed the presence of adrenergic neurons directly by immunostaining for dopamine β-hydroxylase (DBH), a catecholamine biosynthesis enzyme.

From their works, immunostaining for the DBH will be performed to verify the presence of the adrenergic synapses between the SCG neurons and VMs in the co-culture system, and the reason why the SCG neurons remained adrenergic function in our experiments in further study.
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4.2 Functional property between the cultured SCG neurons and VMs

Beating rate of the VMs increased in response with increasing of pulse number and frequency of the stimulation. From the results, it was suggested that changes in beating rate of the VMs contacting with the SCG neurons depend on the pulse number and frequency of the stimulation to the SCG neurons.

Effects of electrical stimulation to the SCG neuron-cardiomyocyte co-cultures were examined in earlier studies. Wakade and co-workers [18] stimulated electrically rat SCG neurons co-cultured with cardiac cells at the frequency of 0.3, 1 and 10 Hz. As a results, the amounts of released noradrenaline from the SCG neurons has no-significant differences between all stimulating conditions. According to their works, it was still unclear that changes in beating rate of the cardiomyocyte after stimulation to the SCG neurons. On the other hand, the results on this study suggested that changes in beating rate after the electrical stimulation depend on both of the pulse number and the frequency of stimulation in rat co-culture systems. However, the reason why beating rate of the VMs increased with increasing numbers of pulse and frequency of the stimulation was still unclear.

The stimulating conditions such as voltage, duration and pulse number were fixed in Wakade’s report. Therefore, the relationship between number and frequency of the pulses and changes in beating rate of the VMs will be closely examined in order to fully investigate the effects of the SCG neurons on the VMs.

Functional properties between the sympathetic nerve and cardiac activities were already examined in animal study. Nakamura and co-workers [19] reported that beating rate of the canine heart increased with an increase in the frequency of the electrical stimulation to the right stellate sympathetic ganglion. According to their work, the increase of beating rate after the stimulation in our study were similar to its previous report. Therefore, it was suggested that functional relationships as well as the heart-regulating mechanisms in the body were formed in this co-culture system.

5 Conclusion

After applying stimulation to SCG neurons co-cultured with VMs, beating rate of the VMs changed with increasing frequency and pulse number of the stimulation.

Overall, these results suggest that the heart-regulating mechanisms as well as that in the body were formed in this co-culture system and that this co-culture system can be applied to study of network-level interactions between the sympathetic neurons and the cardiomyocytes.
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Temporal Coordination Of Bursting In Neuronal Cultures
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After maturation, neuronal cultures demonstrate unique spatial distribution of areas that differ by activity and/or temporal involvement into synchronous bursting. However, it remains unclear whether, once developed, the functional relationships between distinct areas in a given culture remain stable or can change over time. To address this question, we analysed network activity in cultures at different time points, and evaluated spatial distribution of and temporal coordination between active areas with respect to age factor.

1 Methods

Rat hippocampal cultures (E18, density 500-750K) were plated on 60-channel multi-electrode arrays and incubated at 37°C. First recordings of network activity were performed in 1 month old cultures (1M group) (MEA-60-INV, MultiChannel Systems, Reutlingen, Germany), which, if survived, were recorded again after 2 or 3 months in vitro (groups 2M and 3M, respectively). Further, we evaluated temporal order of bursting occurred in various channels within events. By events, we considered here a bursting in two or more channels that overlapped in time, i.e. termination of a burst in first channel occurred after commencement of a burst in following channel. Furthermore, active channels in each session were ranked according to certain parameters for following analysis of rank shifts, which was done separately for each culture.

2 Statistics

To evaluate the significance of age factor and the differences between groups, we used non-parametric Kruskal-Wallis ANOVA.

3 Results

We found that cultures surviving for up to 3 months in vitro are characterised by a regular and highly synchronous network activity. Both overall spiking and bursting were significantly higher in 2M and 3M, when compared to 1M cultures (Fig. 1A, 1B). The bursts in old cultures occurred more frequently, were longer and contained more spikes than those recorded in control session in 1M cultures (Fig. 1C-1E). Furthermore, mean firing rate within bursts and total duration of bursting vs. non-bursting modes within recording session were greater in 2M and 3M, than in 1M culture (data not shown). The results of analysis of spatial distribution of “hot spots” demonstrate the presence in all cultures of one or two electrodes/areas that preferentially triggered synchronous firing (>20% of total event number), but their location in individual cultures varied substantially over time. Additionally, the results of analysis of rank shifts for various parameters revealed prominent changes in spatial location of the most active areas in old cultures in comparison to 1M cultures, and such changes were evident to a similar or larger degree in 3M, when compared to 2M group (Fig. 1F).

4 Conclusions/Summary

These data demonstrate the substantial functional rearrangement that takes place in hippocampal cultures long after their maturation. Further, our findings show that the spatial location of neuronal ensembles, which effectively drive synchronized bursting, can change in cultures over time even without external stimulation. This suggests that the pattern of temporal involvement of different locations into bursting is a subject of dynamic modulation and can undergo plastic changes.
Fig. 1. Extracellular activity in hippocampal cultures that survive for up to 3 months is characterised by enhancement of both spiking and bursting activity and accompanied by functional reconfiguration of the network. For details, see Methods and Results sections. The absolute values for individual channels in 2M and 3M cultures were normalized to respective mean values in 1M group, which were taken as 100%. Results are presented as Mean±S.E.M.
Spontaneous Cortical Column Recurrent Activity and Layer Sensitivity to Electrical Stimulation
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The neocortex generates periods of recurrent activity, such as the slow (0.1 - 0.5Hz) oscillations during slow-wave sleep. Such spontaneous oscillations have been observed \textit{in-vitro} in acute ferret brain slices \cite{1}, and in rat brain slices \cite{2}, with perfusion ionic concentrations mimicking \textit{in-vivo} conditions. We report and describe for the first time spontaneous recurrent activity in rat somato-sensory cortex, as well as a cortical layer specific burst threshold for electrical stimulation.

1 Methods

1.1 Experimental Protocol

The preparation of acute brain slices from p14-p17 juvenile Wistar rats was done accordingly to federal and institutional guidelines. Artificial cerebrospinal fluid (ACSF) contained (in mM) 125 NaCl, 2.5 KCl, 1.25 NaH\textsubscript{2}PO\textsubscript{4}, 1 MgCl\textsubscript{2}, 2 CaCl\textsubscript{2}, 25 NaHCO\textsubscript{3}, and 25 glucose and was bubbled with 95% O\textsubscript{2}-5% CO\textsubscript{2}. Slices were mounted with a solution of nitrocellulose (0.14 mg/L in ethanol and 1% methanol) on 3-dimensional Multi Electrode Array (MEA) of 60 pyramidal platinum electrodes; electrode spacing 200 \textmu m (Ayanda Biosystems SA, Lausanne, Switzerland). Spontaneous oscillations were generated by an \textit{up-state} solution \cite{2,3} with slightly different ionic concentrations from normal ACSF (6.25 KCl, 1.5 CaCl\textsubscript{2}, and 0.5 MgCl\textsubscript{2}). Electrical stimulation was performed with an STG2008 (Multi Channel System, Reutlingen, Germany). The stimuli (1Hz train of 5 biphasic pulses of 1ms) was simultaneously applied to 4 electrodes.

1.2 Analysis

Recordings were processed off-line by custom C++ software, identifying the time of occurrence of multi-unit activity and its typical extracellular waveforms. Subsequent data analysis was performed in Matlab (The MathWorks, Inc., Natick, MA, USA), involving the manipulation of individual spike times across the MEAs, as well as the computation of the spike times histogram \cite{4}.

2 Results

Perfusion of acute rat cortical slices with ionic concentrations mimicking \textit{in-vivo} conditions, generates slow (0.05 - 0.4Hz) spontaneous oscillations (Fig 1). Averaged bursts duration is 100 ms. This recurrent activity persists for 10-30 minutes, and can be reinitiated by \textit{up-state} perfusion after a washing period of 15 minutes with standard perfusion.

![Fig. 1: Highly synchronized recurrent cortical activity is evoked by ionic concentration changes in the environment. A randomly chosen burst (red rectangle) is shown with a larger time scale.](image1)

Inter-burst distribution of 90% of detected events is less than one millisecond. Hence, interburst detected activity is almost null (Fig 2).

![Fig. 2: Interburst distribution of events [0.1 – 5000ms] that occurred during the recording shown on Fig 1.](image2)

The average of spike times histogram computed for every channel produces an averaged burst profile, which is then normalized by the total number of events detected during one time bin \cite{4} (Fig 3). We observe that some channels are in advance, and some are late on the averaged activity peak, thus, the average burst profile of each individual channel contains temporal information. Hence, replaying every channels burst profile on the picture of the cortical slice laying on the MEA allows the visualization of the activity spreading in cortical layers (Fig 4). We
report a wave like propagation in the entire column of the recurrent activity which is generated in the cortical layer 5 (N=297 bursts, 4 animals).

Fig. 3: Averaged and normalized burst profile for the entire MEA (top) and averaged burst profile for every individual channel (bottom), N=28 bursts over 60s recording.

Once spontaneous oscillations have vanished, we applied electrical stimulations to determine each cortical layer specific burst threshold. For each experiment, layer burst thresholds were normalized by the averaged burst threshold during the experiment. We observed that bursts initiation requires a slightly lower input in layers 2 to 4 than in deeper layers. It might be explained by the morphology of layer 5 pyramidal cells that are believed to initiate the bursting process [5].

Fig. 5: Normalized cortical layer burst threshold (N=3 to 8).
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Software providing on-line high-resolution spatial mapping of single neurons
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New tools such as High-density MEAs provide large amount of information, which help in the understanding of the geometry of single neurons and their embedding in networks activity. However, due to the complexity of such MEAs, a new software interface had to be developed, especially concerning the routing of the channels and the spike-sorting. The latter takes advantage of the capacity of the MEAs to record single neuron external electrical field potentials (EFPs) at different positions. Here we describe our strategy addressing this problem in an on-line fashion.

1 Introduction

Techniques such as patch-clamping, 2-photon microscopy and calcium imaging provide information about the electrical properties of neurons at different locations simultaneously. Nevertheless, they all suffer from trade-offs, which can be limited temporal resolution or short viability of the studied cell. To address these problems, MEAs featuring a high spatial and high temporal resolution [1] can be used. Such devices allow for the recording of the external electric field potentials emitted when a neuron fires, and thus at several locations of the neurons (see Figure 1 for an example of recorded signals). Such MEAs feature 11'016 electrodes, among which 126 are recordable simultaneously. Therefore a re-routing of the channels must be applied in order to target the subset of electrodes recording the activity of the desired neurons. Furthermore, the high spatial resolution was used here to developed an on-line spike-sorter and to compute footprints of individual neurons (see below) in an automatic fashion.

2 Material and Methods

2.1 Cell culture preparation

Neocortical cells from newborn rats were cultured on high-density MEAs and maintained in MEM supplemented with heat-activated horse serum (5%), L-glutamine (0.5mM), and glucose (20mM) at 37 ° C and 5% CO2. The medium was partially replaced twice a week.

2.2 Material and recordings

High-density MEAs featuring 11'016 electrodes with a pitch of 18 µm were used, which permit the recording of single unit action potentials from several electrodes simultaneously. A subset of 126 channels are recordable simultaneously, and if necessary, can be re-routed to include other locations on the array.

We developed a flexible interface in C++ and Python. In order to deal with the sheer amount of data during acquisition where only meaningful signals were retained. Moreover, we performed spike-sorting to take advantage of the high spatial resolution. In order to do so, we extended to several channels a method called template-matching [2], which calculates the distance of the recorded signal to a template. Furthermore, it is known that the amplitude of the action potentials varies during a burst. Therefore, an option was implemented in the spike-sorter to rescale the signal before comparison with the template.

2.3 Footprints

Spike triggered averaging over the spiking times at the soma was computed, and footprints of such neurons representing the flux of ions through the membrane near the electrodes location show clear changes in shape and delay from one electrode to another. In order to compute such footprints and to reduce the recording time, an algorithm was developed to automatically route the electrodes in order to track the spatial extent of individual neurons.

2.4 Network bursts

Mature culture networks of neocortical neurons exhibit periods of high synchronous activity called network bursts (NB) [3]. The propagation of activity throughout the network during such NBs follows various reproducible patterns [4], which presumably provide different synaptic inputs to individual neurons. It is of
interest, therefore, to know whether such different patterns of activity have distinguishable effects on the spatial properties of EFPs of individual neurons embedded in the network, especially at the dendritic trees.

Therefore, an on-line classification algorithm based on the recruitment order within a burst was developed and tested.

![Fig. 1](image.png)

**Fig. 1.** Example of traces where action potentials were recordable by several electrodes simultaneously. Moreover, spikes from two neurons (red crosses and blue squares) are distinguishable. Applying a simple threshold detection on individual channels would have led to a misinterpretation of the data. For example, if one applies a threshold detection on the second channel from the top, these five spikes would have been attributed to the same neuron.

3 Preliminary results

3.1 Software interface

The software developed allows us to save the data only when activity is detected and reduces considerably the amount of data to be stored. Moreover, spike trains and ISI distribution can be displayed on-line and saved for further analysis.

3.2 Spike-sorting

The discrimination power of the template-matching algorithm applied to several channels improved greatly the quality of the spike-sorting. Qualitative analysis show that this method reduces considerably the number of false positives detected. Moreover, the spike-sorter deals adequately with the change of amplitude of the action potentials during bursts.

3.3 Footprints

The algorithm implemented improves the tracking of the individual neurons, and footprints of such neurons representing the flux of ions through the membrane near the electrodes location, and show clearly changes in shape and delay from one electrode to another. Under optimal circumstances, electrical fields can be recorded at hundreds of micrometers from the soma. The evaluation of such patterns provides useful insight about the topology of the neuron and of the different transmission delays.

Moreover, several features of individual neurons can be extracted from these footprints: the soma and the dendritic tree can clearly be differentiated due to the inversion of polarity, and smaller external electrical fields, such as the one emitted by single axons, are possibly detectable. In addition to the spatial structure of individual neurons, temporal features representing the flux of ions inside the cell, as well as with the surrounding medium can also be extracted.

3.4 Classification of network bursts

The on-line algorithm succeeded in classifying the network bursts into several reliable patterns. Such feature of the program could be applied in different contexts. It is already possible to compare neuronal footprints of the same neurons embedded in different types of bursts, which is of interest since their synaptic input may vary depending on the network's activity. Moreover, such classification will be useful to apply different feedbacks to the culture while closed-loop experiments will be performed.

Acknowledgement

We thank the group of Prof. Hierlemann for providing the MEAs and for its extensive support, Samora Okujeni and Sebastian Reinarz for the cell culture preparation, and Patrick Pauli for the technical assistance. Funded by the German BMBF (FKZ 01GQ0420 & FKZ 01GQ0830) and by the EC (NEURO, No. 12788).

References


Networks in dissociated culture follow native cortical development

Steffen Kandler¹,²,³*, Samora Okujeni¹,²,³, Sebastian Reinartz³ & Ulrich Egert¹,³

1 Bernstein Center Freiburg
2 Neurobiology and Biophysics, Inst. Biology III
3 Biomicrotechnology, Dept. Microsystems Engineering; ALU Freiburg, Germany
* Corresponding author. E-mail address: kandler@bcf.uni-freiburg.de

Synchronization of neuronal activity plays a crucial role for the formation of functional circuits in developing cortical networks. We investigated structural and functional development of cultured networks with combined patch-clamp and microelectrode array (MEA) recordings. We found that maturation processes in culture—e.g. the pairwise correlations of bursting activity—show comparable changes throughout development as observed in neonatal networks in vivo. This suggests that identical mechanisms also shape neuronal networks in vitro.

1 Introduction
The spontaneous synchronization of network activity during early cortical development supports the formation of basic functional circuits and neuronal assemblies. Recent studies argued that synchronized activity could serve as refinement mechanism of early neuronal maps and that a transition to asynchronous activity states coincides with the integration of sensory inputs, e.g. [1,2]. It suggests that the synchronization of activity has mechanistically a fundamental influence on the emerging computational properties of developing networks.

Here, we investigated the structural and functional embedding of individual neurons into synchronous network bursts (NB) within networks developing in dissociated culture. By monitoring these networks intracellularly and extracellularly with dual patch-clamp electrodes and MEA, we gained insight into the underlying network connectivity and the activity dynamics on a single-neuron and population level.

2 Methods
Neuronal tissue was obtained from frontal cortex of newborn rats following standard procedures [3,4]. Dissociated cells were seeded at densities of 1,500–5,000 neurons per mm² on PEI coated MEAs. Cultures were maintained in MEM supplemented with heat-inactivated horse serum (HS; 5%), L-glutamine (0.5 mM), and glucose (20 mM) in a humidified atmosphere at 37°C and 5% CO₂.

Combined dual patch-clamp and MEA recordings were performed to test for pairwise connectivity at a distance range of max. 400 µm and to record neuronal embedding into NB activity. Recordings were carried out at 35–37°C using a slow perfusion (100 µl/min) with carbogenated (95% O₂, 5% CO₂) culture medium without HS supplement.

3 Results
Networks with seeding densities higher than 2,000 neurons per mm² converged to this density within four weeks in vitro, indicating that maturation processes limit the final network density (Fig. 1).

We observed that individual neurons were more likely to participate in NBs if those were stronger (i.e. higher no. of in-burst spikes or participating units) and if the NB onsets across electrodes were more synchronous (Fig. 2).

The distance dependent pairwise correlations in the firing within spontaneous NBs increased during network maturation, similar as found in native cortex [1] (Fig. 3).
The onset of NBs was further restricted to distinct sets of network sites, suggesting that the spatial arrangement and connectivity of neurons in these populations support NB initiation and propagation. Pairwise correlations between intracellular and extracellular NB firing were highly dependent on NB onset latencies, and to little or no degree on the spatial distances to NB onset sites (Fig. 4).

In 95 pairwise intracellular recordings we found that neurons less than 400 μm apart made connections with a high probability of 49% (Fig. 5) as observed previously [5]. Most connections thereby were unidirectional (23%) or bidirectional (20%) excitatory; only about 6% of all pairs had inhibitory connections. Furthermore, the connection probability was independent of pairwise distance and of the network density at the sampled distances.

4 Discussion

Developmental changes of network synchrony in neuronal cultures show parallels to early cortical development in vivo. Especially, the network age dependent changes of pairwise correlations are similar to observations made in native cortex suggesting that cultured networks in principle follow the same mechanisms that refine early network structure and activity in a native context [1]. This is also supported by the developmental decrease of EPSP amplitudes which are subjected to the formation of more and more new synapses and synaptic scaling [6]. We, however, did not observe a transition of NB activity to asynchronous activity as observed in vivo. This could be explained by the lack of adequate input and lack of functional processing within the cultured networks.

Our results further suggest that a high degree of excitation and interconnectivity supports the spontaneous formation of NBs at distinct locations within the networks. The comparatively low number of inhibitory connections could partly result from maturation processes differentially advanced in excitatory and inhibitory subpopulations at the time of tissue preparation and during culture development [7].
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We report on the extracellular mapping of field potentials evoked by paired pulse stimulation. For the recording we use a CMOS chip with 16384 transistors on a 1mmx1mm multi-transistor-array (MTA). The pitch between two pixels is 7.8µm and the sample rate is 6kHz. We cultivate organotypic brain slices from rat hippocampus for 2-3 weeks. After stimulation with tungsten electrodes we obtain maps of the extracellular activity in the tissue.

In a first set of experiments, we tested the MTA on functionality by mapping the CA3-CA1 projection at high spatial resolution and imaged the propagation of the fiber volley along the Schaffer Collaterals and the postsynaptic pspike in the CA1 pyramidale neurons. We also induced LTP at the Schaffer Collateral-CA1 pyramidal neuron synapses by presynaptic theta stimulation in stratum pyramidale of CA3.

In a second set of experiments, we mapped the correlated activity evoked by paired-pulse stimulation. We stimulated (i) in CA3 stratum pyramidale/Schaffer Collaterals (orthodromic), (ii) in CA1 startum oriens/alveus (antidromic) and (iii) orthodromic/antidromic combined at interpulse intervals of 2-40ms. We focused on the response of principal neurons and of interneurons perpendicular to the propagation along cornu ammonis. Therefore we picked a line of sensors along the dendritic axis of the CA1 pyramidal neurons and formed a space-time map by plotting in a 3-dimensional graph field potential versus location versus time to visualize the dendritic location of the CA1 principal cell inputs.
Functional and morphological comparison of patterned and random low density cultures of neurons grown on microelectrode arrays (MEAs)
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To date, micro-contact printing (μCP) proved to be a reliable methodology in creating geometrically ordered neuronal assemblies in in–vitro culture. However, the influence of the topology on neuronal networks was recently addressed raising the topic of how network morphology might affect the functionality or connectivity of these models. For this reason it is important to ensure that such cultures, used as models for investigation, maintain the main functional characteristics over all the culturing period and possibly for long term analysis. This is fundamental for morphological and functional characterization as well as the employment of low density cultures that helps in the localization of both single cells and network structures. This should be aimed to providing reliable outcomes as well as to studying functional properties of neuronal cells which appear at later stages of development. In this work, we optimized the microcontact printing (μCP) technique to create grid-patterned networks on MEAs aligned with the microelectrode array (MEA) by exploring the bio-patterning methodology. Microcontact printing techniques and nano/micro drops deposition were used for engineering the substrate for low density cultures stable for long term analysis (> 21 DIVs). An electrophysiological and morphological comparison was performed on data acquired on random and controlled network assemblies cultured at low cellular density.

1 Methods/Statistics

1.1 Sample preparation

MEAs (8x8 array, 200µm pitch) and glass coverslips were prepared using micro contact printing (μCP) and coated with ECM solution as an adhesion factor. PDMS stamps were used to transfer the adhesion molecules on the target substrates previously coated with an agarose repulsive layer. Low density cultures (< 100 cells/mm²) of E18 rat hippocampal neurons were grown and maintained in vitro for up to 21 DIVs activity.

1.2 Comparison between random and patterned networks

Immunofluorescence staining were performed by means of standard immunolabeling using primary antibodies for structural markers and fluorescently labeled secondary antibodies. Whole patch clamp analysis was performed. Spontaneous activity and evoked currents were recorded from both excitatory and inhibitory neurons. Extracellular currents from micro-printed MEAs were recorded. Electrical stimuli (Probe stimuli and tetanic stimulation) were delivered to selected active electrodes. Bicuculine (30 μM final concentration) was delivered to the analyzed samples.

2 Results

The μCP methodology was able to define the network topology and functional activity (i.e. synapse formation, function and plasticity) and maintain the network architecture up to 20-30 DIVs. Currents recorded on patterned MEAs showed higher coupling with electrodes and defined functional connectivity in patterned samples. Signals could be recorded at a very high signal-to-noise ratio even in low density and patterned cultures.

3 Conclusion/Summary

The imposition of a defined topology does not impair the main physiological properties of neurons cultured in geometrically defined conditions. However, benefits are evidenced as demonstrated by the increase in the number of neuronal soma located in close proximity of the electrodes and in the quality of recorded currents. Moreover, neuronal bodies and connection tracking resulted easier, allowing the identification of synaptic connections and enabling the correlation of functional aspects with the morphological structure of the neuronal network. These results were obtained by using low cell densities (70 cells/mm²) in culture, confirming μCP as a suitable tool for the creation of custom experimental models. These results provide new tools for