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Foreword

Substrate-Integrated Microelectrode Arrays:

Electrophysiological Tools for Neuroscience, Biotechnology and Biomedical Engineering

8" International Meeting on Substrate-Integrated Microelectrode Arrays, July 10 - July 13, 2012, Reutlingen, Germany

Forty years ago, in 1972, Thomas et al. intro-
duced the use of planar microelectrode arrays (MEAS)
as a “convenient non-destructive method for maintain-
ing electrical contact with an individual culture, at a
large number of points, over periods of days or
weeks.” *

Since then, the number of users is growing con-
tinuously. Thanks to the worldwide MEA community
and its creative drive, a broad spectrum of applica-
tions employing MEAs has been established. Cur-
rently, 630 members subscribe to the MEA user group,
the web-based scientific discussion group for MEA
users®.

Equipped with outstanding hard- and software,
MEAs contribute to the unravelling of fundamental
physiological functions of the brain, such as memory,
learning, circadian rhythms, and neuronal develop-
ment. Through MEAs, we have begun to understand
cognitive diseases, such as Alzheimer’s disease and
epilepsy, better. Furthermore, cardiovascular, stem
cell, and retina research also benefit from the ad-
vancements in MEAs. An ever increasing number of
excellent scientific publications proves the maturity of
MEA systems: they are now routine tools in extracel-
lular electrophysiology and, in the pharmaceutical in-
dustry, they have been applied successfully in tests of
efficacy and safety.

The broad range of applications is rooted in the
broad spectrum of customized hardware. Today’s elec-
trode arrays comprise between 30 and 30,000 re-
cording sites embedded in glass, silicon or a flexible
polymer, with electrodes made of either titanium ni-
tride, field effect transistors or futuristic carbon nano-
tubes.

It is again an honour and a great pleasure for the
NMI and the Bernstein Center Freiburg, our co-
organizer, to be able to host the eighth edition of the
MEA meeting. This year we welcome more than 280
students and senior researchers, MEA developers, as
well as new and experienced MEA users. Several hun-
dred authors and co-authors from 23 countries have
submitted abstracts for 28 oral and 130 poster presen-
tations.

The topics of the meeting range from sub-cellular
analyses to the newly introduced session of in vivo
applications. Special emphasis is given to technologi-

! Thomas, C. A. Jr. et al. A miniature microelectrode array to
monitor the bioelectric activity of cultured cells. Exp Cell Res.
1972;74(1):61-66

2 http://tech.groups.yahoo.com/group/mea-users/
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Standard Microelectrode Array (MEA). The substrate-
integrated electrodes in the centre of the dish can be used
both for stimulating and recording cultured cells and tis-
sue. MEAs are being used to address numerous questions
in neuroscience, neurotechnology and cardiovascular re-
search, as well as for drug testing in the pharmaceutical
industry.

cal developments. The proceedings book offers a rep-
resentative overview of current techniques and appli-
cations.

A scientific committee was set up to review each
of the submitted abstracts and to select the best ones
for oral presentations. We would like to thank them
for their support and also for selecting figures for the
best-picture award. This year’s cover collage reflects
the application range, from cellular analysis to in vivo
applications using flexible arrays.

We welcome you wholeheartedly to Reutlingen
and we are looking forward to an exciting meeting
with lively and stimulating discussions — with old and
new friends and colleagues.

Enjoy the meeting!

Dr. Alfred Stett, Dr. Glnther Zeck
Conference chairs, NMI, Reutlingen

Prof. Dr. Ulrich Egert
Co-Organizer, Bernstein Center Freiburg
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Wireless and implantable multielectrode arrays inter-
faced to brain circuits

Arto V. Nurmikko®”, Ming Yin®, David Borton®, and Juan Aceros*
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Abstract

The development of implantable devices which enable fully wireless transmission of brain signals, recorded by
microelectrode arrays (MEA) as dynamical neural circuit information, is one important goal for advancing human
neuroprostheses. Current brain sensing research for prostheses via first clinical trials is offering tantalizing
glimpses for the future, even if these technologies are cumbersome, percutaneous, and limited in their scalability
for larger cortical coverage. Here we summarize some engineering challenges and constraints that apply to the
design and fabrication of active electronic microcircuits in wireless devices, be embedded in the head area below
the skin of a subject, which take their input from cortical MEAs. We demonstrate a hermetically sealed chronic,
subcutaneous implant realized in our laboratories which has been implanted into mobile pigs and primates for

high-speed digital, radio-frequency transmission or neural data to nearby receivers and neural decoders.

1 Overview

In this presentation we review current work where
the question is addressed how to extract and electroni-
cally transport large amounts of neural data wirelessly
from microelectrode arrays (MEA) to computational
tools and assistive devices for a mobile disabled sub-
ject. Recent clinical trial work in tetraplegic and other
seriously neurologically impaired humans [1], [2]
provides the motivation for this engineering research
for the emerging field of neural prosthetics. The clini-
cal trials have culminated in demonstrations of brain
(motor) control of robotic arms/hands and communi-
cation devices but have limitations due to percutane-
ous electronic cables which tether subjects to buly ex-
ternal electronics.

Here we summarize one particular approach de-
veloped in the authors* laboratory where an implant-
able compact electronic module enables the wireless
transmission of the neural broadband signals captured
by an intracortical MEA as a high speed digital data
stream (tens of Mbits/sec) via a microwave frequency
link. The module has been implanted into pigs and
primates to show the performance and viability under
chronic conditions. Neural broadband equates here
with simultaneous acquisition over, say 100 channels
of spike waveforms (action potentials at single neuron
level of spatial resolution) to lower frequencies such
as emanating from local field potentials (LFPs) and
brain rhythms. The implant to be described below is
but one example efforts by several groups to develop
headmounted wireless neural interfaces for primates,
most notably by Shenoy an collaborators [3-7]. Our
system is distinct in several ways, including its pack-
aging to a fully bicompatible subcutanous hermetic
titanium enclosure and scalability to multiple MEAs at

different cortical locations [8]. For fundamental brain
science, an implanted wireless neural interfaces enable
access cortical microcircuits in freely moving primates
to increase our understanding of the role of dynamical
brain states that guide e.g. motor planning and action.

Most present recording systems require a multi-
wire percutaneous connection between the MEASs and
head mounted electronics to external instrumentation
which restricts the subject’s mobility, present a liabil-
ity for infection, and cause potential contamination of
the weak electronic signals due to external
noise/interference. Any wireless system that might be
implanted within the body’s protective skin envelope
must fulfill multiple stringent requirements for bio-
medical engineering and considerations. From the im-
plantable systems point of view, challenges include
ultralow-power integrated circuit design, hermetically
sealed device packaging, large bandwidth wireless
telemetric capability (including anticipation of 100
Mb/sec and beyond), and compatibility with surgical
implantation procedures.

2 A Hermetically Sealed Implantable
100 channel Broadband Wireless

Neural Interface Device

Fig.1 shows a photograph of the completed wire-
less neural recording prototype device. In this device,
the neural 100-electrode sensor (Blackrock MEA [9])
is located at the distal end of a bundle of 100 gold
wires. The proximal end of the wirebundle is con-
nected to a hermetically sealed subcutaneous module
that is implanted below the skin of the subject.
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Figure 1: A wireless neural interface, hermetically sealed, MEA-
microelectronic package for mobile use. (The device is placed in
special holder for sterilization and transport to the operating room).
The standard 10 x 10 element microelectrode array (Blackrock Mi-
crosystems) can be seen exiting the enclosure in a wirebundle.

The subcutaneous module hosts all active elec-
tronics within a two-piece titanium enclosure that is
hermetically sealed by welding. The “top” section has
a brazed single-crystal sapphire window for electro-
magnetic transparency that facilitates (i) low loss
wireless transmission of RF and/or IR neural data
from the device and (ii) inductively coupling wireless
power into the device for recharging the embedded
battery power supply. The “bottom” section of the ti-
tanium enclosure contains a high density array of Pt/Ir
feedthrough pins embedded in metal-ceramic seals
that can be made possible with advanced manufactur-
ing techniques. To facilitate electrical connections
from the individual wires of the gold wirebundle to
the feedthroughs, a flexible Kapton parallel-interface-
plate (PIP) is used to fan out the wires from the bundle
onto the feedthroughs. The individual 25 pm diameter
gold wires are wire bonded to PIP sites that connect
by printed wiring to holes aligned with the
feedthrough pins. The actual connection to the pins is
made with lead-free solder. The PIP is overmolded
with biocompatible silicone for protection from ioni-
cally conductive body fluids.

2.1 Fabrication and Performance Summary
of the Prototype Wireless Device
The cortical signals from the MEASs enter as in-
puts to the Ti-enclosure where key active microelec-
tronic integrated circuits are as follows [10]: A 100-Ch
preamplifier (= 4 pV of RMS noise per channel) and a

Opening Lecture

digital controller ASIC were fabricated in a 0.5um
3M2P standard CMOS process and measure
5.2x4.9mm? and 2x2mm? respectively. The electron-
ics are mounted on thin flexible circuit boards and
tightly packed in the case along with a medical grade
rechargeable battery. A inductively coupled coil and a
onmidirectional RF chip antenna are placed directly
below the sapphire window. Inductive power transfer
efficiency at 5mm distance is 32%. There is less than
50% RF signal transmission loss. We note that in the
prototype version, temperature increase due to charg-
ing (eddy currents in Ti-can) are a concern. The FDA
mandates that a device has to meet the 1SO standard
requiring no outer surface of a device rise more than
2C° above body temperature (37C°). We have per-
formed finite element modeling and in vivo measure-
ments to characterize heat generation. Optimizations
have been implemented in the RF power link to re-
duce heating. The key overall electronic performance
parameters of the 100-channel prototype of the broad-
band wireless NI implant are: Total power consump-
tion of less than 100 mW during continuous operation,
individual preamplifier noise floor of 4 pvV RMS, an
FSK modulated RF transmitter outputting ~ 4 mW
power in the range of 3-4 GHz (with a superhetero-
dyne custom receiver not described here). The wire-
less link can be designed to cover a transmission fre-
quency range from 3.0- 4.0 GHz. The 45 gram total
weight NI implant will use an approximately 250 mA-
hour medical grade battery to enable one charge cycle
for up to 8 hour operation. From only electronic point
of view, and with the rational assumption that the sys-
tem lifetime will be limited by number of battery
charging cycles, operation for multiple years of con-
tinued mobile use is achievable (for >2000 recycles).
We note that due to other portable consumer electronic
device technologies (e.g. smartphones, iPads, PCs),
there is a huge worldwide push to improve the current
Li-ion based battery technologies.

2.2 In Vivo Animal Experiments in Mobile

Pig and Monkey Model

The full functionality of the entire wireless neural re-
cording system was first validated on the bench (MEA
in saline with electrical injection of “pseudospike
trains”) and then implanted in two adult awake York-
shire pigs and two primates, respectively. In the pri-
mates the devices have been operating over a period
of about 9 months (at this writing), yielding useful
neural data.
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Figure 2: Wirelessly recorded 100-channel data from implanted neural interface in non-human primates. (a) A schematized depiction of a
recording session in primate experiments. The implant was charged for up to one hour prior to recordings. Monkeys were then returned to
their home-cage and recordings were made as the animal moved freely in its environment. Data was constantly transmitted at 3.2-3.8 GHz
to a receiver for demodulation where it was then outputted to an x86 PC over USB 2.0. (b-c) Threshold crossings across multiple (all)
channels can be reduced to a low-dimensional state space through principal component analysis (among others). The evolution over time
of the first three dimensions of such a space is plotted, as a neural trajectory. We present such neural trajectories produced during free
movement of monkey JR: scratching eye (blue), touching an apple (green) and turning head (purple). Circles represent centroids of trajec-
tory during each movement. (d) A selection of 15/100 broadband recording channels demonstrating heterogeneity of the neural signals and
the richness of high-sample rate data collection (20 Ksps). (e) Enlarged single channel showing two isolatable neurons near one microelec-
trode in the array. While all data analysis using APs was here performed by using “threshold crossings,” it is an important characteristic of
our neural interface to have the resolution and fidelity for unit isolation. (f) A raster plot (12 s) marking threshold-crossing timestamps for
all input channels and behavior is indicated by color: scratching eye (blue), touching an apple (green) and turning head (purple). (g) Ex-
tracted spike, i.e. action potential (AP) waveforms from all 100 input channels or a 10x10 element microelectrode array recorded over a
period of 10 s. (Blocks with no APs simply state that no single units were detected, however all 100 channels showed robust field potential

modulation)

Fig. 2 demonstrates the prototype NI device’s
ability to record cortical spikes (as well as LFPs, B-
bands etc; not shown here but used by us e.g. in ongo-
ing studies of brain states under different anesthetic
agents in monkeys), from a large fraction of total
channels in a freely moving monkey. Neural data is
streamed via the 3.2 GHz wireless link to an adjacent
laptop, which detects and sorts spikes. The new NI is
an advance over other externally headmounted_wire-
less units [2-6] given its full 100 channel continuous
neural broadband recording capability, in addition to
the implantable hermetically sealed Ti-enclosure.This
prototype NI platform is the starting point for the BRP
renewal proposal, for further advances and innova-
tions on our path to initial human sub-acute trials, to
culminate in a new class of chronic human neuropros-
theses.

3 Conclusion

We have presented the prototype implementation
of a 100 channel fully implantable wireless broadband
neural recording system with inductively rechargeable
battery and RF/IR data transfer for behavioral neuro-
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science research and potential brain disease diagnosis
applications. The functionality of the device has been
demonstrated through in vivo implants in pigs and
primates. Robust neural spikes and LFP signals were
recorded from cortical circuits. We are currently
working on furthering this device approach towards
transitioning in human clinical applications while con-
tinuing to testing in non-human primate models in
freely moving behavioral research. Initial trials in such
mobile primate brain science research have been pro-
ductive and will be reported in detail elsewhere.
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Abstract

Co-cultures containing dissociated cortical and thalamic cells may provide a unique model for understanding the
pathophysiology in the respective neuronal sub-circuitry. In addition, developing an in vitro dissociated co-culture
model offers the possibility to study the system without influence from other neuronal sub-populations. In this
work, we demonstrated a dual compartment system coupled to Micro-Electrode Arrays (MEAS) for co-culturing

and recording spontaneous activities from neuronal sub-populations.

1 Introduction

The interactions between thalamus and cortex has
been extensively studied both in vivo [1] and in vitro
[2]. The significance of the thalamus in the brain cir-
cuitry can be well understood considering that almost
all neuronal signals from the sensory and motor pe-
riphery reach the cortex via the thalamus [3]. Tha-
lamic neurons receive strong input from cortico-
thalamic feedback neurons thereby allowing the con-
text to communicate continuously through the thala-
mus during sensory processing. This implies that cor-
tical neurons can dynamically modulate the thalamic
processing function, and ultimately shape the nature
of its own input [4]. These connectivity pathways be-
tween cortex and thalamus are also responsible for
generating rhythmic neuronal network oscillations. To
better understand the interplay between thalamus and
cortex, the development of in vitro systems utilizing
dissociated cells offer a complementary approach to in
vivo studies. In this work, we considered both experi-
ments and simulations to investigate specific interac-
tion mechanisms between thalamic and cortical popu-
lations. We characterized the dynamics of such co-
cultures by means of first-order statistics to investi-
gate the influence of cortical cell dynamics in tha-
lamic network activity and vice versa. Then, we in-
ferred the functional connectivity maps between the
two populations, and the directionality in the burst
propagation. The main result is that a reciprocal con-
nectivity between the cortical and thalamic region was
found. Burst events originate in the cortical region and
the presence of strong cortico-thalamic connections
drives the thalamic network to discharge bursts while
reciprocal weak thalamo-cortical connections play a

salient role in the cortical network by modulating the
duration of the burst event. Finally, to further validate
such connectivity schemes, we developed a model of
two large-scale neuronal interconnected populations
mimicking the cortical and thalamic dynamics.

2 Materials and Methods

2.1 Dual-compartment device

The micro-fluidic compartments (Fig. 1A) of 1.5
mm width, 8mm length and 100um in height are in-
terconnected by means of microchannels of 10um
height, 3um width and 150 um length that are spaced
at regular intervals of 50 um (there are about 120 mi-

crochannels connecting the two compartments).
(L.}

26 8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012



Fig. 1. (A) Layout of the dual-compartment device. (B) MEA sub-
strate with the dual compartment device. Adapted from [5].

The small cross-section of the microchannels pre-
vents the movement of cells between compartments
while allowing neurites to cross-over to the adjacent
compartment and form a functional network [5]. The
compartmented PDMS device (Fig. 1B) was selec-
tively oxygen-plasma treated to render the compart-
ments and microchannels hydrophilic while preserv-
ing hydrophobic contact surface. The oxygen-plasma
treated device was reversibly bonded to Micro-
Electrode Arrays (MEA) substrate (Multi Channel
Systems, Reutlingen, Germany). Prior to bonding,
MEA substrates were coated overnight with poly-
ethylenimine (PEI) solution at a concentration of 40

pg/ml.

2.2 Co-culture preparation

Primary cultures of Wistar rat embryonic cortical
and thalamic neurons were prepared by Trypsine
(GIBCO, Invitrogen, USA) digestion of day-18 em-
bryonic rat whole cortices and ventral basal thalamus.
The dissociated cortical cells were cultured in neuro-
basal medium (Lonza lifesciences, USA) and the dis-
sociated thalamic cells were cultured in similar me-
dium supplemented with an additional 3% Fetal bo-
vine serum (FBS) and 1% Horse serum (HS). On the
day of the experiment, PEI coated MEA substrates
were rinsed 3x times in sterile water prior to bonding
with PDMS device. After bonding PDMS and MEA
substrate, dissociated cells were platted at a concentra-
tion of ~ 2 x 10° cells / cm? in both the compartments.
The devices were then incubated in a humidified in-
cubator at 37° C supplied with 5% CO,. The presence
of serum in the culture medium for thalamic cells
(3%FBS+1%HS) was maintained for at least 5 days
in vitro (DIV). The serum dosage was reduced during
the following days to 2%FBS+0.5%HS and finally
completely eliminated after DIV 9 to avoid the glia
overgrowth during long term culture.

Neural Dynamics and Plasticity

Fig. 2. Cortical-thalamic co-culture coupled to a MEA.

2.3 Data analysis

Network activity has detected by using threshold
based ‘Precise Timing Spike Detection’ (PTSD) algo-
rithm [6]. Bursts and network bursts are detected by
using the algorithm devised by Pasquale et al. [7].

Cross-Correlation (CC) function was built by
considering the spike trains of two recording site [8].
From the CC, we estimated the functional connec-
tivity maps by considering only the strongest links to
avoid any possible false positive connection and to
focus on the most reliable connections. In particular,
we considered the 20 strongest connections intra-
cluster (i.e., cortico-cortical, or thalamo-thalamic con-
nections), and the 10 inter-cluster (i.e., cortico-
thalamic, or thalamo-cortical connections).

2.4 Computational model

A neuron model based on the Izhikevich equa-
tions [9] was used to simulate the dynamics of corti-
cal-thalamic networks. Graph theory was used to rep-
resent the network connectivity. The structure of the
graph is described by the graph’s adjacency matrix, a
square matrix of size equal to the number of nodes N
with binary entries. If the element a;; = 1, a connection
is present between the node j to i, while a; = 0 means
no connection between the two nodes. All the auto-
connections are avoided. Following this approach,
two independent networks made up of 512 nodes
each, one for the cortical, and one for the thalamic
network were realized. Both the networks are fully
connected, as found experimentally, and the average
degree was set at 1500 + 97. The interconnections be-
tween the two sub-populations were modeled as fol-
lows: the presynaptic neurons in a compartment were
chosen among the ones that establish the strongest
connections within the same cluster; the targets were
randomly chosen in the other compartments. In the
simulated model, 10% strongest connections was set
from cortical to thalamic compartment, while 5% of
strongest connection was set from thalamic to cortical
compartment [10].

3 Results

3.1 Cortical-thalamic dynamics

To analyze the influence between the two cultures we
investigate the time of initiation of network bursts in
both compartments of Cx-Th co-cultures. The ob-
tained results shown that in the Cx-Th co-cultures
network bursts were observed to originate in the Cx
compartment in majority of the cases closely followed
by thalamic bursts. Finally we look at the burst dura-
tion by hypothesizing a possible feed-back influence
of the thalamic population on the behavior of cortical
cells. The duration of cortical bursts in the co-culture
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is elongated (Fig. 3) with an average burst duration of
389.17 £+ 23.61 ms (mean * standard error), when
compared to the cortical bursts in isolation - with an
average duration of 246.48 + 3.82 ms, (p < 0.01,
Kruskal-Wallis nonparametric test). In addition, also
the burst duration of the thalamic subpopulation is
modulated by the presence of cortical neurons: when
thalamic neurons are cultured alone, they display a
burst duration equal to 397.41 + 1.70 ms, which is re-
duced to 280.66 + 3.60 when cultured with cortical

neurons.
54

Burst duration (ms)
b

Gx with Th Th with Cx

Culiure

Fig. 3. Burst duration for cortical and thalamic cultures alone and
when co-cultured (p < 0.01, Kruskal-Wallis, non parametric test).
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3.2 Cortical-thalamic connectivity

The interplay between cortico-thalamic and thalamo-
cortical populations have been investigated, by esti-
mating the functional connectivity between the two
populations. An example of functional connectivity
map evaluated by considering the strongest 20 intra-
cluster and 10 inter-cluster connections is shown in
Fig. 4A.

) ==l 1 i3]
I .‘..,Izg::L-l 4 ———
| . ol I -

Fig. 4. (A) Example of a functional connectivity map. (B) Distribu-
tion of the inter-cluster connections evaluated over 5 cortical-
thalamic co-cultures.

Direction of the links is derived by the peak latency
of the cross-correlogram and allows to estimate the
weight of the reciprocal influence of the two co-
cultured populations. By considering 5 co-cultures
used in this analysis, it was observed that ~ 77% of
the connections are cortico-thalamic, while ~ 23%
was thalamo-cortical. By varying the number of con-
nections (i.e., from 10 to 30), an increase in the frac-
tion of thalamo-cortical links was observed indicating

that the strongest connections are from cortical to tha-
lamic population (Fig. 4B).

3.3 Simulated models

Finally, to support the experimentally interplay
between the cortical and thalamic populations, an Iz-
hikevich based neuronal network model was devel-
oped to specifically study network dynamics in the
two sub-populations (cortical and thalamus), influ-
enced by the presence or absence of reciprocal con-
nections. In this model, three different configurations
were simulated: (i) populations of cortical and tha-
lamic cells in isolated conditions; (ii) interconnected
cortical-thalamic populations with unidirectional cor-
tical to thalamic inter-connections, and (iii) intercon-
nected populations with bidirectional strong cortico-
thalamic and weak thalamo-cortical inter-connections
(resembling the actual experimental situation). For
each configuration, 300 seconds of spontaneous activ-
ity were simulated, and analyzed by using the same
metrics adopted from the experimental data.

We computed the burst duration of cortical neu-
rons by sweeping the percentage of the inter-

connections between the two populations (Fig. 5).
B0 -

500 4

Bure duration (me)
'
=
i

Model Configuration
Fig. 5. Simulated Burst durations of cortical neurons, as a function
of the percentage of the inter-compartment connections

It can be noticed that if we consider only a pool
of cortico-thalamic connections (unidirectional inter-
compartment connectivity) equal to 10% of the total
connections within the cortical compartment (second
bar of Fig. 5), burst durations are close to those ob-
tained in an isolated cortical population (first bar). In-
creasing the percentage of thalamo-cortical projec-
tions, the mean burst duration of cortical population
also increases (third bar of figure 8 with 10% cortico-
thalamic and 2% thalamo-cortical connections), and
resembles the experimental values when thalamo-
cortical links are 5% of the intra-compartment con-
nections (fourth bar). Finally, if the percentage of the
thalamo-cortical inter-connections is greater than cor-
tico-thalamic connections (last bar), the mean burst
duration assumes implausible large values (more than
600 ms). These results are qualitatively in agreement
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with functional connectivity analysis in Cx-Th de-
vices, in which the ratio of cortico-thalamic functional
connections were experimentally observed to be much
higher compared to the thalamo-cortical connections.

4 Conclusions

A novel dual compartment micro-fluidic system
for co-culturing dissociated cortical-thalamic cells was
demonstrated in our current study allowing investiga-
tion of specific interactions between the two popula-
tions. We demonstrate that functional connectivity is
re-established in dissociated cortical and thalamic
cells indicating a natural inclination of the system to
form reciprocal interconnections.

In a dual compartment device with cortical cells
in both compartments [5], although functionally con-
nected, the cells in individual compartments appear to
exhibit network bursting behavior independent of the
other compartment. In our current work with cortical-
thalamic co-cultures, reciprocal connections between
the cortical and thalamic region were observed. Burst
events for the vast majority originate in the cortical
region and the presence of strong cortico-thalamic
connections drives the network and in-turn, the tha-
lamic cells discharge bursts. On the other hand, recip-
rocal weak thalamo-cortical connections were ob-
served to play a relevant role in cortical behavior by
modulating the duration of burst events. Thalamic
cells are mainly characterized by a tonic firing both in
isolation and when co-cultured with cortical cells.
However, the presence of cortical projections pro-
duces burst events in the thalamic culture with fea-
tures that resemble the cortical ones. This influence is
reciprocal and, in the average found behavior in corti-
cal-thalamic co-cultures, the burst duration in the cor-
tical region is elongated by about 57%, while the burst
duration in the thalamic region shortened by about
29%. Simulated neuronal network models, based on
Izhikevich equations, further confirms the necessity of
bi-directional cortico-thalamic connections to drive
the network dynamics as observed experimentally.

The analysis presented in this work confirms the
recent findings that cortical region is the site of initia-
tion of burst firing events while reciprocal thalamo-
cortical connections are required to maintain a pro-
longed synchronized bursting pattern in the cortical
culture [2].

Neural Dynamics and Plasticity
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Abstract

While astrocytes have been repeatedly shown to play a functional and developmental role at the synapse, it re-
mains unclear whether these cells contribute to neuronal network state and processing. Calcium imaging in con-
junction with the extracellular recording of hundreds of neurons revealed complex relationships between the net-
work activity of neurons and astrocytes. Using GFAP-Melanopsin, a light activated calcium channel, we induced
transient calcium concentration increases in astrocytes, which led to prolonged periods (several seconds) of sus-
tained, enhanced synchronized firing (spontaneous periods of bursts of bursts) in nheurons throughout the network.
The spatiotemporal properties of this behaviour indicate that astrocytes can modulate the overall state of synchro-

nicity in neuronal networks.

1 Introduction

The neuroscience community is largely divided
over the role of astrocytes in the brain’s ability to
process and store information. Several studies (1-3)
cast doubt on the assertion that astrocytes serve a
meaningful role in encoding by neural ensembles.
While (4-7) among others argue that there is clear
evidence that astrocytes are crucial players in compu-
tation, encoding and storage. We assert that the brain's
functionality is a manifestation of the activity of net-
works of neurons (rather than the action of individual
cells). Microelectrode arrays (MEAs) allowed us to
measure the spiking activity of distal neurons while
simultaneously observing calcium-related activity in
astrocytes through live Ca®* imaging. Since the net-
work role of astrocytes is yet unclear and the function-
ing of the brain is achieved through the complex ac-
tivity of neural ensembles, we sought to elucidate the
contribution, if any, of astrocytes to the activity of
groups of neurons.

2 Methods

Melanopsin was mammalian codon-optimized,
and was synthesized by Genscript (Genscript Corp.,
USA). All constructs were verified by sequencing.
Human embryonic kidney cells (HEK-293T (8)) were
cultured in advanced DMEM (Invitrogen, Germany)
supplemented with 2 % fetal calf serum (FCS, PAN
Biotech GmbH, Germany), 10 pM cholesterol
(Sigma-Aldrich, USA), 10 pM egg lecithin (Serva

Electrophoresis GmbH, Germany) and 1 % chemi-
cally defined lipid concentrate (Invitrogen, Germany).
For the production of lentiviral particles, 500,000
HEK-293T cells were seeded in 2 ml medium 24 h
before transfection. 100 pl of 0.25 M CaCl,, 25 pM
chloroquine (Sigma-Aldrich, Germany) containing 2
pg of the lentiviral expression vector fgfa2-
melanopsin-mCherry and 1 pg of each helper plasmid
(pCD/NL-BH*(9) and pLTR-G (10) were mixed with
100 pl 2x-HBS solution (100 mM HEPES, 280 mM
NaCl, 1.5 mM Na,HPO,, pH 7.1) and added to the
cells. The medium was replaced after 5 h and viral
particles were produced for 48 h. The cell culture su-
pernatant containing the viral particles was collected,
filtrated through a 0.45 pm filter (Schleicher &
Schuell GmbH, Germany,) and stored at -80 °C. For
transduction, 200 pl of thawed viral particles were
added to a primary cortical culture in 2ml of MEM
medium and incubated for 1 day followed by ex-
change to new MEM medium.

Rhodamine-3 (Invitrogen, Germany) was used
according to the manufactures instructions. Calcium
imaging was undertaken while the culture was main-
tained at 37°C (TC02, Multi Channel Systems, Ger-
many) 5% CO, and pH 7.4. Ca-imaging was per-
formed using a Zeiss Z1 Examiner microscope with
an excitation wavelength of 550nm. To stimulate
GFAP-Melanopsin, cultures were exposed to ap-
proximately 2 Im of 470 nm light at 100ms duty cy-
cles.
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Ca imaging movies were preprocessed with Im-
ageJ, where regions-of-interest (ROI) were defined
manually. Astrocyte traces were selected based on cal-
cium-transient properties described in (11, 12). The
traces were then filtered to remove noise using a
Savitzky-Golay filter (13) with a kernel width of 21
and a first degree polynomial. Slow trends were re-
moved with an equiripple high-pass filter (sampling
frequency:12.5 Hz, stop-band frequency: 0.0008 Hz,
pass-band frequency: 0.008 Hz. amplitude attenua-
tion: 20 db).

Spike data was sampled at 10 Khz, per channel
(20 ms cut outs around threshold (at 5.5 standard de-
viations from average signal). The raw electrode data
was imported into Matlab (Mathworks, USA) using
the open-source software, Neuroshare (14) and spikes
were detected using the wavelet packet discrimination
algorithm described in (15, 16). The spike times were
then stored for each channel.

3 Results

All of the neural networks exhibited spontaneous
activity with global network coordination manifested
by the generation of bursting events — short time win-
dows during which most of the neurons participate in
more rapid neuronal firings. The time-averaged net-
work firing rates in the baseline were the same as in
the experiments (during Ca imaging or optogenetic
stimulation). All the networks shared characteristic
neuronal firing rates, inter-burst-intervals (1BI) distri-
butions and burst width distributions in the baseline
(data not shown). Calcium transients of astrocytes
within a view field were comparable to astrocyte cal-
cium dynamics observed in vivo and in slices. These
calcium traces were observed to be coordinated with
each other and with neurons throughout the network
(even at great distances). The synchronized nature of
the neuronal firing and the coincidence of astrocyte
Ca increases with these bursts led us to investigate the
functional relationship between these cell types as
characterized by their observed activity. This analysis
revealed, by the structure apparent in the dendrogram
ordered correlation matrix (17), the existence of corre-
lated astrocytic “patches” (figure 1B). These patches
have been reported in other works as being the result
of either transmitted calcium through gap junctions
(4) or through shared neuronal input (5). The neural
network activity showed variable coordination with
astrocyte activity — that is, some astrocytic transients
appeared to correspond to the network firing rate
whereas other astrocytes appeared less well coordi-
nated (figure 1A). The mix of similar and dissimilar
calcium signals among different astrocytes within a
view field and the fact that subsets of astrocyte traces
appeared to be related to the neural network firing
rate, suggests that astrocytes form functionally rele-
vant ensembles. This complex structure of interactions
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between the two cell types led us to question whether
astrocytes were simply responding to neural input or,
as suggested by the synaptic studies (4-7), capable of
modulating the activity of neural networks.

Cortical cultures of neurons and glia, where ex-
clusively astrocytes expressed Melanopsin, demon-
strated a dramatic neuronal response upon stimulation.
During stimulation, prolonged periods (several sec-
onds long) of intense synchronized firing occurred
across the neural network (Fig. 1D-F). That is, though
the overall firing rate remained constant, the maxi-
mum burst duration during astrocyte stimulation in-
creased considerably. This neuronal response to astro-
cyte stimulation was not observed to be sharply corre-
lated in time with the 470 nm pulse nor did it show
strong dependence on light intensity, exposure time or
pulse rate. However, the network-wide super-bursting
began shortly after stimulation and persisted only a
short time following the end of stimulation.

To exclude neuronal expression of Melanopsin
we performed immunohistochemistry (IHC). IHC re-
vealed that astrocytoma cells that do not express
GFAP and neurons labeled with anti-MAP2 antibodies
both fail to immunoreact with Anti-OPN4 (anti-
melanopsin) antibodies (data not shown). Cultures in-
fected with GFAP-Mcherry only or not infected did
not superburst in response to 470 nm light pulses (data
not shown).

4 Discussion

Whether or not astrocytes have the potential to
change a neural network’s state is crucial in determin-
ing their relevance to the aspects of brain function
that, to date, have been solely considered neuronal.
Using optogenetic tools, we prompted calcium tran-
sients in astrocytes (and only astrocytes). These cells,
activated through Ca-influx, induced a state change in
the neural network leading to repeated, highly syn-
chronized super-bursts. Astrocytes are thus capable of
not only modulating neuronal activity but changing a
network’s overall working mode. Since astrocyte pro-
liferation is a hallmark of various brain diseases, for
example, gliosis is typical of epileptic foci (18), our
results suggest that this astrocytic potential to modu-
late network states may contribute to highly-active
super-synchronized epileptic episodes.
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Abstract

Functional neuronal networks reliably transmit information from specific inputs to specific outputs. While it is
widely accepted that network topology plays an important role in controlling activity, it is still unknown how network
topology gives rise to routing and whether the topological properties of the network may be utilized to allow activ-
ity gating. To systematically study these questions we utilized an in-vitro cell patterning technique to induce self-
organization of networks into connected clusters with a modular topology. We found that the modular architecture
gave rise to conditional activity propagation between sub populations. Network bursts (NBs) initiated in "sending"
clusters did not always propagate to the "receiving" clusters. The propagation was conditioned by the activity in-
tensity in the sending cluster and was characterized by long delays. This conditional activation was also observed
in large networks of many connected clusters where it is manifested as events initiating at different network loca-
tions and propagating to different distances. Interestingly, such conditional activation could also be turned on and

off by excitation-inhibition imbalance.

1 Introduction

One of the basic tasks of a functional neuronal
network is to reliably transmit information from input
to output. Even in simple feed-forward networks, this
is a highly non-trivial operation. All the more so when
the transmission takes place in a recurrent network
where multiple pathways are embedded within the
same network of connected neurons. One way to re-
strict the propagation of activity to specific pathways
is by utilizing a gating mechanism between connected
neurons and sub-populations. A basic question in this
context is what part does the network topology play in
controlling activity propagation and routing and
whether the topological properties of the network may
be utilized to allow such activity gating?

Topology has an immense impact on various net-
work activity properties [1]. In particular, modular to-
pology was suggested to play a major role in deter-
mining the activity properties of neuronal circuits. In-
deed, theoretical studies indicated that modular
organization, with highly connected sub-populations
which are loosely coupled to each other, is most bene-
ficial for efficient information processing (for review
see [2]). Foremost, network synchronization is highly
affected by circuit modularity which enables the tran-
sition from a local to a global activation [3, 4]. In the
former, synchronized activity is confined to single
module, while in the latter it spreads to other modules
in the network. In addition, a modular network, being
a subclass of small world networks, is more efficient
in generating coherent oscillations [5]. Finally, modu-
larity can give rise to time-scale separation between

fast intra-modular and slow inter-modular processing
[6]. These properties enhance the complexity of the
network dynamics [4, 7, 8] and support control over
activity spread.

Taking into account the compartmentalization of
the brain into neuronal subpopulations of different
spatial scales [9, 10], it is tempting to suggest that the
functional features of such networks are affected by
their topological characteristics. However, topology-
activity relations are hard to study in-vivo due to the
limited accessibility of complete circuits and the lack
of control over their connectivity patterns. Foremost,
brain circuits are not prone to design, preventing the
possibility of systematic studies. Finally, the connec-
tivity maps of neural circuits are highly untraceable in
the three dimensional architecture.

To overcome these limitations we utilized an in-
vitro cell patterning technique to control neuronal
network architecture [11]. We used soft lithography of
Poly-D-Lysine (PDL) islands to induce self-
organization of networks into connected clusters with
a modular topology. These networks were patterned
on top of multi-electrode arrays (MEASs) allowing
long term recording of their activity. We found that the
activity within each cluster is characterized by
network bursts (NBs), activating the whole cluster
synchronously. When examining pairs of connected
clusters, we found that the modular topology gave rise
to conditional activation, activation asymmetry and
long delays. These features were also observed in
large networks of many connected clusters.
Interestingly, by breaking the inhibition-excitation
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balance in these networks, it was possible to erase the
unique features of the modularity: the conditional
activation  was  replaced by  network-wide
synchronized events.

2 Methods

2.1 Cell culturing

Entire cortices of Sprague Dawley rat embryos
(E18) were removed, chemically digested and me-
chanically dissociated by trituration. Dissociated cells
were suspended in a modified essential medium with
Eagle’s salts (Biological Industries, Kibbutz Beit
Haemek, Israel, Cat. No. 01-025-1), 5% horse serum
(Biological Industries, Kibbutz Beit Haemek, Israel,
Cat. No. 04-004-1), 5 mg/ml gentamycin (Biological
Industries, Kibbutz Beit Haemek, Israel, Cat. No. 03-
035-1), 50 uM glutamine (Biological Industries, Kib-
butz Beit Haemek, Israel, Cat. No. 03-020-1) and 0.02
mM glucose (BDH, Cat. No. 101174Y), and plated
onto patterned substrates at a density of 700
cells/mm?. To promote the long-term viability of the
cells on the isolated islands it was crucial to use a
““feeder’” colony of cells. The mitotic inhibitor, FuDr
(80 mM FuDr, Sigma, Cat. No. FO503 and 240 mM
Uridine, Sigma, Cat. No. U3303) was added once after
four days in culture. The cultures were maintained at
37°C with 5% CO, and 95% humidity. The growth
medium was partially replaced every 3—4 days.

2.2 Patterning

Poly-D-Lysine (PDL) islands were patterned on
top of MEAs by soft lithography using polydimethyl-
siloxane (PDMS) stencils [12]. An SU8-2075 (Micro
Chem) mold 120 pum in thickness was patterned on a
silicon wafer. This pattern was in accordance with the
electrode array arrangement. The stencil was prepared
by spin coating the wafer with PDMS. After detaching
the PDMS membrane from the mold, the stencil was
placed on commercial MEAs (multi-channel systems)
in alignment with the electrode locations. PDL solu-
tion was dripped onto the PDMS stencil and the PDL
was dried on a hot plate at 37°C. The PDMS stencil
was removed before cell plating. For uniform net-
work, PDL was applied uniformly to the MEA and
washed after 4-8 hours with distilled water.

2.3 Analysis

Activity intensity traces were extracted from re-
corded voltage traces and burst peaks were identified
in individual clusters using a previously described
method [13]. To calculate the propagation direction,
the sample cross-correlation function between clusters
was calculated on 1s time windows around each burst
peak. The center of mass of the cross-correlation func-
tion was used to evaluate the propagation direction.
For the results presented in figure 1, only bursts with

clearly identified propagation directionality were con-
sidered (center of mass > 20ms).
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Fig. 2. Conditional activation in two connected clusters. (A) A
bright-field image of two clusters within an engineered chain of
clusters. (B,C) Activity intensity of 500 consecutive bursts recorded
from two connected clusters along the cluster chain (one cluster
defined as the sending cluster and the other as the receiving cluster).
Only bursts propagating from the sending to the receiving cluster
are shown. Bursts were ordered according to the overall burst inten-
sity in the sending cluster. (D) The probability of occurrence for
bursts with different total intensities in the receiving cluster as a
function of the sending cluster (calculated on 4435 consecutive
bursts propagating from the sending to the receiving cluster). Burst
intensity was normalized to the standard deviation of intensities in
each cluster separately. Colour code is show in a logarithmic scale.

3 Results

As many past experiments have shown, the activ-
ity of uniform, developing networks in culture is char-
acterized by stereotipic network-wide bursting pat-
terns [14]. These network bursting (NB) events are
highly robust [15, 16] and do not fundamentally
change as a function of the network size or density
[17]. In fact, small populations of several tens of cells
are already enough to sustain such bursting patterns
[13]. To examine how these bursting patterns
propagate between connected sub-populations, we
engineered networks in which two highly connected
sub populations were weakly coupled to each other
through bundles of extensions (Fig. 1A). Such connec-
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tivity patterns can be induced in culture using soft li-
thography of PDL [13]. The population activity of
pairs of clusters emmbedded within larger clustered
networks (Fig 1A) was recorded using MEAs.

Neurons within each cluster were synchornously
recruited to fire in network bursts, similary to the
activity of neurons in large uniform networks and in
isolated clusters (Fig 1B,C and Fig 2A). In contrast,
activation of neurons belonging to different (yet
connected) clusters did not always synchronize over
neighboring clusters (Fig 1B,C). Larger networks of
either one-dimensional cluster chains (Fig 2A) or two
dimensional connected clusters [17], fired bursts
which were initiated at different clusters propagated
to a varying number of connected clusters. Thus, each
network exhibited a wide spectrum of burst activation
profiles, from segregated activation in individual
clusters to integrated activation of the whole network.

To examine the conditional activation between
connected cluster pairs, we identified consecutive
bursts in one of the two connected clusters and termed
this cluster as the "sending" cluster. Next, from within
this burst pool we selected only the ones that
propagated from the sending cluster to the connected
cluster (see Methods), termed here as the "recieving"
cluster. An example of such 500 consecutive bursts
from two connected clusters is shown in Figures 1B
and 1C (bursts were ordered according to the total
activity intensity in the sending cluster, activity
intensity is defined in Ref. [13]). Clearly, the stronger
bursts have a higher probability to propagate to the
recieving cluster. This is also evident from the joint
probability of burst intensities, calculated on a large
pool of bursts (Fig 1D). Here, weak bursts in the
sending cluster did not yield strong responses in the
recieving cluster. This is in contrast to bursts with high
intensities which activated strong responses in the
recieving cluster.

The propagation direction between connected
cluster pairs was often asymettric. In the example
shown in figure 1, 4435 bursts propagated from the
sending cluster to the recieving cluster while only 776
bursts propagated in the opposite direction. We found
that such asymettery was dependend on the topology
of the embedding network, but was also observed in
smaller networks of only two connected clusters (data
not shown). For cases in which bursts propagated to
connected clusters, this propagation was characterized
by long delays on the order of several tens of
milliseconds (67 ms on average in the example in
figure 1). Such long delays are on the same temporal
order of the recruitment time of the whole network in
isolated clusters and uniform networks [13, 18].

Neural Dynamics and Plasticity
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Fig. 2. Propagation in modular networks with unbalanced inhibi-
tion. Activity patterns in a chain of five connected clusters were
analyzed before (A,B,C) and after (D,E,F) inhibition block by
30uM Bicuculline. (A,D) Activity intensity in the clusters as a func-
tion of time (colour coded). (B,E) Zoom into a single network burst
from (A) and (D) (marked by the blue rectangle). A schematic rep-
resentation of network burst propagation is shown on the right. Red
and black arrows represent upward and downward propagation
along the cluster chain. Green line represents simultaneous activa-
tion. Blue full circles represent activation of the cluster during the
burst. (C,F) Schematic representation of the propagation (see B,E)
in 50 consecutive bursts. In control conditions (C), the network
shows both segregated activation (activation of single clusters or a
subset of the clusters) and integrated activation (activation of the
whole network). After inhibitory block (F), only integrated activa-
tion is observed. This activation is typified by a clear and dominant
activation focus (cluster 5).

Next, we examined if conditional activation can
be gated by an external parameter. More specifically,
since inhibition and excitation are carefully balanced
in neuronal networks [15], we investigated whether
breaking this balance, by applying 30 uM Bicuculline,
may change the transfer probability of bursts between
connected clusters. Indeed, following the application
of Bicuculline, the segregated activation of bursts in
chained clusters (Fig. 2A) was replaced by mostly
integrated activation of the whole network (Fig 2D).
To examine the burst propagation between clusters,
we identified single bursts in the network (Fig B,E)
and calculated the propagation direction between all
active clusters within the same time window (see
Methods). Such activation sequence can be
schematically represented by dots that mark the
activation of individual clusters in the chain and
arrows marking the propagation direction. This is
shown for single bursts in figure 2B and 2E, and is
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calculated for many consecutive bursts as shown in
figure 2C and 2F. Interestingly, in addition to the
global synchrony that is triggered by unbalancing
inhibition, a clear initiation-like focus emerges (Fig.
2F).

3 Discussion

Using patterned networks of interconnected clus-
ters we were able, for the first time, to systematically
study how network topology affects activity transmis-
sion. We found that modular topology gives rise to
conditional activation, activation asymmetry and long
delays. The delays result in temporal separation
between intra and inter cluster activation which may
be important for separating different functional
processes in the network. The activation asymmetry
may be important for controlling propagation
directionality.The conditional activation observed in
the study highlights a possible mechanism for
restricting activity propagation and controlling the
degree of the network synchrony. Evidently, while
connected clusters have the potential to synchronize,
they also exhibit segregated activity in which NBs are
confined to one or a limited number of clusters.

Most  interestingly, the  topology-related
conditional activation reported here may be gated by
the balance between excitation and inhibition in the
network. When inhibition is unbalanced, the network's
activity shifts to synchronous activation, typified by a
clear activity initiation focus. Such activity patterns
may be relate to pathological conditions observed dur-
ing epileptic seizures [19].
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Abstract

High density MEAs provides improved capabilities in spatially and temporally resolving network activity patterns at
the resolution of single cell, becoming more and more a standard technology in unravelling neuronal signal proc-
essing. In combination with fluorescence imaging, these devices open new perspective in finely identify structural
and functional network properties. In this paper we present an automated analysis able to correlate the network
topology extracted from fluorescence imaging of specific sub populations (e.g. inhibitory neurons), with high den-
sity electrophysiological recordings, paving the way to finely correlate functional activity with morphological spatial

composition of dissociated neuronal cultures.

1 Introduction

High density MEASs are opening new perspectives
to investigate how neuronal networks are functionally
self-organized. By recording from the whole array of
4096 electrodes, these devices provide an improved
capability to spatially and temporally resolving net-
work activity patterns [1-2]. Further, network-wide
activity parameters can be computed with a better sta-
tistical significance then from acquisitions obtained
from low-resolution MEAs [3]. Interestingly, coupled
with low-density cultures, high-resolution MEAS can
resolve network activity at single-neuron resolution.
This fine network-wide functional description [4] can
be completed by structural data acquired with fluores-
cent imaging of specific cellular constituents of the
network. Indeed, given the heterogeneous cell-type
composition of neuronal networks, this multimodal
approach would allow studying dissociated cultures
not as undefined “black-boxes”, but as a defined dis-
tributed processing architecture where each specific
neuronal types (e.g. inhibitory) contributes to the or-
chestrated collective behavior. The overall aim of this
work is to develop adapted hardware and analysis
tools to enable the investigation of neuronal networks
at cellular resolution with such a multimodal imaging
methodology.

2 Materials and Methods

2.1 Cell culture and experimental protocol

Primary hippocampal neurons at E18 were disso-
ciated and seeded at low density concentration (100-
150cell/uL, 30-50uL drop) on high-resolution MEAS
(BioCam4096 platform from 3Brain  Gmbh,
www.3brain.com). Cell cultures were recorded at 18-
21DI1Vs for multiple phases of 15 min in spontaneous
condition and under BIC chemical modulation. Suc-
cessively cultures were immunoprobed for f3-tubulin
and NeuN. GAD staining was also used to identify
the family of GABAergic neurons (i.e. the inhibitory
population). Images were acquired with a custom epif-
luorescence upright microscope setup and stitched to-
gether to observe the entire active area of the MEA
(2.6 X 2.6 mm?).

2.2 Data analysis

Neuronal nuclei identification

Fluorescent imaging where analyzed to identify
the precise position of neurons respect to the electrode
array. Neuronal nuclei were identified by adapting the
Circular Hough Transform algorithm [5]. The identifi-
cation of the electrode array consisted of: i) detection
of visible electrodes by computing a correlation with
an electrode image template, ii) an interpolation phase
to estimate the position of the occluded ones by apply-
ing the RANSAC algorithm [6]. Fig 1 shows an ex-
ample of nuclei and electrodes identification, grey

8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012 37



Neural Dynamics and Plasticity

electrodes are considered active channels, i.e. they re-
corded a spiking activity > 0.1 spike/sec (see Statisti-
cal analysis).

Fig. 1. a) close up of a portion of the low density culture grown on
the electrode array (red - NeuN, green - B3-tubulin), b) neuronal
nuclei identification by means of adapted Circular Hough Trans-
form algorithm, c) superimposition of the electrode grid detected by
correlating an electrode template image (scalebar 21 um)

Statistical analysis

Electrophysiological recordings were analyzed by
using the BrainWave software tool (3Brain Gmbh).
Event detection was based on the Precise Timing
Spike Detection (PTSD) algorithm [7]; only channels
with a firing rate > 0.1 spike/sec have been taken into
account. Based on analysis presented in Neuronal nu-
clei identification, we further filtered active channels
by taking only the subset presenting a single neuron
on top of them. We computed the Mean Firing Rate
(MFR) and the Mean Inter Spike Interval (MISI) by
dividing the network in two distinct populations (in-
hibhitory vs not inhibitory neurons) by considering
GAD staining as shown in fig 2.

Fig. 2. Example of a single inhibitory (a) and excitatory (b) neuron
on an electrode. Fluorescence colormap: green indicates B3-tubulin,
blue NeuN and pink GAD.

3 Results

Here we present combined high resolution elec-
trophysiological recordings and fluorescence imaging
data emerging from low-density hippocampal cul-
tures. This allows to approach a one-to-one neuron-
electrode coupling and to identify specific network
cellular constituents. To join optical and electrical
datasets we introduce an automated computer vision
approach able to precisely identify and localize each
neuron over the array. This neuron-electrode mapping
merged with electrophysiological MEA recordings
allows associating to each neuron type its own activ-
ity. Staining of GABAergic neurons is used to sepa-
rate the activity of inhibitory and excitatory popula-
tions and to study the behavior of the two sub-
networks. As shown in Fig 3, the MFR of both popu-
lations exhibits different electrical behaviours under
basal and chemically manipulated conditions. BIC in-
duces an increasing in firing rate for both sub-
networks still maintaining a difference in the firing
dynamic.
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Fig. 3. Population specific mean firing rates (MFR) and
STDerror calculated for GABAergic and not GABAergic sub-
populations of the network.

This is also evident in table 1, where MFR and
MISI are calculated for the two sub-networks and
considered all together. It is clear that averaging the
two sub-populations, is a strong approximation of the
real functional dynamics occurring within neuronal
networks.

4 Discussion

Our results demonstrate that it is possible to in-
vestigate neuronal networks at cellular resolution with
cell-type information content. Under chemical stimu-
lation, this allowed identifying electrical activity of
inhibitory and excitatory sub-populations. The exten-
sion of the cross-correlation based functional connec-
tivity algorithm [4] to the detection of functional in-
hibitory connections is undergoing and will allow to
better characterize network processing. The advan-
tages and limits of the overall methodology will be
discussed during the presentation.

Neural Dynamics and Plasticity
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1 Background

Understanding the neural code of cultured
neuronal networks may help to forward our
understanding of human brain processes.The most
striking property of spontaneously firing cultures is
their regular bursting activity, a burst being defined
as synchronized firing of groups of neurons spread
throughout the entire network. The regularity of
bursting may change gradually with time, typically
being stable over hours (Stegenga et al. 2008).
Cultured cortical networks composed of many
thousands of neurons show bursting behavior
starting from the end of the first week in vitro.
Bursts can be characterized by both intraburst
parameters (burst shape, maximum firing rate,
leading and trailing edge steepness, etc.) and
interburst parameters (statistics, stability of burst
rates) (Van Pelt et al. 2004; Wagenaar et al. 2006).
Not only the temporal burst characteristics develop
with time. Also, spatial burst propagation patterns,
socalled “’burst waves”, change with age of the
network.

2 Methods

In (Gritsun et al. 2010) we modeled the
intraburst phenomena, whereas in (Gritsun et al.
2011) we focused on the interburst intervals (IBIs).
The spiking activity model used basically consists
of the “’Izhikevich neuron” model, for individual
neurons and a connectivity matrix of randomly
positioned neurons. These two studies showed that
random recurrent network activity models generate
intra- and inter- bursting patterns similar to
experimental data. The networks were noise or
pacemaker-driven and had Izhikevich-neuronal
elements with only short-term plastic (STP)
synapses (so, no LTP included). However, elevated
pre-phases (burst leaders) and after-phases of burst
main shapes, that usually arise during the
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development of the network, were not yet
simulated in sufficient detail. Recently, by adding a
biologically realistic neuronal growth model (with
and without field-guided axonal bundling) we
structured the position and outgrowth of neurons
(Gritsun et al. 2012). By integrating the growth-
spatial model with the spiking activity model, we
modeled the development of bursting behavior,
both in time and space, for networks with 50000
neurons or more.

3 Results

The integrated model yielded realistic topology
of young cultured networks (figure 1) and their
activity , such as bursting patterns, developing with
time up to three weeks. The model contains noise
triggering and 5% large GABA-ergic neurons
(which are excitatory in the first three weeks) with
short term plastic (STP) properties (Gupta et al.,
2000). Bursting activity (their spread, as well as
their development in time) was validated against
experimental recordings obtained from cortical
neuronal cultures. This integrated network model
enabled us also to visualize the 'wave-like' spatial
propagation of bursts (figure 2). Depending on
network size, wave reverberation mechanisms were
seen along the network boundaries. These
reverberations may explain the generation of phases
of elevated firing before and after the main phase of
the burst shape (figure 3) and they may explain the
occurrence of very short inter-burst intervals.

In summary, the results show that adding
topology and growth explain burst shapes in great
detail in networks with STP neurons. Future work
must reveal whether long term plastic properties
(LTP) add and explain more details or may be
ignored in these young cultures.
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Figure 1. Simulation of neurite
morphology in the field guided network of
10,000 neurons. A: The neuronal somas
are indicated in green. For 0.5% of these
neurons, marked with a large black dot,
the neurite structures are shown: axons
(black) and dendrites (red). B: Close-up of
A, showing bundles of axons that occur in
field guided growth models. C: Axon
(black line) and dendritic tree (red lines)
of a pyramidal neuron (large black dot).
Neurons that receive input from this
pyramidal neuron are indicated by blue

dots.

Figure 2. The integrated model at work: snapshot at time 2500 ms of a visualization movie of a burst wave.
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Figure 3. Typical network burst profiles. Networks consisted of 10,000 (A and B) or 50,000 neurons (C) and were wired using the field
guided approach with large GABA-ergic neurons. D: example of experimental bursts taken from previous study (Gritsun et al 2011, culture #
4) . Bursts were detected in the recorded or simulated activity acquired from the networks of the same (virtual) age (12™ vDIV for A and C,
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References

(1]

(2]

[3]

(4]

42

Stegenga J, le Feber J, Marani E, Rutten WLC (2008)
Analysis of cultured neuronal networks using intra-burst
firing characteristics. IEEE Trans Biomed Eng 55(4):1382—
1390

Van Pelt J, Wolters PS, Corner MA, Rutten WLC,
Ramakers GJA (2004) Long-term characterization of firing
dynamics of spontaneous bursts in cultured neural
networks. IEEE Trans Biomed Eng 51:2051-2062
Wagenaar DA, Pine J, Potter SM (2006) An extremely rich
repertoire of bursting patterns during the development of
cortical cultures. BMC Neurosci 7:11

Gritsun TA, le Feber J, Stegenga J, Rutten WLC (2010)
Network bursts in cortical cultures are best simulated using
pacemaker neurons and adaptive synapses. Biol Cybern
102:1-18

(3]

(6]

(7]

Gritsun TA, leFeber J, Stegenga J and Rutten WLC (2011)
Experimental analysis and computational modeling of
inter-burst intervals in spontaneous activity of cortical
neuronal cultures, Biol Cybern 105:197-210.

Gritsun TA, leFeber J and Rutten WLC (2012) Growth
dynamics explain the development of connectivity and
spatiotemporal burst activity of young cultured neuronal
networks in detail . PlosOne, in press.

Gupta A, Wang Y, Markram H (2000) Organizing
principles for a diversity of GABAergic interneurons and
synapses in the neocortex. Science 287: 273-278.

8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012



Neural Dynamics and Plasticity

Three-dimensional quantitative analysis of the
dorsal-root-ganglia neuron-electrode interface

Jodo Fernando Mari *?, Amanda Ferreira Neves >°, José Hiroki Saito 2*, Celina M. C. Lotufo
® Jodo-Batista Destro-Filho 3, Ariadne A.B. Oliveira®

1 Institute of Exact Sciences and Technology - Federal University of Vicosa - Campus Rio Paranaiba - BRAZIL
2 Department of Computer Science - Federal University of Sao Carlos - BRAZIL.
3 School of Electrical Engineering - Federal University of Uberlandia - Campus Santa Monica - BRAZIL

4 Faculty of Campo Limpo Paulista - BRAZIL.

5 Dept. of Physiological Science - Institute of Biomedical Sciences - Federal Univ. of Uberlandia - BRAZIL.

* Corresponding author. E-mail address: joaofmari@gmail.com

Abstract

Microelectrode arrays (MEAs) can stimulate and record extracellular electrical activities from neurons in culture
over long periods and neuronal arrangements can greatly influence the electrical activity recorded by MEAs. Using
images obtained by confocal fluorescence microscopy, we suggest methodological tools aimed at quantitatively
studying neural network topology on microelectrodes, based on a three-dimensional perspective. Thus, it is possi-
ble to characterize the neuron-electrode interface, so that to enable efficient electrical activity recordings.

1 Introduction

Microelectrode Arrays (MEAS) allow studying
the distributed patterns of electrical activities in disso-
ciated cultures of brain tissues, composed by neurons
and glia [1]. Confocal microscopy imaging allows
monitoring the three-dimensional cell morphology
and even the cell culture topology, it still permits to
investigate the relation between cell and electrode,
critical to recording a good-quality signal [2]. We
propose a system that generates 3D polygonal cell
models, which is capable to perform a fully-automated
quantitative analysis, applied to dorsal root ganglia
(DRG) cultures.

2 Methods

2.1 Cell Culture and Imaging

Dissociated DRG cell cultures were prepared
from Wistar young rats, anesthetized with CO, and
sacrificed by decapitation in accordance with the IASP
and approved by the local Ethic Committee of Animal
Experiments (CEUA/UFU). Dissociated cells were
then plated on 60-channel MEAs ((30 um diameter,
200 pm spacing; Multichannel Systems). Cells were
incubated with DiBAC4(3) and imaged under a laser
scanning confocal microscope (Zeiss LSM 510
META). Images were acquired in two channels, a fluo-
rescence channel and a light-transmission one. The
transmission-light channel was used to assess the po-
sition of the microelectrodes.

2.2 Neuron 2D Manual Assessment
The number of microelectrodes and neurons on
images were counted, but considering only cells lo-

cated at most 100 um radius far from electrode center,
and neurons were classified according to their dis-
tance to microelectrode (D) as potentially connected
(D < 30 um); neighboring (30<D<60 pum), and distant
(D>60 pum). From the results, we calculated the mean
distances (D’) between microelectrodes and the neu-
rons standing within its recording area. Thus, simple
geometric 2D measurements were calculated as the
mean surface area and the mean membrane perimeter
of all neurons individually, as well as the mean Feret’s
diameter.

2.3 Automated 3D Quantification System

The preprocessing applied to volumetric images
aims to reduce noise, to improve images contrast, and
to avoid the mistakes of sub-segmentation.

In order to obtain a polygonal representation of
the cells surfaces from the volumetric images, it was
used an implementation of the “marching-cubes” al-
gorithm [3], that is implemented in the “3D Viewer”
software [4], an ImageJ plug-in
(http://imagej.nih.gov/ij/). Due to the presence of
noise and residues in the culture, even after the pre-
processing stage, a large number of the generated po-
lygonal surfaces do not correspond to neurons, i.e.
“false positives”. In order to reduce them, a semi-
automatic classification method is proposed. An inter-
active tool was developed to identify and eliminate the
remaining false positives.

The polygonal surfaces produced in the previous
step and the information about the position of the mi-
croelectrodes are processed in order to automatically
calculate a series of quantitative measures: (a) number
of cells presents in the image; (b) surface area of each
cell (in pm?); (c) the distances between the cells, in
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the 3D-space and 2D- plane; (d) the distances between
the microelectrodes and the cells. These measures are
important for monitoring the development of the neu-
rons plated on MEA; and to study the relationship
among electrophysiological activities recorded by the
electrodes. The classification steps, 3D visualization
and automated quantitative analysis were developed
using Java and the VTK library (www.vtk.org).

3 Results and Discussion

In order to evaluate the system performance, three
volumetric images obtained from two different cul-
tures were considered. Images 1 and 2 were observed
from a cell-high-density region in Culture 1 and 2, re-
spectively. Image 3 was observed from a cell-low-
density region in culture 2.

3.1 Neuron 2D Manual Quantification

Each image presented different patterns of neuron
adhesion. Most part of neurons were classified as dis-
tant from microelectrode and few neurons were found
either neighboring or connected with them. This result
was expected since we did not use any technique to
guide neuronal growth.

Table 1 shows the neurons classified according to
their distance to microelectrode, where E is the num-
ber of electrodes; C/E is the cell electrode ratio; CC,
CN and CD are the number of connected, neighbour-
ing and distant cells respectively, and D’ is the mean
distance between electrodes and cells within its re-
cording area.

Table 1 — 2D-manual classification of neurons according to their
distance to microelectrodes

Fig. 1. 3D visualization of DRG culture present in image 2.

Table 2. The measures obtained in the automated gquantitative
analysis

I s’ DC’ 3D DC’ 2D DE’ 2D
(um*)* (gm)* (pm)* (pm)*

1 1641+ 890 124 +58 124 +58 173+55

2 6932+4223  303+152  303+58  323+155

3 80941722 340 340 39+1

* Data are reported as mean * standard deviation.

| E CIE__CC CN CD D’ (um)*
1 1 4.0 0 0 4 925+12.9
2 9 3.1 2 7 19 73.4+28.2
3 1 2.0 0 2 0 39.6+1.2

*

Data are reported as mean + standard deviation.

3.2 Neuron 3D Manual Quantification

The surface reconstruction step generates 100,
246, and 32 polygonal surfaces, where 80, 218 and 30
are respectively false-positives. The semi-automatic
classification was able to remove 67(83%), 190(87%),
and 30(100%) false-positives results, remaining only
13, 28 and 0 objects to be manually removed by the
interactive tool, considering the images 1, 2, and 3,
respectively. The system allows visualizing neurons as
well as the electrodes three-dimensionally by any an-
gle of view and zooming level. Fig. 1 shows the 3D
visualization of DRG culture in Image 2.

Table 2 summarize the measures obtained in the
automated quantitative analysis, where S’ is the mean
cells surface area. DC’ 2D and 3D are the mean dis-
tance between the pairs of cells in 2D and 3D, respec-
tively. DE’ is the mean distance between electrodes
and cells

44

4 Conclusion

As a result we found more neurons located within
the microelectrode recording area (100 um) in cultures
with a high-cell-density then in low-cell-density con-
dition. To propose better approaches for studies with
electrophysiological and image processing, a high
concentration of DRG cells must be added on MEASs
in order to enhance the acquisition of electrophysio-
logical signals. Consequently, cultures with high-cell-
density require automated and semi-automated sys-
tems to identify, and calculate quantitative measures.
The proposed system efficiently eliminates false posi-
tives in a semi-automatic way, and automatically
computes quantitative measures. The distance among
cells is very important, since it may describe the to-
pology of cell distribution within the culture, and the
distance between the microelectrodes and the cells
provides a way to infer the relationship of the electro-
physiological activity of the neural cells and the signal
recorded by MEA.
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Abstract

To analyse network dynamics, neuronal avalanches are quite interesting phenomena. Recently, it was reported
that neuronal avalanches were power-law distributed in a slice cortex of a rat, which is an important index repre-
senting a network criticality and its efficiency of information transition. In this study, extracellular electrical activities
were measured using Microelectrode Array (MEA) measurement system, and the temporal changes of the power-
law behaviour in neuronal avalanches were studied for cultured neuronal networks.

1 Introduction

To analyse network dynamics, neuronal ava-
lanches are quite interesting phenomena. Neuronal
avalanche is the phenomena where neuronal firing
spreads spatially and temporally in the duration from
several tens of ms to several hundreds of ms in the
neuronal networks [1]. Recently, it was reported that
neuronal avalanches were power-law distributed in a
slice cortex of a rat [1] and cultured neuronal net-
works [2], which attracted attention because power
law has been proposed as an indicator of self-
organized criticality by P. Bak et al. [3]. Furthermore,
C. Haldeman et al. reported that the numbers of par-
ticular repeating signal patterns which occur more
frequent than incidental firing were maximized at the
critical point [4]. In this study, extracellular electrical
activities were measured using Microelectrode Array
(MEA) measurement system, and the temporal
changes of the power-law behaviour in neuronal ava-
lanches were studied for cultured neuronal networks.

2 Materials and methods

Neuronal cells of cerebral cortex derived from
18-day-old embryo rat were dissociated by trypsiniza-
tion. Cell suspension was prepared with standard cul-
ture medium at the cell concentration of 5x10°
cells/ml. Cells were cultured on the MEA substrate for
more than 48 days in vitro (DIV). The temporal
changes of electrical signals were amplified to 10000
times and converted into digital signals with a resolu-
tion of 12 bit and 25 kHz of sampling rate. Electrical
signals larger than five times of standard deviation of
the noise were considered as action potentials from
neuronal cells. An avalanche was detected in the same
ways as described in previous report [2]. Briefly, Po-
tential peak times of each electrode were divided by
0.6 ms window and distinguished as active frames,

where at least one electrode detected the potential
peaks, or non-active frames, where any electrode did
not detect the potential peaks. An avalanche was de-
fined as continuous flames separated by non-active
frames [1]. The probability distribution of avalanche
size was plotted in log-log coordinates [2].

3 Results and Discussion

Power-law behaviour in neuronal avalanches, in-
dicating self-organized criticality, was traced over the
period of 5-48 DIV. The plot was divided into two
parts, linearly-approximated component and peak
component. About linearly-approximated component,
the probability was power-law distributed in the latter
DIV as reported previously [1, 2]. On the other hand,
in the early DIV, the probability was not power-law
distributed (Fig. 1 (A, B)). This indicates that there is
a transient period toward the matured stage of neu-
ronal network. Especially, in phase Il (16 DIV~ 19
DIV), drastic change in the shape of probability was
found (Fig. 1 (C)). It was reported that a distribution
of avalanches with shuffled data did not follow a
power-law distribution [2], thus phase (1) was the pe-
riod for formation of proper and functional networks.
Furthermore, the fraction of peak component to line-
arly-approximated component (P/L) changed in the
same way with the analysis about linear components
(Fig. 2). This indicates that peak components also
contribute the network maturation.

4 Conclusion and Future Perspective
Electrical activities of cultured neuronal networks
on MEA in vitro were measured. Power-law behavior
in neuronal avalanches, indicating self-organized criti-
cality, was traced over the period of 5-48 DIV. In the
early DIV, the probability was not power-law distrib-
uted. This indicates that there is a transient period to-
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ward the matured stage of neuronal network. To un-
derstand the transient phase (1), it is useful to study
these avalanche of network patterned into arbitrary
configuration. Thus, in the next step, we study the
temporal changes of the power-law behavior in neu-
ronal avalanches for normally cultured neuronal net-
works and patterned ones.
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Abstract

To assess dependencies between evolving connectivity and emerging network dynamics we modified connectivity
in developing networks of cortical neurons in vitro by pharmacological manipulation of morphological differentia-
tion processes. Our data suggests that clustering of neurons and fasciculation of neurites increases the ability of
cultured networks to spontaneously initiate synchronous network bursts.

1 Introduction

Synchronous bursting events (SBE) are widely
observed in developing neuronal systems, suggesting
that the ability to spontaneously initiate these dynam-
ics reflects a crucial, though transient feature of form-
ing networks. Similarly, SBE dynamics robustly
emerge as the predominant type of activity in net-
works of cultured neurons in vitro. We suggest that
general neuronal mechanisms might guide network
self-organization in a way that establishes these dy-
namics. Interestingly, theoretical models have shown
that hierarchical network structures embedding clus-
ters of strongly inter-connected neurons are optimal
for initiating and sustaining spontaneous activity [1]
and clustered network structure typically emerges in
networks forming in vitro [2] and in vivo [3]. We
speculate that activity-dependent structural plasticity,
being a principal driving force of network self-
organization, establishes clustered network structures
and thereby promotes spontaneous activity levels.
Previous studies have shown that protein kinase C
(PKC) inhibition promotes dendritic outgrowth and
arborization [4], and impairs pruning [5], linking this
protein closely to structural plasticity. To test our hy-
pothesis, we thus inhibited PKC in developing net-
works of cortical neurons in vitro to modify network
structure.

2 Materials and Methods

Primary cortical cell cultures were prepared as
described previously [6]. Cells were extracted from
cortices of newborn rats by mechanical and enzymatic
dissociation and plated onto polyethyleneimine-coated
micro-electrode arrays (6x10 with 0.5mm and 32x32
electrodes with 0.3mm spacing; Multichannel Sys-
tems). Cultures developed in growth medium (MEM)
supplemented with heat-inactivated horse serum (5%),
L-glutamine (0.5mM), glucose (20mM) and gentamy-

cin (10pg/ml) under 5% CO2 and 37°C incubator
conditions. PKC inhibitor G66976 1uM was applied
starting from the 1% day in vitro (DIV). Staining
against MAP2 protein was performed for morphologi-
cal analysis of dendrites. Recordings were performed
under culture conditions (MEA1600-BC and MEA30-
1024, Multichannel Systems).

3 Results

We show that developmental inhibition of PKC in
cortical cell cultures increased dendritic outgrowth,
impaired neurite fasciculation and clustering, and
abolished network pruning. This resulted in more ho-
mogeneous and potentially better connected networks.
In consequence, SBEs propagated faster and in more
regular wave fronts. Yet, in agreement with our hy-
pothesis, SBEs were triggered from fewer sites and at
lower rates suggesting that these homogeneous net-
works embedded fewer SBE initiation zones. We
tested if the homogeneous networks were able to sup-
port higher SBE rates by providing additional input by
electrical stimulation. Interestingly, homogeneous net-
works achieved higher SBE rates when electrically
stimulated compared to the more clustered control
networks. Our data suggests that activity-dependent
structural plasticity promotes network clustering and
thereby spontaneous SBE initiation during develop-
ment. Based on recent evidence for a reciprocal scal-
ing between synaptic strength and number of neuronal
partners in vitro [7], we propose that locally more
confined synaptic targeting within neuronal clusters
promotes stronger and more recurrent coupling of
neurons. The resulting connectivity structure could
thereby more easily amplify spontaneous excitation
locally beyond a critical threshold necessary for SBE
initiation.
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Fig. 1. Structure and dynamics in cortical cell cultures

A) MAP2 Staining against dendrites and somata in low density cultures (~200 neurons/mmz2) after 42DIV. PKC inhibition impaired neuronal
clustering and reduced dendritic fasciculation in developing networks which suggests more homogeneous connectivity.

B) Dense cultures (~2000 neurons/mm2) were grown on MEAs and documented by phase contrast microscopy. More homogenous networks
had formed under impaired PKC activity at 44DIV.

C) Propagation of activity during SBE was assessed with 1024 electrode MEAs (32x32) that spanned almost the entire area of cultured net-
works (corners lack neurons). The pseudo-color map depicts the first spike rank order (from early in red to late blue; white indicates no activ-
ity) of during exemplary SBEs. PKC inhibited networks showed more regular propagation patterns indicating more homogeneous connec-
tivity. The zoom-in gives an impression of the size of neurons, networks and MEA.

D) SBE initiation zones were identified as median coordinate position of the first percent of active sites during single SBEs, respectively.
Network boundaries (dashed circle) were generally more susceptible to initiate SBEs. More homogeneous networks forming under impaired
PKC embedded fewer initiation sites than controls and triggered SBEs at lower rates (Controls N=807 SBEs in 60min; PKC inhibited N=676
SBESs in 140min).
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Abstract

Synchronisation of neuronal activity is known to play a pivotal role in activity-dependent changes that mediate
plasticity in the brain. Neuronal cultures represent relatively simple neuronal networks that are isolated from sen-
sory inputs present in intact brain, and therefore thought to be a suitable subject for studying the mechanisms of
self-organisation of the network level. In present study, we monitored the spontaneous neuronal activity in hippo-
campal cultures grown on microelectrode arrays during development and analysed the changes in temporal coor-
dination of activity. In line with earlier reports, we found that bursting becomes a dominant pattern of neuronal ac-
tivity during development. Further, we found that maturation of neuronal cultures is associated with dramatic im-
provement of temporal precision of bursting correlated between spatially remote network locations, thus indicating
facilitation of burst propagation across the network. Our results demonstrate that developmental period after syn-
aptogenesis is characterised by optimisation of network interaction even in the absence of external sensory input.

1 Introduction

Neuronal cultures belong to widely used prepara-
tions in molecular biology and represent relatively
simple neuronal networks. Due to isolation from sen-
sory input, which is known to play a crucial role for
neural development [1], a developmental arrest occurs
in cultures from 3" to 4™ weeks of development [2, 3].
However, such absence of sensory drive provides an
opportunity to elucidate intrinsic mechanisms of self-
organisation of neuronal activity that are masked by
various factors in intact brain. In order to characterize
the changes in temporal coordination of the network
activity associated with maturation of neuronal cul-
tures, we monitored the spontaneous neuronal activity
of dissociated hippocampal cultures at different de-
velopmental stages.

2 Experimental procedures

Neuronal cultures

Dissociated neuronal cultures prepared from em-
bryonic (E18) rat hippocampi were plated on 60-
channel microelectrode arrays (MultiChannel Sys-
tems, Reutlingen, Germany) and incubated at 37°C for
at least 28 days in vitro (DIV) with culture medium
being partially exchanged on a weekly basis. All ex-
perimental procedures were carried out in accordance
with the EU Council Directive 86/609/EEC and were
approved and authorised by the local Committee for
Ethics and Animal Research.

Recording and analysis of the network activity

Spontaneous neuronal activity of each culture
(n=5) was recorded at DIV14, DIV21 and DIV28 un-
der conditions (temperature, humidity and gas compo-
sition) identical to those during incubation. The analy-
sis was performed on 10-min long recorded sessions
for each culture at each time-point, and included
threshold-based (+5SD) spike detection followed by
burst identification (5 or more spikes with inter-spike
interval <100 ms). Obtained spike and burst time-
stamps were used for a general evaluation of the spik-
ing and bursting activity. Due to relatively low level
of the network activity at DIV14, data for each culture
were normalised to respective values at DIV28 (taken
as 100%). Further, to evaluate the changes in the net-
work interaction that take place during development,
we analysed network (population) bursts (NBs), i.e.
episodes of correlated (coincident) bursting in two or
more channels. For each NB, participating channels
were ranked by burst onset time, hence representing
propagation of bursting across the network. Next, we
analysed the duration of NB episodes, number of par-
ticipating channels per NB, as well as the delays be-
tween bursting onset in channels with neighbouring
ranks (burst onset lag for individual channel pairs)
and for each channel in a given NB (NB recruitment
lag relative to NB onset). For statistical analysis,
Kruskal-Wallis rank ANOVA was used. The effect of
the temporal factor and differences between groups
was considered as significant at p<0.05.
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3 Results

General evaluation of neuronal activity revealed
that developmental changes within observed period
were related predominantly to the bursting activity
(Fig. 1). Although, a trend towards an increase of
spiking was evident, the effects were non-significant.
Maturation of neuronal cultures was found however to
be associated with strong enhancement and generali-
sation of bursting activity, reflected by significantly
bigger number of bursting channels (time: p<0.01)
and the number of bursts per session (time: p<0.05),
which corresponded to a gradual decrease of inter-
burst interval (time: p<0.05). Furthermore, this shift
of the network activity pattern towards bursting mode
was associated with marked decrease of the mean in-
ter-spike interval during bursts (time: p<0.05).
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Fig. 1. Maturation of neuronal cultures is associated with en-
hancement and generalisation of bursting activity. A trend to-
wards facilitation of spiking was evident for the number of spiking
channels and the number of spikes per session (a,b), but effects did
not reach significance. (c-f) After synaptogenesis, bursting becomes
a preferential pattern of activity in neuronal cultures. Data are repre-

sented as mean * s.e.m. Asterisks denote significant between-group
differences at p<0.05.
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The results of analysis of network bursts demon-
strated dramatic changes in temporal precision of cor-
related bursting between spatially remote neuronal
clusters that occurred after DIV14 (Fig. 2). Albeit, the

duration of NBs was significantly shorter at DIV21
and DIV28 in comparison to DIV14 (time: p<0.001),
such episodes of network interaction involved bigger
number of channels (time: p<0.01). Importantly, burst
onset lag decreased linearly along the development
and was markedly shorter at DIV28, when compared
to DIV14 (time: p<0.001), reflecting facilitation of
sequential recruitment of network locations into corre-
lated bursting. Furthermore, significantly shorter NB
recruitment lags (time: p<0.001) that were found in
mature cultures indicate a higher probability of burst-
ing propagation and generalisation across the network.
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Fig. 2. Facilitation of correlated bursting in neuronal cultures
during development. Despite striking decrease of NB duration (a),
synchronous bursting in mature cultures involves bigger number of
channels (b). (c,d) Maturation of neuronal cultures is characterised
by significant decrease of bursting onset lags between remote net-
work locations. Data are represented as mean + s.e.m. Asterisks
denote significant between group differences at p<0.001.

Taken together, our findings suggest that matura-
tion of neuronal cultures is associated with self-
organization of the network activity and optimization
of network interaction.
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Abstract

The rat hippocampal neurons were cultured on a dish with 64 planer micro electrodes array (MEA). Neurons reor-
ganized a functional network, and an external inputs form outer world elicited a reproducible, particular spatiotem-
poral pattern of evoked action potentials. We integrated a living hippocampal network and a small moving robot as
a body to contact with outside world. The neurorobot is a suitable test environment for embodiment of neuronal
information processing. We call the system “Vitroid”, meaning a robot as a test tube for neuronal intelligence sci-
ence. Here we propose behavior-generating system for Vitroid using self-organization map (SOM), which perform

regulation of robot and learning at the same time.

1 Background/Aims

Dissociated neurons elongate neurites on a mul-
tielectrodes array (MEA) probe and reconstruct a net-
work structure. This structure is not regulated by de-
velopmental process and there is no particular geneti-
cally controlled circuit. Autonomously composed
network is achieved by the functions intrinsic in indi-
vidual neurons. Therefore this reconstructed network
may include primitive basic mechanism of informa-
tion processing, just like a neuronal system of a primi-
tive animal. We expect a certain type of information
processing to emerge in this semi-artificial neuronal
network by interaction between the neuronal circuit
and outer environment via an interface system. A neu-
rorobot with hippocampal dissociated culture system
is a suitable test environment for embodiment of neu-
ronal information processing (Fig.1). We call the sys-
tem “Vitroid”, meaning a robot as a test tube for neu-
ronal intelligence science [1]. In the system, interface
systems for interaction between neurons and outer
world can be evaluated. As an example of such inter-
face system, we previously
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reported a pattern recognition method with simplified
fuzzy reasoning [1]. The system is enough worth, but
it is difficult to perform learning and generation of the
robot behaviour simultaneously. Here we propose a
robot behaviour generating system with self-
organization map (SOM), which perform regulation of
robot and learning at the same time.

2 Materials and Methods

2.1 Preparation of living neuronal network

Rat hippocampal neuronal cells were dissociated
and cultured on MEA dish in conventional method
[1].

Briefly, The hippocampal region of brain was cut
off from Wistar rat on embryonic day 17-18 (E17-18).
Hippocampal neuronal cells were dissociated by
0.175% trypsin (Invitrogen-Gibco, Carlsbad, Califor-
nia, U.S.A) in Ca®- and Mg*-free phosphate-
buffered saline (PBS") supplemented with 10 mM
glucose at 37 °C for 10 min. Then neuronal cells were

e

N

#Translaln
Sensor vl

& plre Ve los

I Mewnons on MUEA I

A oy
Nauro-Robol

LT T

Interic

Fig. 1. schematic diagram of neuro robot system “Vitroid”

8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012

51



Neural Dynamics and Plasticity

cultured on a multielectrodes array dish (MED probe,
alpha-MED scientific, Japan). We used MED probes
that the distance between an electrode (center to cen-
ter) was 450 p m. The density of seeded cells was
7800 cellss/mm?. Cell density is higher comparing to
the conventional condition, because the reproducibil-
ity and stability of spontaneous electrical activity in-
creased in such high-density condition. Culture me-
dium consisted of 45% Ham's F12, 45% Dulbecco's
modified minimum essential medium (Invitrogen-
Gibco, California, U.S.A.), 5% horse serum (Invitro-
gen-Gibco, California, U.S.A.), and 5% fetal calf se-
rum (Invitrogen-Gibco, California, U.S.A.), 100 U/ml
penicillin, 100 p g/ml streptomycin (Invitrogen-
Gibco, Carlsbad, California, U.S.A.), and 5 p g/ml in-
sulin (Sigma-Aldrich, US). The MED prove was pre-
viously coated with 0.02 % poly-ethylene-imine
(Sigma-Aldrich, US). Neurons were cultured at 37 °C
in 5% CO, /95 % air at saturating humidity. The con-
duct of all experimental procedures was governed by
the “Kwansei Gakuin University Regulations for Ani-
mal Experimentation".

2.2 Neurorobot with SOM interpreter
Electrical activity pattern at a certain time win-
dow was represented as a feature vector of which 64
elements were spike numbers detected at each elec-
trode. SOM is a kind of unsupervised neural networks
proposed by Kohonen [2]. The input layer with 64
nodes has been provided to input feature vector. A
two-dimensional output layer with 10 x 10 nodes has
been provided. The function of SOM is dimension re-
duction. SOM picks up a winner node in output layer
against input vector. Winner node is located in 2D
map, so a 64-dimentional vector is mapped to a two-
dimensional position vector of the winner node. This
two-dimensional SOM reduce the dimension of a fea-
ture vector from 64 to 2 without a loss of information.
Each node has a reference vector (weight vector). Eu-
clidean distance between an input feature vector and a
reference vector of each node is calculated and node
with shortest Euclidean distance is selected as a win-
ner for the input vector. The reference vector of the
winner is updated to be closer to input vector. Simul-
taneously, the reference vector of the neighbor nodes
of winner node also updated to be slightly closer to
input vector. This procedure gathers nodes with simi-
lar reference vectors in neighbor. As a result of that,
spacial relationship among nodes in the output layer
corresponds to the relationship among input vectors
coupled with nodes in the output layer. Our purpose
is to extract a reproducible pattern as a representation
of certain information in the living neuronal network.
Gathered nodes coupled with similar feature vectors
means that the similar spacial patterns of network ac-
tivity gathered each other. In the case that electrical
stimulation is applied at a certain electrode, let say E1,
as an input from robot sensor, a winner node should

be located at a certain position in the output layer. If a
winner against other neuronal activity evoked by E2
stimulation is located near the winner against the ac-
tivity evoked E1, outputs of the living neuronal net-
work against the E1 and E2 inputs are similar each
other. In other words, the decisions against these in-
puts from E1 and E2 are almost same. The spacial dis-
tribution of the winner depends on the initial state of
reference vectors. At generation of the behavior of the
robot, premise behaviors should be designed as the
instinct such as collision avoidance. To design such a
behavior, winner distribution should be restricted. If
the position of representative winner for the E1 input
can be specified, the suitable behavior for the E1 input
can be defined. For example, if E1 input is applied as
the signal of obstacle at the left side of the robot, the
robot should be turn to the right, so the left motor
speed should be set at the higher value than right mo-
tor. To restrict the winner against a particular input,
the winner for that input should be fixed at a seed
node and E1 input should be applied repeatedly dur-
ing initial learning process (Fig. 2).
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Fig.2 Generation of robot behavior with SOM.

After that, winners against E1 input are expected
to be gathered near the seed node. The robot control is
performed depending on the position of the winner for
the inputted activity. For example, speeds for left and
right motors are calculated by weighted average of
total network activity, which weights is defined de-
pending on the Euclidian distances between the win-
ner and the E1 seed node or the E2 seed node. We
confirmed that this seeding approach could perform
separated map around the seed nodes of each input.
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1 Background/Aims

(Sub)cellular  mechanisms underlying action
potential (AP) generation in neurons grown on
substrate arrays of microelectrodes (MEAs) were
recently shown to display extremely rich dynamical
properties [1]. Upon repeated electrical stimulation,
antidromically evoked APs show instability,
fluctuations, and intermittency, whose features are
unexpected from conventional biophysical models.
A novel and more accurate quantitative description of
excitability is then imperative, if neural dynamics and
plasticity have to be captured in silico [2] for very
large-scale neocortical simulations [3].
Here, we replicate the experiments of [1], and define
a mathematical neuron model, introducing non-
conventional state-dependent inactivation
descriptions of sodium currents [4]. We qualitatively
compare model and experiments under the same
stimulation paradigm, and specifically use the model
to predict the dependency of the stability and
intermittency of evoked APs on temperature. We
speculate that, by employing temperature as a global
modulator of subcellular Kkinetics, access to
complementary information on the excitability
processes can be readily gained.

2 Methods

Rat cortical neurons were dissociated and plated,
at 3000 cellssmm? ~ over titanium nitride
microelectrodes arrays (MEAs; 200 um spacing,
30 um electrode diameter) whose surface was
previously treated by polyethylenimine (10 mg/ml)
and laminin (0.02 mg/ml). Neurons were incubated at
37°C - 5% CO, [5] in culture medium (Neurobasal by
2% B-27, 10% serum, 1% L-glutamine, and 1%
Penicillin-Streptomycin) that was changed 3 times a
week.

Recordings were performed by a MCS1060BC
amplifier at 25 kHz, in a low-humidity incubator with
5% CO, atmosphere, and at 35°C, 37°C, or 39°C.
Thirty minutes before each recording session,
synaptic receptors antagonists (i.e. 20 (M AP-V,
10 (M CNQX, 10 [M SR-95531) were bath applied

to block spontaneous activity. Changes of the
incubating temperature were followed by an
accommodation interval of at least 20 min, before
data recording. Repetitive biphasic pulses (0.8 V,
200 msec) were generated (STG1002) at 1-20 Hz,
and delivered by one extracellular electrode,

employed in  monopolar configuration [6].
MC_Rack software was used for data acquisition.
Offline high-pass filtering (400 Hz) and analysis
were performed to extract the occurrence time of
evoked APs.

A deterministic, single-compartment conductance-
based mathematical model derived from the
Connor-Stevens model [2] was developed and
computer simulated in NEURON [7]. Briefly, the
model includes a sodium current and delayed-
rectifier and A-type potassium currents [4]. The
sodium current was modified from the fast-
inactivating description [2] to incorporate state-
dependent inactivation as in [6] (Fig. 1A). The
effect of temperature on the transition rates was
accounted for by a multiplicative factor

Q=3 [2]
3 Results

® APs complex past-history dependence, first
described in [1], is experimentally reproduced;

® APs latency and instability are highly
temperature-sensitive, over a small range (x2°C);

® A novel biophysical model, based on state-
dependent inactivation of sodium-currents (Fig.
1A), qualitatively captures the experimental data
(Fig. 1D).

® The model predicts a latency decrease
(~0.1-0.2 msec/°C) with increasing temperature,
and an increase of the time-scales associated to
APs generation instability (Fig.1B).

® Preliminary experiments reveal good agreement
with both model predictions (Fig. 1C-D).

4 Conclusion/Summary

We  replicated a recently  proposed
experimental paradigm, enabling to probe
neuronal excitability over extended time-scales
[1]. We formulated a novel mathematical model of
AP generation to reproduce qualitatively the
experimental data, with in mind its incorporation
in large-scale simulations [3]. The same model
allows us to make predictions on how temperature
affects the dynamics of excitability. In fact,
temperature has a global influence on the kinetics
of a variety of sub-cellular phenomena, directly
and indirectly related to excitability. Temperature
might thus serve as a control signal, to extract
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complementary information and to validate the model
description. When model predictions were tested
experimentally, a qualitatively good agreement was
found, confirming non-trivial consequences on APs
latency and APs generation instability. In conclusion,
the recently disclosed dynamical complexity of
single-cell excitability, and its accurate biophysical
modeling, are of great impact for the study of
emergence of activity-dependent correlations, long-
lasting plasticities, information encoding and,
ultimately, for behaviorally relevant time-scales.
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Figure 1: A standard sodium current model is altered as in [4], to include state-dependent inactivation in its kinetic description (A). When
computer simulated, the model neuron replicates APs generation instability and intermittency, as well as a decrease in the time of
intermittency onset for increasing stimulation frequencies (B). For a limited temperature range, the model predicts an overall speed-up of
evoked APs (C), and a substantial increase in instability time-scales with increasing temperature (D). Preliminary experiments qualitatively

confirm model predictions (C-D).
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Abstract

Dissociated neuronal cultures grown on multielectrode arrays can be used as a simple in vitro model for learning
[1]. In closed-loop conditions the culture networks can be trained to increase evoked spiking rate response in se-
lected electrode in predefined time window after a stimulus. We show that the learning protocol [1] can be en-

hanced to achieve learning criteria for any desired electrode in the system..

1 Methods

1.1 Cell Culturing

Hippocampal neural cells from mice embryos at
18-th prenatal day were plated on 64-electrode arrays
(Alpha MED Science, Japan) (Fig. 1). The final den-
sity of cellular cultures was about 1600-2000
cellssmm? Cells were stored in culture Neurobasal
medium (Invitrogen 21103-049) with B27 (Invitrogen
17504-044), Glutamine (Invitrogen 25030-024) and
fetal calf serum (PanEco K055), under constant condi-
tions of 37°C, 100% humidity, and 5% CO, in air in
an incubator (MCO-18AIC, SANYO). No antibiotics
or antimycotics were used.

: j'”_. '-fﬁi

array. Scale bar, 50 pm..

1.2 Stimulation

Electrophysiological signals were recorded with
20 KHz samplerate. Threshold of spike detection was
set at a factor of 8 times the median of absolute signal
from the electrode (see Pimashkin, 2011 [2] for more
details). Stimuli were generated (£600mV, 300ms,

0,06-0,1 Hz) using a four channels stimulator (Multi
Channel Systems, Germany). Response-to-stimulus
(R/S) ratio was measured as number of evoked spikes
in 40-80 ms post-stimulus time interval per each 10
stimuli. Control stimulation was performed during 80
min (10 min - stimulation, 5 min — rest). Closed-loop
real-time signal processing with feedback was per-
formed using custom made software in Labview®. If
the R/S value during learning reaches a threshold
value then the stimulation stops for 5 min.
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Fig. 2. R/S ratio distribution for all electrodes during trial stimula-
tion for one experiment.

2 Results

In earlier studies [1, 3, 4] the electrodes with
R/S=0,1 were selected for learning protocol. For
R/S=0,2 taken as a threshold the stimulation was
stopped for 5 min. In our experiments we found that
38,2+8,4% of the electrodes had 0<R/S<0,1 during
control stimulation. The number of electrodes with
0<R/S<0,5 was 67,3+11,4% (Fig. 2). We successfully
performed learning protocol for selected electrodes
having R/S in the range of 0,1-0,5 in control stimula-



tion. Threshold for learning was set to upper 80% of
R/S values distribution for selected electrode (Fig. 3).
We found that such R/S selection was effective in 5 of
9 cultures (55%). Thus the enhanced protocol effi-
ciency was similar as in the previous studies.
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Fig. 3. R/S ratio distribution for single electrode during control
stimulation.

3 Conclusion

We showed that learning in networks of hippo-
campal cells can be performed using R/S ratio of or-
der of 0,5. It permits to apply the learning protocol to
many different electrodes. Moreover in the enhanced
protocol the learning threshold is estimated automati-
cally based on response variability in control stimula-
tion.
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Abstract

Spontaneous electrical activity of cortical in vitro networks has mostly been described as synchronized population
bursts. It is assumed that this activity is exhibited by pyramidal cells that account for the majority (about 80%) of
neurons in the networks. We analyzed the morphology of axons of parvalbumin-positive interneurons and their
spontaneous activity patterns in cortical networks cultivated on MEA glass-neurochips. The axons were strongly
ramified and covered wide areas of the MEAs. From axons arising from parvalbumin-marked cell bodies, only
bursting activities were registered. We conclude that parvalbumin-positive interneurons are capable of burst gen-

eration and suggest that interneurons rather than pyramidal cells are the sources of synchronous bursting.

1 Background

Network bursts — the temporal and spatial cluster-
ing of action potentials — are typical for the spontane-
ous activity of in vitro networks and has been found in
invertebrates and vertebrates [1]. The origins and
functions of this kind of neuronal activity are not well
understood. Spontaneous activity of in vitro networks
has often been described as synchronized population
bursts that are characterized by the collective syn-
chronized bursting of numerous neurons [2]. Here we
focus at the question if bursting activity arises from
pyramidal cells, interneurons or both in cortical in vi-
tro networks.

2 Methods

Cortices were prepared from embryonic mice
(E16) followed by enzymatic dissociation. Cells were
plated at a density of 1200 cells/mm? on poly-D-
lysine/laminin coated miniaturized (16x16mm?2) glass
— neurochips (developed at the Chair for Biophysics,
University of Rostock) with integrated 52-
microelectrode MEAs and on coverslips. The culture
areas were 20 mm?. Cell cultures were incubated at
10% CO, and 37°C for four weeks. Half of the me-
dium was replaced thrice a week. Recordings were
performed with our modular glass chip system
(MOGS) coupled to a preamplifier and data acquisi-
tion software (Plexon Inc., Dallas, TX,USA). For mor-
phological characterization, networks were fixed with
paraformaldehyd and immunohistochemically stained
against parvalbumin, a marker for chandelier and bas-
ket cells [3] and neurofilament 200 kD before confo-
cal laser scanning microscopy. We were able to iden-
tify the activity patterns of parvalbumin-positive in-
terneurons by correlating the electric activity patterns
with the microscopic morphology data.

3 Results

Parvalbumin-positive interneurons accounted for
about 10-30% of the neurons in our networks. Their
strongly ramified axons covered extensive areas of
coverslip and MEA surfaces (Fig.1). The parvalbu-
min-positive interneurons were correlated to the activ-
ity patterns recorded before staining (Fig.2). A corre-
lation was possible only for MEA electrodes that were
not covered by a dense axonal clutter (Fig.3). A fur-
ther precondition was that the course of an axon aris-
ing from a parvalbumin-positive interneuron could be
microscopically traced. In any case, the spontaneous
activity recorded from MEA pads with parvalbumin-
positive interneurons was bursting.

4 Conclusion

Our results suggest that parvalbumin-positive in-
terneurons, rather than pyramidal cells, are the source
of the synchronous bursting activity which is charac-
teristic for cortical networks. Further analysis of the
spontaneous electrical activity of the different cortical
neuron types is needed to confirm our conclusion and
to understand the relationship between network cy-
toarchitectonics and electrical activity.

Fig. 1. Two parvalbumin-positive neurons of a 4 week old network
cultivated on a coverslip. Parvalbumin is mainly expressed in cell
bodies. The axons are strongly ramified, covering a wide surface
area. Blue: DNA; green: parvalbumin; red: neurofilament 200; bar:
20pm.
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Fig. 2. Parvalbumin-positive interneuron near electrode 20 of the
MEA. With electrode 20 superbursting activity was recorded, visu-
alized as timestamps over a time period of 50 sec. Blue: DNA; red:
neurofilament 200; green: parvalbumin; grey: electrode and pad
connector; bar: 20 pm.

Fig. 3. Single MEA pad covered by a dense axonal clutter prevent-
ing a correlation of neuron type with the activity pattern. Green:
electrode; red: neurofilament 200; blue: DNA; bar: 15 pm.
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Abstract

Nowadays, it is possible to form functional neural networks from human pluripotent stem cells. At the moment, the
network formation process is quite time consuming. Moreover, in culture these cells divide vigorously and the
culture plates quickly grow confluent. These matters slow down the progress in the research and long-term in vitro
experiments are practically impossible to conduct. Here, the neuronal cells derived from human pluripotent stem
cells were cultured on microelectrode array plates and their maturation was enhanced using cell cycle blocker
aphidicolin. Microelectrode array measurements showed that aphidicolin increased the electrical activity of the
neuronal networks during the exposure period and, with suitable concentration, did not increase notably the cell

death.

1 Introduction

Human pluripotent stem cell (hPSC) derived
neuronal cells are a potential tool in the areas of
developmental  biology, neurotoxicology, drug
screening/development and in regenerative medicine
[1, 2, 3]. These human derived neuronal cells
resemble their in vivo counterparts many ways; they
develop into action firing neurons and can form
spontaneously active neuronal networks [4]. The
formation of these human neuronal networks is,
however, rather slow process in vitro; it typically takes
4 to 5 weeks to get neuronal networks with
synchronous bursting behaviour on a microelectrode
array (MEA) dish [4]. For many applications it would,
indeed, be beneficial if these networks could be
formed more rapidly.

In this study, the aim was to evaluate whether
chemical cell cycle blocker aphidicolin (APC) fastens
the maturation process of hPSC derived neuronal
networks.

2 Methods

Human embryonic stem cells (hESCs) and human
induced pluripotent stem cells were (hiPSCs) were
differentiated into neuronal progenitor cells in
suspension culture in presence of fibroblast growth
factor (FGF). Cells were plated on MEA plates
(Multichannel Systems GmbH) and allowed to form
spontaneous neuronal networks for 14 days.
Thereafter, the networks were exposed to APC at
concentrations 0, 1, or 3 pg/ml for 7 days. The cells
were observed twice a week with contrast phase
microscopy and MEA measurements were performed

during exposure period and up to 5 weeks after the
exposure. The viability of the cells was evaluated with
live/dead  analysis  (viability/cytotoxicity  Kit,
Invitrogen) and the proliferation with BrdU kit
(Roche). MEA data was analysed using MATLAB
software with tailor-made analysis methods for burst
detection [5]. The statistical analyses were performed
using at least 5 parallel samples with Kruskall-Wallis
analysis followed by Mann-Whitney U-test.

3 Results

APC, at the concentration 1 pg/ml, decreased the
cell proliferation significantly compared to control
cells according to BrdU-analysis (Figure 1.).
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Fig. 1. Cell proliferation was measured using BrdU proliferation
assay. Bars represent background corrected absorbance and error
bars represent SD. Control cells proliferated significantly more
compared to APC treated (1 pg/ml) cells (p < 0.05).
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The cell viability decreased due to APC treatment
compared to control cells. Still, this phenomenon was
not significant (Figure 2.).
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Fig. 2. Cell viability according to live/dead analysis. Live and dead
cells were calculated from the populations and the results are
represented as percentage of live cells from the population. Error
bars represent SD.

The 1 pg/ml APC exposure increased the
spontaneous activity of the hESC derived neuronal
networks during the exposure period whereas
concentration of 3 pg/ml inhibited the activity
permanently (Figure 3.).
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Fig. 3. The number of total spikes per MEA for 0, 1, and 3 pg/ml
APC treatment. APC exposure period is marked, and the circle
marks the APC washout day (WO). 1)** on day 4 significant
difference between control and APC 3 pg/ml, 2)* on day 5
significant difference between control and APC 1 pg/ml, 3)* on day
8 significant difference between control and APC 1 pg/ml, and
between control and APC 3 pg/ml, 4)* on day 13 significant
difference between control and APC 3 pg/ml, 5)* on day 15
significant difference between control and APC 3 pg/ml. * = p<
0.05, ** = p<0.005.

The bursting activity did not increase due to the
APC exposure, i.e. the network did not show more
mature activity pattern during or after the APC
exposure (Figure 4.).

APC is potential cell cycle inhibitor that blocks
proliferation of hPSCs derived neural cells without
affecting the viability of the cells on low
concentrations.  Simultaneously, APC  exposure
increased the spontaneous activity of the network.
Nevertheless, the activity returned back to baseline
level after washout. Thus, it might be beneficial to
prolong the exposure to gain permanent effects.
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Fig. 4. Burst activity of APC 1 pug/ml, APC 3 pg/ml and control.
The activity pattern of APC 1 pug/ml and control seem to follow a
similar trend. The burst activity of APC 3 ug/ml starts to decline
after the APC exposure period. APC exposure period is marked, and
the circle marks the APC washout day (WO).

4 Conclusion

APC inhibited efficiently the cell proliferation. It also
affected the hPSC derived neuronal network
signalling during the exposure; by increasing the
activity in smaller concentration and decreasing the
activity with bigger concentration.
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Abstract

Network activity patterns formed in neuronal cultures can be monitored by multielectrode arrays (MEAS). It has
been demonstrated in many studies that spontaneous and stimulus evoked spike sequences can be organized as
repeatable population bursts with précised spike timings. In this study we show that different input signals induce
statistically distinguishable changes in the spiking patterns and, hence, the culture networks can generate selec-

tive evoked responses.

1 Methods

Dissociated hippocampal cells were grown on
microelectrode arrays (MED64, Alpha MED Science,
Japan). 64 micro-electrodes with 50um x 50um shape
and 150 pm spacing were used for recording electro-
physiological signals at 20kHz sample rate. Threshold
detection was set at a factor of 8 times the median of
absolute signal from the electrode (see Quiroga R.,
2004; Pimashkin, 2011 for more details).

Electrical low-frequency stimulation (0.05-0.3
Hz) of pairs of nearby electrodes (stimulation sites)
was applied using a stimulus generator (MultiChannel
Systems). The stimulation consisted of bipolar pulse
train with 600 uV and 500 ps applied to two stimula-
tion sites. Each site was stimulated for 10 min. Elec-
trical stimuli evoked population spiking response in
most of the electrodes. The response from single elec-
trode during 200-300 ms after stimulus artifact is
shown in Fig. 1. Selectivity was considered as an abil-
ity of the neurons to generate different responses to
different stimulation sites. To estimate statistical dif-
ference of the responses we used two basic character-
istics of the evoked neural activity: timing of the first
spikes (Marom S., 2008) and spiking rate. These pa-
rameters can be associated with information encoding
in neural networks. The spiking rate of the response
was defined as the total number of spikes within 200
ms of post stimulus activity. Measure of the selectivity
from single electrode considered as statistical differ-
ence in responses to two stimulation sites were esti-
mated by Mann-Wittney ranksum test.

Voltage, mV

Time, s
Fig. 1. Post-stimulus response recorded from single electrode. Time
axis represent latency of recorded signal relatively to stimulus arti-
fact.

2 Results

We found that the cultured network naturally con-
tains a small fraction of neurons with high sensitivity
(selectivity) to electrical stimulation site. Such high
selectivity of the neurons on individual electrodes was
verified using first spike timing and total spike rate
(see methods). Time course of the first spike timings
of the responses to two stimulation sites recorded
from selective electrode is shown in Fig. 2 A, and
spike rate of the responses to two stimulation sites re-
corded from selective electrode is shown in Fig. 2 B
(black line - response to stimulation site 1, red line -
stimulation site 2). We also demonstrated that in av-
erage (6 cultures) the number of electrodes with statis-
tically high selectivity using total spike rate character-
istics is greater than number of electrodes using first
spike timing characteristics but not significantly
(Fig.2 C).
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3 Conclusion

We found that culture networks can respond se-
lectively to electrical stimuli applied to different spa-
tial sites. This selectivity appears in particular elec-
trode (e.g. neuron groups) that can reliably distinguish
the type of the stimulus in its spatial location. We also
proved that spiking rate characteristics of the response
can be more efficient to estimate the selectivity than
precise first spike timing.

The evoked response dynamics found eventually
indicates that culture networks contain different sig-
naling pathways activated selectively by appropriate
stimulus. The response selectivity with robust statisti-
cal characteristics can be further used to the design of
closed-loop solutions of culture network based control
systems (e.g. neuroanimats) where the selective elec-
trodes generated distinguishable responses are associ-
ated with different sensory signals.
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Fig. 2. Time course of the first spike timings of responses to two
stimulation sites recorded from selective electrode (A), the spike
rate of responses to two stimulation sites recorded from selective
electrode (B) (black line - response to stimulation site 1, red line -

stimulation site 2). (C) Average number of electrodes responded to
more than 80% of stimuli, average number of electrode statistically
selective to stimulus source using total spike rate and first spike
timing as response characteristics.
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Abstract

In an in vitro experiment about 10,000 neurons can be counted on a multielectrode array (MEA) neurochip. In the
past we have developed a model called INEX which shall be used to run such a simulation of a MEA neurochip

experiment with 10,000 neurons.

Similar to processors on a CPU which can be represented by number of cores, the GPU provides a certain num-
ber of so called shaders. Since recently, it is possible to run complex algorithms on these shaders which can be
controlled via interfaces like OpenCL and CUDA. Using this method can significantly decrease the run time of al-

gorithms.

1 Background/Aims

In an in vitro experiment about 10,000 neurons
can be counted on a multielectrode array (MEA) neu-
rochip. In the past we have developed a model called
INEX [1] which shall be used to run a simulation of a
MEA neurochip experiment with 10,000 neurons.

General Purpose Computation on Graphics Proc-
essing Units (GPGPU) describes a system for mas-
sively parallel processing of computer algorithms.
Similar to processors on a CPU which can be repre-
sented by number of cores, the GPU provides a cer-
tain number of so called shaders. In the past these
shaders were used for projection and manipulation of
geometric data on the computer screen. Since recently,
it is possible to run complex algorithms on these
shaders which can be controlled via interfaces like
OpenCL [2] and CUDA [3]. Using this method can
significantly decrease the run time of algorithms.

2 Methods

The INEX model is based on an inhomogeneous
Poisson process to simulate neurons which are active
without external input or stimulus as observed in neu-
rochip experiments. It is accomplished using an Ising
model with Glauber dynamics. The INEX model is
implemented in C++.

For parallelisation the OpenCL1.1 interface of the
Khronos Group was used. All runs were performed on
an Intel 17 930 Nehalem CPU and a NVIDIA GTX460
GF104@1024MB GPU. The splitting of the algorithm
follows the network volume (in this case up to over
10,000 neurons). Take note that CPU and GPU are
designed for different use cases. A combination of
these two platforms would exhibit negative impact on
the performance.

To compare the run times of this simulation with
the single core GPU implementation we realized the
model algorithm also on a single core CPU. To make
the run times and results comparable, the parameter
sets of the model, which are usually chosen randomly,
were fixed. Thus, two identical spike trains, each with
a length of 30 minutes, were separately generated with
GPU and CPU. The algorithm was run simulating for
10 to 10240 neurons in eleven steps, always doubling
the number of neurons (Table 1).

3 Results and Discussions

With increasing number of neurons the GPU im-
plementation shows a clear run time advantage (Table
1, Figure 1) compared to CPU. The run times for
2560, 5120 and 10240 neurons had to be extrapolated
for the CPU variant. GPU as well as CPU exhibit an
exponentially increase of run time. However, it grows
much slower in case of the GPU. For 10240 neurons
the GPU was almost 12 times faster than the CPU. For
the GPU, the relatively constant development of the
run time up to 320 neurons is justifiable with the high
maintenance workload which is due to transport to the
GPU and back in the system. This effort can be ig-
nored with increasing number of neurons because the
algorithm itself needs significant more run time.

4 Conclusion

The developed OpenCL algorithm is very per-
formant in the current version. The usage of multicore
processors or shaders requires higher maintenance ef-
forts; therefore their positive effect on run time is best
observed for large networks.
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Fig. 1. Visualisation of Table 1: Performance comparison between
single core CPU and single core GPU with increasing number of
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Abstract

Molecular mechanisms underlying the generation of synchronized bursts during long-term development remain
unclear. In order to clarify the mechanisms of this phenomenon at a molecular level, we cultured rat cortical neu-
rons for 1 month and analyzed the gene expression involved in the changes in network activity. Synchronized
bursts were observed starting at approximately 2 weeks and the rate increased gradually during the culture peri-
ods. Reverse transcription PCR analysis revealed that the transcription factor gene creb were found to be consis-
tently expressed during the culture period. However, the expression level of immediate early gene arc increased
up to 1-month culture period. These results suggest that the generation of synchronized bursts is correlated with

the increase in immediate early gene expression during long-term development of cultured neuronal networks.

1 Introduction

Recently, molecules involved in higher functions
of the nervous system, such as memory and learning,
have begun to be identified. At the network level, ex-
haustive analysis of gene expression has been per-
formed during pharmacologically induced neuronal
plasticity [1]. However, the molecules involved in
network construction and the generation of synchro-
nized bursts during long-term development remain
unclear. We previously presented changes in synaptic
density (both excitatory and inhibitory) and electrical
activity during long-term development [2]. In addition
to these methods, we performed gene analysis to link
gene expression to network activity. Expression levels
of the transcription factor gene creb and immediately
early gene arc were investigated during 1-month cul-
ture periods.

2 Materials & Methods

Cell culture, electrical activity recordings, and
immunofluorescence staining were performed as de-
scribed previously [3]. We cultured cortical neurons
derived from Wistar rats at embryonic day 17 for 1
month. The spontaneous electrical activity of cortical
culture was recorded using MED64 extracellular re-
cording system (Alpha MED Scientific) and im-
munofluorescence staining was performed using anti-
bodies against anti-microtubule associated protein 2
(MAP2), anti-vesicular glutamate transporter 1
(VGIuT1), and anti-vesicular transporter of y-amino-
butyric acid (VGAT). Gene expression was analyzed

by reverse transcription PCR (RT-PCR) using gene-
specific primers. Total RNA was extracted from the
cultures every week during the 1-month culture pe-
riod. RNA was then reverse transcribed and 40 cycles
of PCR were performed.

3 Results & Discussion

Figure 1A shows the developmental changes in
network activity of rat cortical cells cultured for 1
month. Synchronized bursts were observed starting at
approximately 2 weeks and the rate increased gradu-
ally during the culture period. Immunofluorescence
staining of MAP2, VGIUT1, and VGAT revealed that
both excitatory and inhibitory synaptic boutons in-
creased around the dendrites and somata over 1 month
(Fig. 1B). To analyze specific gene expression during
these periods, we performed RT-PCR using gapdh,
creb, and arc primers (Fig. 1C). Both the housekeep-
ing gene gapdh and transcription factor gene creb
were found to be consistently expressed during the
culture period. However, the immediately early gene
arc was not identified at 1-7 DIV, but the expression
level increased up to 28 DIV. In addition, the increase
in the expression of arc resembles the increase in the
synchronized burst rate (Fig. 1A). Since arc mMRNA
expression is known to be induced by increased levels
of synaptic activity [4], these results suggest that the
generation of synchronized bursts is correlated with
the increase in arc expression during the culture pe-
riod. Based on these results, we have begun to quan-
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tify the expression level of arc and investigate the ex-
pression of other genes.
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Fig. 1. (A) Changes in network activity during long-term development of rat cortical cultured neurons. The upper left frame shows the ex-
tracellular potential traces recorded in each electrode. Firing rate data are shown as the mean + standard error of the mean (SEM), whereas
the synchronized burst rate are shown as the mean — SEM (for both n = 6). (B) Immunofluorescence micrographs of cultured cortical neu-
rons. Blue color indicates MAP2. Green color indicates VGAT. Red color indicates VGIuT1. (C) Electrophoresis of gapdh, creb, and arc
genes extracted from cultures every week during a 1-month culture period. The genes were amplified by RT-PCR using gene-specific prim-

ers.
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1 Background/Aims

Plasticity in primary dissociated neuronal cultures
can be induced by both low [1] or high [2,3] fre-
quency stimulation. We compare effects of both
stimulation types by estimating values of expression
of gene c-fos. It is so called immediate early gene cod-
ing for a transcription factor which participates in the
process of neuronal plasticity.

2 Methods/Statistic

Dissociated hippocampal cultures were obtained
from PO BALB/c mice and grown on microelectrode
arrays to 21 DIV. Electric stimulation was applied for
10 minutes. Two protocols of electric stimulation were
used: low frequency (single pulses at 0.1 Hz) or high
frequency (bursts of 6 pulses spaced at 10 ms with
300 ms interburst intervals) stimulation. Each group,
as well as a control group (without stimulation), con-
sisted of 3 neuronal cultures. In 2.5 hours after begin-
ning of stimulation cultures were fixed and c-Fos ex-
pression was detected using immunofluorescence mi-
croscopy.

3 Results

Low and high frequency of electric stimulation
resulted in significant increase of c-Fos expression in
neuronal cultures (5.5 or 4-fold, respectively, p <
0.001), compared to non-stimulated samples (Fig.1).
However, no significant difference was found between
stimulation protocols.

Rednflve c-Fos axpresobod

HER E= Py et

Fig. 1. Mean intensity of c-Fos immunofluorescence normalized to
intensity of Hoechst staining (nuclei). HFS, high frequency stimula-
tion; LFS, low frequency stimulation; No stim, non-stimulated cells.

4 Conclusion/Summary

Our results demonstrate that high as well as low
frequency stimulation induce comparable levels of c-
Fos expression. Considering c-Fos as a molecular
marker of neuronal plasticity both protocols effec-
tively produce modifications of neural networks in
vitro.
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Abstract

High-resolution assessment of how the electrical properties and physical motility of multiple individual neurons
contribute to the organization of a network in vitro requires a neuron-electrode interface that provides single cell
accessibility and high spatial resolution. Here we present a method to trace the spatial distribution of average
spike shapes (footprints) of the same cell during its development on a high-density complementary metal—-oxide—
semiconductor (CMOS) based microelectrode array (MEA) and demonstrate changes in its footprint over time.

1 Introduction

Examination of developing neuronal cultures in
vitro reveals morphological and electrical phenomena,
at the cellular and network level that lead to stable
functional and structural relations among neuronal
cells in a mature culture [1]. Neuronal cell migration,
axonal pathfinding, and synaptic pruning represent
constitutive processes of neuronal development.
Besides its role in development, neuronal motility
plays a role in regeneration of nervous system in vivo
[2] and in cortical neuronal networks in vitro [3];
moreover, synaptic rewiring represents a basis for
activity-dependent  structural plasticity in the
developing and adult brain [4]. Many of these
phenomena can be investigated at the morphological
and molecular level of a single cell, nevertheless it is
challenging to trace electrical activity of multiple
individual neurons during in vitro development. To
circumvent this limitation we utilized a high-density
complementary metal-oxide—semiconductor (CMOS)
based microelectrode array (MEA) [5] for long-term
recording of neuronal activity during development;
principal component analysis (PCA) based spike
sorting was used to identify the respective cells.

2 Material and Methods

2.1 Cell culture preparation

Sparse cultures (1000 cellsysmm2) of neocortical
cells were grown on high-density MEAs and were
maintained in Jimbo medium at 37 ° C and 5% CO2.
One third of the medium (300 pl) was replaced on a

daily basis after each recording session. In order to
prevent contamination, culture chambers were sealed
with lids, covered with a fluorinated ethylene-
propylene membrane [6].

2.2 Recordings

A High-density CMOS-based MEA that
comprises 11,011 platinum electrodes and 126
recording channels was utilized for long-term
recording (35 days in vitro (DIV)) of electrical activity
of developing networks. Two sets of 126-electrode
configurations were used for the recordings: (i) A
sequence of 95 configurations, each with randomly
selected electrodes, to sample general network activity
over consecutive days, and (ii) a sequence of 147
overlapping high-density configuration blocks to
extract clusters of extracellular signals produced by
individual cells.

2.3 Statistics

Self-organization of the network architecture,
followed by the characteristic development of general
network activity distribution, are presented as
topographically mapped electrical “images” extracted
from median spike heights and firing rates throughout
the 3.5 mm? array on the successive days, over three
different developmental periods (Fig.1). From the
data, which were recorded in a series of 102-electrode
high-density configuration blocks, we extracted
clusters of extracellular electrical signals and assigned
them to individual cells using PCA/clustering-based
spike sorting.
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Fig. 1. Topographically mapped electrical “images” reconstructed from the neural activity, recorded with 95 configurations, each with 126
randomly selected electrodes, over a duration of 60 sec per configuration. Color bars represent the median amplitude of recorded spikes (a)

and firing rates (b).

2.4 Immunocytochemistry

The cortical neurons cultured on MEAs were
fixed with 4% formaldehyde at 35 DIV. After
permeabiliztion with 0.25% Triton X-100 in
phosphate buffered saline (PBS) for 10 min, the
cultures were incubated with PBS containing 0.1%
Tween20 for 30 min. The cultures were incubated with
primary antibodies (anti-GABA 1gG rabbit (Sigma-
Aldrich), anti-MAP2 IgG chicken (Sigma-Aldrich),
anti-tau-1 1gG mouse (Millipore)) overnight at 4°C
and then incubated with secondary antibodies (anti-
IgG rabbit, anti-lgG chicken and anti-lgG mouse
(Invitrogen)) for 1 h at room temperature.
Fluorescence observation was performed using a
Leica DM6000 FS fluorescence microscope.

3 Results

We were able to trace the spatial distribution of
average spike shapes of the same cell (footprints)
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during the developmental process, perceiving fine
changes in its extracellular spike waveforms (Fig.2).
For validation of our results, we immunostained two
of the cultures and assigned the obtained spike
waveform footprints to the imaged cells.

4 Conclusions

Network and single-cell electrophysiological
analysis of growing neuronal networks on high-
density CMOS-based arrays can be performed in
combination with PCA/clustering-based spike sorting
at a much greater level of detail than with
conventional multi-electrode arrays. Long-term
maintenance of neuronal cultures together with
continuous collection of electrophysiological data
with this system offer a valuable approach to
investigate the network structural and functional
dynamics and development of cortical neuronal
cultures in vitro.

- . - - -

- —_ - —
- - - —

-y be--. i~ -
= ,‘f- — — " -

L . =
- o =

- o . —_
- e | -

LR -

Fig. 2. Tracing the footprints of a preselected cell over three consecutive days (blue - DIV 6, green — DIV 7, red — DIV8).
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Abstract

Tetanic stimulation was applied to affect network connectivity, as assessed by conditional firing probabilities. We
showed that the first period(s) of titanic stimulation at a certain electrode significantly alters functional connectivity,
but subsequent, identical stimuli do not. These findings support the hypothesis that isolated networks develop an
activity-connectivity balance, and that electrical stimulation pushes a network out of this equilibrium. Networks
then develop a new balance that supports the activity patterns in response to the stimulus. Accordingly, subse-
quent stimuli no longer disturb the equilibrium. Similar results were obtained with slow pulses (~0.2 Hz) instead of
tetani, suggesting that connectivity changes are driven by network activation, rather than the tetanus itself.

1 Background/Aims

A well-known method in plasticity research is tet-
anic stimulation, traditionally applied intracellular to
induce long term potentiation. Recent studies [3,4]
showed that extracellular tetanic stimulation affects
network connectivity, whereas other studies found it
difficult to detect changes on a network scale [6]. The
monitored parameters like e.g. network wide firing
rates, which may have been too global, may explain
this discrepancy. Alternatively, intrinsic activity may
exert uncontrolled influence on network connectivity,
and mask induced changes. Here, we used cultured
neuronal networks to study the effect of repeated peri-
ods of tetanic stimulation. We hypothesize that the ex-
isting balance between activity and connectivity is di-
turbed by the applied stimulation. The network adapts
and develops a new balance that supports the induced
activity patterns. Thus, reapplying the same input will
not disturb the new balance; the network memorizes
the input.
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2 Methods/Statistic

To detect stimulus induced changes we estimated
functional connectivity, through Conditional Firing
Probability (CFP) analysis [1]. CFP describes the
probability that neuron j fires at t= , given that i fired
at t=0. CFP’s are used to express functional connec-
tions between two neurons by a strength and a latency.
We studied the effect of repeated periods of tetanic
stimulation (2-15 min), separated by 1h periods of no
stimulation. We analysed periods of spontaneous ac-
tivity to obtain an estimate for functional connectivity.
Stimulation periods were repeated at least four times.
We calculated the change in functional connectivity
by comparing the strengths of all persisting connec-
tions before and after stimulation. To quantify changes
we calculated the fraction of significantly changed
connections (FSCS), as well as the mean magnitude of
change (|A]). We calculated the plasticity index (PI)
[2] to assess the change in functional connectivity:
PI=FSCS - |A|.
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Fig 1. Plasticity index (Pl) across four subsequent periods of stimulation. PI=FSCS - | A |, where FSCS is fraction of significantly
changes connections, and |A| equals the average absolute strength change of these connections. A. shows that PI is ~3 times higher
in the around the first two periods of tetanic stimulation than around later periods. B. shows that experiments with long periods of
tetanic stimulation (10 min) resulted in the first Pl to be highest, whereas shorter periods (2 min) in a highest 2" PI. C. Periods of
similar duration with slow pulse stimulation (0.2-0.3Hz) yielded very similar development of PI.
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3 Results

In twelve experiments, the PI’s around the first
periods of tetanic stimulation (P1~0.11) were signifi-
cantly higher than control values (P1~0.035) around
periods of no stimulation, (2-tailed t-test: p=0.04).
Two-way ANOVA revealed that PI’s significantly de-
creased around subsequent stimulation periods
(p=0.03), differences between cultures were not sig-
nificant. Changes in functional connectivity were the
largest around the first two periods of stimulation (Fig
1a), three times higher than controls. Here, the differ-
ences between individual experiments were the larg-
est. In experiments with long periods of stimulation,
the first Pl was highest whereas short periods of
stimulation led to the 2" PI being highest (Fig 1b).
Three experiments with slow pulse trains during peri-
ods of similar duration (0.2-0.3Hz) showed the same
effect ((t-test p>0.70, see Fig. 1c). Subsequent stimu-
lation at a second electrode (four experiments)
showed a similar tendency of decreasing PIs, how-
ever, differences were much smaller, and also absolute
values did not exceed spontaneous Pls. Return to the
first stimulation electrode showed Pls at the level of
spontaneous fluctuations (see Fig. 2).
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Fig 2. Development of plasticity index upon stimulation at two
different electrodes (black line, ) or across periods with no
stimulation (n=10; red line, A). Hatched areas indicate stimula-
tion at electrode A (stim period 1-4 and 9-10; ) or elec-
trode B (stim. period 5-8; )
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4 Conclusion/Summary

PI’s around the first stimulation period were sig-
nificantly higher than those around periods of no
stimulation, showing that tetanic stimulation did affect
functional connectivity. Interesting however, are the
lower PI’s around subsequent stimulation periods,
which indicate that these periods had less effect on
functional connectivity. We hypothesize that the first
period of tetanic stimulation pushed the network out
of its existing balance between activity and connec-
tivity. This balance causes stable activity patterns, at
least on a timescale of several hours [5]. Because the
evoked activity patterns are different from spontane-
ous patterns, synaptic connections will change. The
network then develops a new balance between activity
and connectivity, which now supports the stimulus
induced patterns. Therefore, differences in activity
patterns will be smaller when the same stimulus is re-
applied in subsequent periods, vyielding smaller
changes in connectivity. The effect of stimulation at a
second electrode hardly exceeded spontaneous fluc-
tuations, it may have been too close to the first stimu-
lation in time and/or space. Slow pulses yielded very
similar results, suggesting that the effects are caused
by network activation rather than by the tetanus itself.
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Abstract

Plasticity of neuronal networks is thought to be the basis of memory and learning in the brain and the relationship
between inputs and plasticity has been of interest. Previous studies have revealed that different frequency or loca-
tion of stimuli make various effects to the network but few studies have quantitatively evaluated in detail how these
factors affect to network plasticity. Therefore we investigated changes of connection properties of living neuronal
networks cultured on Multi-Electrode Array applying diverse conditions of electrical stimuli. We investigated how
various conditions of stimuli changes connection strength of cultured neuronal network. As a result, both potentia-
tion and depression of connectivity were observed under condition of stimuli and the most significant change was

observed 100 Hz stimulation from only one electrode.

1 Background/Aims

Plasticity of neuronal networks is thought to be
the basis of memory and learning in the brain and the
relationship between inputs and plasticity has been of
interest. Previous studies have revealed that different
frequency or location of stimuli make various effects
to the network [1] but few studies have quantitatively
evaluated in detail how these factors affect to network
plasticity. Therefore we investigated changes of con-
nection properties of living neuronal networks cul-
tured on Multi-Electrode Array applying diverse con-
ditions of electrical stimuli.

2 Methods/Statistics

We cultured cortical neurons obtained from Wis-
ter rat embryos on MED210A (Alpha MED Scientific
Inc.), which has 8 x 8 indium-tin—oxide (ITO) elec-
trodes coated with platinum black. Each electrode on
MED was 20um square and the distance between the
centres of the electrodes was 200um. A culture in
24DIV was used in the experiment.

The experiment was constructed of 24 sessions.
In each session, 30 sets of stimuli were induced at ten-
second interval. A set was constructed of ten biphasic
pulses induced at frequency different according to
sessions. Amplitude of a pulse was 1.5V, and it lasted
for 100us in +/- phase respectively. 24 conditions
were combinations of twelve frequencies of electrical
stimuli (1Hz, 5Hz, 10Hz, 20Hz, ..., 90Hz, 100Hz)
and a choices of two electrodes to induce stimuli

(electrodes A and B, illustrated in Fig. 1). We inserted
60-minute intervals before the start of the stimulation
and between sessions.

Connection properties were estimated from spike
trains obtained from recorded signal in real-time. We
derived the probabilistic model from leaky integrate
and fire model with multi-timescale adaptive thresh-
old [2] including post-synaptic potentials (PSP) as
synaptic interactions between neurons, and estimated
them using extended kalman filter regarding the
model as a state-space model. Maximum heights of
estimated PSP were showed as connectivity strength.
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Fig. 1. The diagram of electrodes embedded on MEA. The electrode
A and the electrode B is showed as the red square and the green
square respectively.

3 Results

We extracted only connections that had PSP
stronger than 2mV (the network diagram is illustrated
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as Fig. 2). Some changes were observed in strength of
extracted connections (Fig. 3). The most significant
change occurred in 800 minutes after the start of the
experiment, it is just after 100 Hz stimulation from
electrode A was induced (Fig. 4). Besides, we calcu-
lated changes of connections strength induced by one
session of stimuli by subtracting strength at the start
of the session from strength at the start of the next
session. It indicates that one condition of stimuli
evoked both potentiation and depression to the net-
work (Fig. 5), and different conditions of stimuli
evoked different effects (potentiation, depression or
no change) to the same connection (Fig. 6).

4 Conclusion/Summary

We investigated how various conditions of stimuli
changes connection strength of cultured neuronal
network. As a result, both potentiation and depression
of connectivity were observed under one condition of
stimuli and different conditions of stimuli evoked
variant changes of one connection. These results indi-
cate possibility of controlling connections by induc-
tion of appropriate stimuli.
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Fig. 2. Network estimated from spike trains recorded from MEA
(only connections that had PSP stronger than 2mV are showed).

Fig. 3. Time series variations of strength of connections.
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Fig.4. Time series variations of mean strength of all connections.
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Fig.5. Changes of connection strength induced by different condi-
tions of stimuli (one point corresponds to one connection).
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Fig. 6. Changes of each connection (one point corresponds to one
condition of stimuli).
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Abstract

In order to elucidate dynamics of a neuronal network, dissociated culture system is adequate. The rat hippocam-
pal neurons were cultured on a multi electrode array (MEA) dish. We applied shots of electrical stimuli in several
types of inter-stimulus intervals and analysed evoked responses. We found that the response pattern of evoked
electrical activity was affected by existence of prestimulation in the case that interval between the first stimulation
and second paired stimulation was within 2 s. These results suggest that an origin of the hysteresis is transition of
the internal state of the network, undertaken by synaptic transmissions. This “memory” like hysteresis function was
observed even in stimulus-evoked electrical activity of a semi-artificial neuronal network on MEA.

1 Introduction

Cultured neurons reorganized complex networks
on a multi-electrodes array dish, and spontaneous
electrical activity has been observed [1, 2]. Spontane-
ous activity pattern changes depending on the culture
days and the network structure is modified by inputs
from outer world in activity dependent manner. The
synchronized electrical activity has been confirmed
also in cortical dissociated culture system [3, 4], sug-
gesting the phenomenon is a common feature of re-
constructed network on a culture dish. As for temporal
structure of the firing-rate, the burst period was re-
ported to continue from 14 DIV to 30 DIV, though the
burst activity fragments over 30 DIV [5, 6]. Sponta-
neous activity in neuronal network may form various
“states” of the network. This state also influenced on
the spike activity pattern evoked by an electrical
stimulation. Even a single shot of the stimulation is
expected to change the internal state of the network,
similar as spontaneously evoked activity. So we inves-
tigated the feature of evoked activity pattern and here
we report a “memory” like function observed in
stimulus evoked electrical activity of neuronal net-
work cultured on MEA probe.

2 Materials and methods

2.1 Rat hippocampal dissociated culture
Culture method is previously described conven-
tional one [7]. Briefly, rat hippocampal Neurons were
dissociated and placed in an arranged cloning ring
with a diameter of 7 mm at the center of a MEA dish
(MED probe, Alfa-MED scientific, Japan), preventing
from adhesion of cells on the reference electrodes lo-
cated on near border of the culture area. The density
of seeded cells was 7800 cells/mm2. Culture medium
consists of 45% Ham's F12, 45% Dulbecco's modified

minimum essential medium (Invitrogen-Gibco, Cali-
fornia, U.S.A.), 5% horse serum (Invitrogen-Gibco,
California, U.S.A.), 5% fetal calf serum (Invitrogen-
Gibco, California, U.S.A.), 100 U/ml penicillin, 100 p
g/ml streptomycin (Invitrogen-Gibco, Carlsbad, Cali-
fornia, U.S.A.), and 5 pg/ml insulin (Sigma-Aldrich,
US). The conduct of all experimental procedures was
governed by the “Kwansei Gakuin University Regula-
tions for Animal Experimentation”.

2.2 Electrophysiological experiments by

MEA

Extracellular potentials were collected by the
MED®G64 integrated system (Alfa-MED scientific, Ja-
pan). A/D conversion of measured signals was carried
out at a sampling rate of 20 kHz and quantization bit
rate of 16 bit. The data were stored at a hard disk of a
PC/AT computer. The system was controlled by re-
cording software, MED Conductor 3.1(Alfa-MED
scientific, Japan). Electrical activity spikes were de-
tected and analysed, using MEDFAUST software,
which we developed. We applied sequential shot of
electrical stimuli to the neuronal network cultured on
MEA dish via a selected electrode. The interval of the
consecutive electrical stimuli was setto 1s,2s, 255,
5 s and 10 s. Electrical stimuli were applied 4 times at
a trial. First 2 stimuli, stiml and stim2, were single-
shot stimuli with an enough inter-stimulus interval
(1S, usually more than 60 s) for recovering a state of
network activity. These stimuli were for a control ex-
periment. Then a paired stimulation set with short 1SI
(stim4 with stim3 as pre-stimulation) was applied.
This experimental procedure of a sweep was per-
formed repeatedly for 30 times. Inter-sweep-interval
was 50 s. The 60 s delay after the stim1 and 50 s of
inter-sweep-interval were determined according to our
previous result that effect of an electrical stimulation
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on spontaneous activity diminished within approxi-
mately 60 s.

2.3 Elucidation distance of similarity of ac-

tivity pattern

Firstly, the feature vector which components were
number of detected spikes at each electrode within a
50 ms time window was synthesized repeatedly. Then,
to elucidate similarity between the spatio-temporal
pattern of evoked activity, we calculated Euclidian
distances between feature vector of electrical spike
patterns along time axis.

3 Result and Discussions

Fig.1 upper panel indicates Euclidean distances
between the pattern by a single stimulation and by a
paired stimulation in 23-26 DIV. There is no obvious
differences in the case of ISI are 1s to 10s. Lower
panel indicates Euclidean distances is obviously long
at immediately after the paired stimulation, and then
gradually reduces. The hysterical effect on the activity
gradually reduces depending on increasing of the ISI.
The long distances indicates that response pattern was
quite different between a single stimulation and a
paired stimulation, if ISl is enough short. Normaliza-
tion is achieved by dividing the distances between the
pattern by a single stimulation and a paired stimula-
tion by the distances between the patterns by single
stimulations.
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Fig.1 Panels indicate Euclidean distances calcu-
lated from activity in a same single culture.

Transitions of Euclidean distance between activ-
ity evoked by the single stimulation and activity by
the paired stimulation. Upper panel indicate transi-
tions of Euclidean distance in 23-26 DIV and Lower
panel indicate the 75-175 DIV. The hysteresis was re-
markable only in 75-175 DIV.

Fig.2 upper panel indicates that there is no obvi-
ous differences at all ISl in the case of short-term cul-
tures (DIV < 30). In lower panel, the state with long
distances by a paired stimulation with 1s ISI last for
approximately 1 s. In addition, there are some peaks

Neural Dynamics and Plasticity

of long distances, corresponding to second peaks.
These results indicate that the differences were sig-
nificant only in 75-175 DIV.
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Fig.2 Panels indicate normalized Euclidean dis-
tances calculated from activity in a same single cul-
ture. These results show that large values of normal-
ized Euclidean distances appear immediately after 1s
ISI paired stimulation in a culture of 75-175 days.
However, the tendency is not seen in 23-36 DIV cul-
ture.

4 Conclusion

The cultured network can memorize that there
had been a previous stimulation several seconds be-
fore the second stimulation. Network hysteresis is ex-
pected to depend on internal state of the network.
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Abstract

A system to provide an artificial synapse between cultured neurons is presented. A complementary metal-oxide-
semiconductor (CMOS)-based MEA provides high resolution bidirectional access to record from and stimulate in-
dividual neurons in a cell culture. In conjunction with a field-programmable gate array (FPGA), this system allows
to identify single neurons and to apply closed-loop feedback stimulation cycles within as little as 200 ps. Comput-
ing the cross-correlation between the neurons before, during, and after the feedback stimulation provides a meas-

ure for closed-loop induced plasticity.

1 Background and Aims

It is believed that memory and learning processes
in the brain are, among other factors, governed by the
relative timing of the activity between different neu-
rons. Applying an artificial synapse between two or
more neurons allows the experimental manipulation of
connectivity in the neural network under study, as pre-
dicted by spike-timing dependent plasticity rules [1].
Here, we present a system for sub-millisecond real-
time closed-loop feedback to record from and subse-
quently stimulate individual neurons, cultured on a
high-density (3150 electrodes per mm2) CMOS
(Complementary Metal Oxide Semiconductor) micro-
electrode array (MEA) [2].

2 Methods

We grew cultures of E18 rat cortical neurons over
11,011-electrode CMOS arrays. The CMOS MEA fea-
tures 126 on-chip amplifiers (0-80dB) and analog-to-
digital converters (8bit, 20 kHz), which can be con-
nected to an arbitrary subset of 126 electrodes. The

digitized traces are streamed to a field-programmable
gate array (FPGA), which performs band pass filter-
ing (0.5-1.8kHz) and subsequent threshold detection
to assign events. After the detection of an event, a pre-
programmed stimulation waveform is triggered on an
arbitrary electrode(s), which can reliably evoke action
potentials in a defined subset of neurons, located at
other electrodes. The delay between the trigger spike
and the stimulation is programmable in a range from
200 ps to seconds. Due to the small electrode pitch of
17 pm, sub-cellular-resolution measurements are pos-
sible, and individual neurons can be identified by
scanning through the 11,011 electrodes using high-
resolution blocks or random configurations of 126
electrodes. Functional connectivity between identified
neurons was computed using a custom-designed
cross-correlation algorithm. The flexibility of the elec-
trode selection allows for searching through the whole
culture and for specifically targeting, e.g., two neu-
rons, which are not or only weakly connected with
each other.
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Fig. 1. Overview of the main components of the system. The feedback stimulation loop is closed around the CMOS MEA device and

the FPGA.
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Fig. 2. Representation of 140 unfiltered raw traces of recorded action potentials (red). They reliably triggered a stimulation pulse after
200 ps. In the figure on the left, the stimulation channel was disconnected from the electrode to avoid artifacts for a clearer figure,
whereas on the right it was connected and elicited spikes. The black bar shows the latency between the averaged negative peak of the
recorded action potentials and the onset of the triggered stimulation pulse. The stimulation pulse reliably triggered action potentials on
a different electrode (blue), on average after 0.5 ms. The distance from the electrode that recorded the elicited spikes to the stimulation
site was 140 pum, and that to the trigger electrode 168 pum; the trigger electrode was at 185 pm distance from the stimulation site. Ob-
taining reliable recordings was not possible during the occurrence of the stimulation pulse due to the presence of artifacts, but was pos-

sible immediately afterwards (within less than 200 ps).

3 Results

The system was successfully applied to a neu-
ronal network grown over the array. We were able to
detect individual neurons and to provide an “artificial
synapse” between some of them. By using an FPGA
in between the chip and a PC to do the filtering, spike
detection and stimulation, feedback cycles as short as
200 ps with a jitter below 50 ps were achieved (Fig-
ure 1). Most of the delay between the actual spike and
the stimulation pulse comes from a two tab Butter-
worth band-pass filter. Due to the parallel nature of
processing in FPGAs, many feedback loops can be
applied simultaneously without introducing additional
latency.

4 Conclusion

Closing the loop around the CMOS MEA and the
FPGA allows for fast and precise feedback as a con-
sequence of the deterministic nature of the FPGA de-
sign and provides a new tool to study information
processing and learning in neuronal networks. The
system has been implemented and verified here, and
future plans include examining how individual cells
respond to various closed-loop protocols, designed to
alter functional connectivity. Moreover we will inves-
tigate how this response propagates into the rest of the
network.
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Abstract

Most cell culture studies rely on taking representative, quasi-static data snapshots during limited time windows. To
permit continuous experimentation, we devised an automated perfusion system based on microfluidic cell culture
chambers for microelectrode arrays (MEAS). The design is based on a perfusion cap fabricated in replica-molding
technology and on a hermetically shielded, gravity-driven perfusion mechanism. Network activity from neurons on
MEAs was continuously recorded outside of a CO, incubator at ambient conditions over one month under stabi-
lized temperature, osmolarity and pH conditions. Our analysis exemplarily focused on the evolution of paired spik-
ing (PS) activity consisting of two spikes separated by 2 ms in spontaneously active hippocampal cultures. It
started as early as 10 days in vitro (DIV) and triggered patterns of network-wide spreading activity that persisted
until the end of the recording session lasting 32 days. We hypothesize that paired-spike activity is a general cod-
ing phenomenon that is conserved in spontaneously active in vitro networks. In lack of in vivo-like sensory stimuli,

cultured neurons may use it to substitute for natural stimuli.

1 Introduction

The common approach of performing snapshot
experiments bears several risks: each time, data is col-
lected at different physiological cellular ‘response
states’, which might furthermore be affected by non-
reproducible variations in cell culture handling during
their transfer from the incubator to the experimental
setup. Furthermore, datasets are fragmented by lack of
observation continuity. We therefore tested a simple
gravity-driven perfusion concept to uninterruptedly
record spike trains from neural cultures on MEAS
over several weeks. The setup allowed us to investi-
gate and compare the activity evolution in two sepa-
rate cortical cultures over 32 days (hippocampal) and
59 days (cortical), respectively. We briefly discuss the
evolution of paired-spike activity in the hippocampal
culture.

2 Methods

2.1 Cell culture and perfusion setup
Hippocampal neurons (Sprague-Dawley rat, E17,
~50,000 cells/dish) were plated on Ti/TiN 30/200iR
MEAs coated with poly-D-lysine/laminin (0.1 mg/ml;
5 pg/ml) and cultured in serum-free, pH-buffered me-
dium (NBM, 2% B27, 2 mM AlaGlu, 100 U/ml Pen-
Strep, 10 mM histidine/HEPES) following published
protocols. They were kept 7 days in a humidified in-
cubator before being transferred onto the 60 channel
amplifier (Multi Channel Systems, Reutlingen, Ger-

many) with T-control (36.5 °C). A polydimethylsilox-
ane (PDMS) perfusion cap based on a previously pub-
lished design [1] featured ID 1.8 mm Teflon® tubing
with in- and outlet silicone septa. Supply and waste
Teflon tubing could be reversibly connected to these
septa by OD 0.7 mm syringe needles. A pinch-valve
(Velleman relay card K8056, Profilab) at the outlet
tubing allowed timed gravity-driven medium ex-
change (~200 pl every 8 hours; relative positions with
respect to tabletop: supply: 520 mm, MEA: 320 mm,
valve: 10 mm, waste: - 300 mm; Fig. 1). Extracellu-
larly recorded spikes were detected at 5.5 STDV from
p-p noise and extracted (but not sorted) for time-
stamp-based analysis.

Fig. 1 Perfusion setup and PDMS cap (inset).
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2.2 Paired spiking (PS) versus bursting activ-

ity at individual sites

We defined paired-spikes (PS) as the neural activ-
ity consisting of two spikes recorded from the same
electrode that were separated by an interval of 2 ms
followed by an inter-paired-spike interval (IPSI) lar-
ger than 50 ms. Bursting activity at individual sites
was defined as events with more than 10 spikes sepa-
rated by an interval lower than 100 ms followed by an
interburst interval (I1BI) larger than 200 ms.

3 Results and Discussion

In vivo, paired-spike (PS) enhancement plays a
crucial role in information processing at different hi-
erarchical stages within the nervous system [2, 3].
While spike pairing was very low at the early DIVs, it
consistently increased after 3-4 weeks in vitro (WIV)

(Fig. 2).

l
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Fig. 2 Network-wide number of paired spikes (PS) recorded at
different developmental stages.

Activity patterns consisting of PS separated by
2 ms were rarely encountered at the very beginning of
the recordings. Instead, random isolated spikes rather
than synchronized rapid firing dominated neural activ-
ity [4]. During the first 3 WIVs, the IPSI was very
large (up to 170 s) and fluctuated highly with a low
number of repetitions at individual sites, denoting that
PS was not yet robust (Fig. 3a & b, first period).
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Fig. 3 a) Plot of the duration of the most frequent IPSI in a certain
12-hours interval over DIVs: the distribution can be separated into
two distinct periods with fluctuating high values during the first
3 WIVs and a second period with an almost constant value of 2-3 s.
b) Inversely, the overall number of the most frequently occurring
IPSI in 12 hours was low during the first period while it increased
during the second period.

After 3 WIVs, the IPSI dramatically decreased to
2-3 s and remained robust up to the end of the re-
cording session. In the same period, the number of the
most frequently occurring IPSI increased consistently.
Furthermore, PS patterns that repeated at 2-3 s IPSI
stayed associated to individual sites within the net-
work as pointed out by the purple circles in Fig. 4.
Moreover, in most cases, PS were recorded from those
electrodes that also recorded bursting activity as

Neural Dynamics and Plasticity

shown in Fig. 5a & b. The network location with
dominant PS and bursting activity could change over
the days, though (Fig. 5b).
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Fig. 4 Cumulative number of PS and its distribution over an
8 X BMEA at different DIVs in 12-hours intervals. The purple
ellipse points out a robust PS pattern.
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Fig. 5 @) In most cases, the highest number of PS (y axis) were
recorded from the same electrode from which the highest number of
bursts (x axis) were recorded b) The network location with highest

PS (blue circle) and bursting (red dot) activity changed over time.

4 Conclusions

We uninterruptedly recorded spontaneous activity
from cultured neurons over 32 DIVs. Our findings
show that PS activity becomes more robust after about
3 WIVs. PS might thus be used as an indicator for
network maturity. The findings also suggest that
neurons in culture use PS to replace the missing
stimuli found in natural conditions within the nervous
system. This hypothesis will be tested in future
experiments.
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Abstract

The aim of this study was to verify whether return map analysis is an effective method of evaluation of the tempo-
ral dynamics underlying sequences of synchronized bursts (SBs) in neurons. The spike events of a single neuron
and the time events of SBs were derived from electrical data of neuronal networks cultured on multi-electrode ar-
rays (MEAs). The distribution of points on a return map, corresponding to the sequences of SBs, exhibited an “L-
shaped” cluster. This is similar to the observation in a previous study of the spike events of a single neuron. In
agreement with the previous study, one of the neurons in the network used here showed a similar L-shaped clus-
ter of spike events on a return map. These results expand the possibilities of the use of return map analysis for
clarification of the temporal dynamics of SBs through comparison of the phenomenon at different scales, such as

an entire network versus a single neuron.

1 Introduction

Synchronized bursts (SBs) in neuronal networks
are important phenomena in the brain. Recent work
using multi-electrode arrays (MEAS) revealed a vari-
ety of burst patterns throughout the development of
neuronal networks. However, the detailed temporal
dynamics, including specific characteristics underly-
ing the sequences of SBs, have not been precisely elu-
cidated. In dynamic systems, return map analysis is a
useful tool for understanding the temporal dynamics
of complex phenomena. Such analysis can aid in the
understanding of unresolved phenomena because of
its ability to clarify the universal dynamics, regardless
of the scale of the phenomena. This is evident from
the fact that return map analysis has been applied to
various complex phenomena, such as individual fluc-
tuations and climate variation, and has demonstrated
excellent resolution of the temporal dynamics. Many
studies of neuronal firing patterns using return maps
have focused on a single neuron [1-4]. On the other
hand, some studies had applied the method to the fir-
ing patterns of collective neurons, such as SBs [5], but
the universal dynamics underlying the network were
not demonstrated clearly. In this study, we examined
the efficacy of return map analysis for evaluation of
the temporal dynamics of SBs in neuronal networks
cultured on MEAs.

2 Methods

2.1 Cell culture

Cerebral cortices derived from Wistar rats at em-
bryonic day 17 were dissociated on multi-electrode
dish (MED) probes and cultured for 1-2 months.

Spontaneous electrical activity on the 64-electrode
arrays (8x8) was recorded several times during these
periods using an MEDG64 extracellular recording sys-
tem (Alpha MED Scientific, Osaka, Japan) at a sam-
pling rate of 20 kHz. Immediately after electrical re-
cording, immunofluorescence staining was performed
directly on the MEAs [6]. Figure l1a shows an im-
munofluorescence micrograph of cortical cultures on

MEA:s.
a

Fig. 1: a. Immunofluorescence micrograph of cortical cultures on
multi-electrode arrays. b. Sample return map, illustrating the rela-
tions between time intervals (see section 2.3 for a detailed explana-
tion).
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2.2 Spike and synchronized burst detection

In the electrical recordings, spikes were identified
when the amplitude exceeded a noise-based threshold.
The correlation values among spikes were calculated,
and a group of spikes showing high correlation was
regarded as the activity of one neuron. These proc-
esses were performed about each electrode. SB events
were identified when the rate of firing rate during a
100-ms time bin exceeded a threshold (e.g., Figure
2h).

2.3 Return map

The abscissa and ordinate on a map indicate the
time intervals Tn and Tn+1, respectively. As indicated
in the upper box in Figure 1b, Tn and Tn+1 are de-
fined as the time intervals between events n-1 and n,
and n and n+1, respectively. Thus, one point on a map
shows the temporal relations among three events. A
sample map is shown in Figure 1b, in which time in-
tervals among six time events are shown as four
points.

3 Results

Figures 2a and 2b show, respectively, a raster plot
of a single neuron and its firing rate over a 10-min pe-
riod. The time events corresponding to the SBs of Fig-
ures 2a and 2b are shown in the upper panel of Figure
2c¢, and the return map of the data is shown in the left
panel of Figure 2d. The distribution of points on the
return map exhibits an “L-shaped” cluster, such as has
been previously observed for a single neuron [1-3].
This similarity in the return map of a network com-
pared with that of a single neuron is confirmed in our
data; Figure 2d shows the return map for the individ-
ual spike events of a single neuron, which are shown
in the lower panel of Figure 2c over 11 s, including
one SB.

4 Conclusion

We applied return map analysis, which has the
ability to reveal the temporal dynamics underlying
SBs, to neuronal networks cultured on MEAs. As a
result, a cluster on a return map of SBs exhibited the
same tendency as that of spikes from a single neuron.
This suggests that return map analysis can effectively
reveal the temporal dynamics of SBs through com-
parison of the phenomenon at different scales, such as
over a network versus a single neuron.
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Fig. 2: Return map analysis of synchronized bursts (SBs) (data from
one culture, 31 DIV, 10 min) a. A raster plot of 78 single neurons
over 10 min. b. Time series of the firing rate of all neurons during a
100-ms time bin. Dashed line shows the threshold that defines SBs.
c. Time events of SBs and spikes. Upper panel: SB events marked
as red points in Figure 1b. Lower panel: Spike events of neuron
number 25 over 11 s, including one SB indicated by the red-dash
box in the upper panel. d. Return maps of SBs generated from the
network (left), and of spike events generated by a single neuron
(right).
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Abstract

Homeostatic synaptic scaling is a form plasticity whereby chronic reduction or elevation of activity elicits a com-
pensatory shift in the amplitude of synaptic currents. While homeostatic changes in synaptic strength have been
well-described both in vitro and in vivo using pharmacological treatments to manipulate activity, network spiking is
rarely monitored during these manipulations. In this study we used microelectrode array (MEA) recordings to
monitor activity through chronic pharmacological blockade of spiking or fast excitatory transmission, and assessed
subsequent changes in synaptic strength. We found that the direction, but not the magnitude, of synaptic scaling

could be predicted by changes in spiking activity that occurred during the treatment.

1 Introduction

Homeostatic plasticity provides a set of mecha-
nisms for maintaining appropriate levels of spiking
activity in developing neural circuits. For example,
when spiking in a cultured cortical network was
blocked for 2 days, there was a compensatory increase
in excitatory synaptic strength (synaptic scaling) [1].
Upward scaling also occurred when AMPAergic
transmission was blocked. Here, we examined the
relationship between changes in network activity and
synaptic strength that follow chronic blockade of spik-
ing or AMPAergic transmission.

2 Methods

2.1 Cell culture and drug treatments

Primary neuronal cultures were derived from E18
rat cortex and grown on polyethyleneimine- and
laminin-coated MEAs. Serum-containing growth me-
dium was changed every 3 days. During the second
week in vitro, cultures were treated for 2 days with
tetrodoxin (TTX, 1uM) to block spiking, or 6-cyano-
7-nitroquinoxaline-2,3-dione (CNQX, 20uM) to block
AMPAergic transmission. MEA recordings were used
to monitor activity during the treatments, and whole-
cell recordings were used to measure synaptic strength
after washing the drug.
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Fig. 1: Measuring AMPAergic synaptic strength. (A) Sample mEPSCs
trace. (B) Pyramidal-shaped cell in cultured cortical network grown on MEA.

(C) Histogram of decay time constants for glutamatergic and GABAergic
mEPSCs recorded in the presence of TTX, or (D) TTX and bicuculline.

Fig. 2: Monitoring net-
work and individual neu-
ron activity. (A) Phase-
contrast micrograph  of
dissociated cortical culture
on MEA. Electrode spac-
ing, 200um. (B) Voltage
traces recorded on each
electrode using Neuro-
righter.  (C) Magnified
view of (A) showing neu-
rons near an MEA elec-
trode. (D) Sorted spike
waveforms recorded on a
= sinale MEA electrode.

2.2 MEA electrophysiology

Extracellular action potentials were continuously
recorded from 59-electrode MEAs (MCS 200/30iR-
Ti-pr) using the Neurorighter acquisition system
(www.sites.google.com/site/neurorighter). Re-
cordings were performed at 35°C and 5% CO; in
standard growth medium. Network firing rate was
computed by taking a time histogram of all spikes
across the array.

2.3 Whole-cell electrophysiology

Miniature  excitatory  postsynaptic  currents
(mEPSCs) were recorded from pyramidal-shaped cells
in a continuous perfusion of artificial cerebrospinal
fluid containing TTX (1uM) and bubbled with 95%
0, and 5% CO,. mEPSCs were recorded using a
HEKA EPC8 amplifier and analyzed using MiniAna-
lysis (Synaptosoft). AMPAergic mEPSCs were iso-
lated pharmacologically using bicuculline (20pM) to
eliminate GABAergic currents, or by decay Kinetics
(t<6ms) (Fig. 1C,D). Amplitude of AMPAergic
MEPSCs is a measure of excitatory synaptic strength.
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Fig. 3: Relating network spiking activity to changes in synaptic strength after chronic TTX or CNQX treatment. (A) Unit-normalized firing rate for three
sister cultures chronically treated with vehicle, TTX, or CNQX. TTX completely eliminates spiking while CNQX elicits a moderate reduction that slowly recov-
ers. (B) Firing rate for individual units before, during, and after treatment with vehicle, TTX, or CNQX. Recovery of spiking after CNQX is mediated both by
increased firing rates in individual units, as well as a general elevation in firing rate across all units as seen in the vehicle-treated culture. After the wash, firing
rate is especially heightened in the CNQX-treated culture. (C) mEPSC amplitudes for 3 cells from a TTX-treated culture (purple) and 6 cells from a vehicle-
treated sister control culture (grey). (D) mEPSC amplitudes for 8 cells from a CNQX-treated culture (orange) and 6 cells from a vehicle-treated sister control
culture (grey). (E) Percent change in mEPSC amplitude as a function of percent change in MEA-recorded activity. The percent change in mEPSC amplitude
was computed for each TTX- and CNQX-treated culture by comparing to vehicle-treated age-matched sister control cultures.

3 Results

Under pre-drug or vehicle-treated conditions, the vast
majority of spikes occurred within synchronous net-
work-wide discharges or “bursts”. TTX effectively
abolished spiking and bursting activity during the 2-
day treatment window (Fig. 3A, middle). Meanwhile,
CNQX reduced overall spiking and initially elimi-
nated bursting; surprisingly, over the course of the 2-
day CNQX treatment, bursting gradually recovered
(Fig. 3A, bottom). After the drugs were washed, both
TTX and CNQX-treated cultures showed increased
unit and network spiking activity compared to the ve-
hicle-treated sister controls (Fig. 3A,B). Both treat-
ments were accompanied by compensatory increases
in mEPSC amplitude (Fig. 3C,D). Interestingly, some
CNQX-treated cultures exhibited a greater degree of
synaptic scaling than TTX-treated cultures even
though CNQX was less effective at blocking spiking.
While most cultures exhibited upward scaling with
TTX or CNQX treatment, the degree of synaptic scal-
ing was poorly correlated with the overall reduction in
network spiking activity (Fig. 3E).

4 Conclusions
MEAs provide excellent tools for studying the ac-
tivity dependence underlying mechanisms of homeo-

8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012

static synaptic plasticity at the level of individual units
and small neural circuits. In this study, continuous
MEA recordings revealed a homeostatic recovery of
bursting activity during CNQX treatment. This sug-
gests that another form of excitatory transmission may
emerge when AMPAergic transmission is impaired.
Further, MEA recordings followed by whole-cell
patch clamp revealed a poor correlation between net-
work spiking and the degree of synaptic scaling. This
raises questions about what type of activity is moni-
tored within neural circuits to trigger compensatory
changes in synaptic strength.

Acknowledgements

We thank J.T. Shoemaker for assistance with tissue
harvests. This work was funded by the NIH NINDS
Grant ROINS065992 to P.W., the NSF EFRI COPN
Grant 0836017 to S.M.P., the NSF GRFP 09-603 Fel-
lowship and Emory NI SPINR Fellowship to M.F.,
and the NSF GRFP Fellowship 08-593 to J.P.N.

References

[1] Turrigiano GG, Leslie KR, Desai NS, Rutherford LC, Nelson
SB (1998). Activity-dependent scaling of quantal amplitude in
neocortical neurons. Nature 391:892-895.

83



Neural Dynamics and Plasticity

Structural changes in cultured neuronal networks

during development

Song Hao', Huang Yu-Ting"?, Chan C. K.**

1 Institute of Physics, Academia Sinica, Taipei, Taiwan

2 Department of Physics, National Central University, Chungli, Taiwan
* Corresponding author. E-mail address: ckchan@gate.sinica.edu.tw

Abstract

Structural changes were identified in cultured neuronal networks during development. Removal of magnesium or
addition of BMI changes the characteristics and duration of spontaneous synchronized bursting. Spike sorting
analysis suggests that these changes are related to the change of humber of links between neuron clusters and
change of spike patterns in the neuronal networks. Simulation results base on Volman model also generate similar
changes when we change some parameters controlling the firing efficacy and number of links between neuron

cells.

1 Introduction

Spontaneous synchronized bursting is a funda-
mental feature of developing neuronal cultures and the
characteristic of the bursts (Figurel) is a function of
DIV, The origin of the bursting and its time depend-
ence are still unknown. The most interesting observa-
tion from the measurements of the histograms is that
there are periodic structures®?; suggesting that there is
reverberations in the network. However, it can be seen
that the periodic structures of the histogram disappear
as the culture mature. Since the cultures are growing
at different DIVs, intuitively these changes should be
related to the changes in structures during the growth.
An interesting question is how to relate the changes in
the characteristics of the bursts with the effective
structure of the network which also changes with DIV.

Figure 1. Histograms within a spontaneous burst with a 5ms time
bin at a) 10DIV, b) 17DIV and c) 20DIV.

2 Materials and Methods

Spontaneous synchronized activities in cultures of
rat cortical neurons are recorded in an MEA system.
The bursts are characterized by the histogram of the
spike timing within a burst (Figure 1). Effective struc-
ture of the network is modified by the help of pharma-
cology. We study how these histograms change with
the addition of bicucumlin bicuculline methiodide
(BMI, used to suppress inhibitory connections) or
removal of magnesium (enhancement of excitability)
in the culture media. Spike sorting algorithms are used
to analyse the number of links and spike patterns. We

also worked on simulations based on Volman et al.®!
and compare with the experiment results.

3 Result and Discussions

T P W

Figure 2. Effects of different [Mg2'] on bursting behavior of neu-
ronal cultures. The upper panel is rastor plots and the lower panel is
histograms within a burst. Signals were measured in rat cortical
cultures at 29 DIV with [Mg2'] (@) 0 mM, (b) 1.0mM, and (c)
2.0mM

We found that the effective structure of the net-
work is modified by the help of pharmacology. We
studied how these histograms change with removal of
magnesium (enhancement of excitability) or the addi-
tion of BMI (bicuculline, suppression of inhibitory
connections) in the culture media.

It is known that Mg ion can block the NMDA
(excitable) receptors of neurons. Therefore, an addi-
tion or removal of Mg ions can reduce or enhance
network connectivity. In Figure 3 we show the effects
of [Mg®*] on the burst histogram. It can be seen from
Figure 3 that the removal of Mg ion will enhance the
coherence of the reverberation while the addition of
Mg?* destroys such coherence. These results suggest
that the connectivity of the network can be studied
through the coherence of the histogram.
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Figure 3. a) Histograms within a burst in 17 DIV culture for a) 0 uM
and b) 0.5 uM of BMI.

The drug BMl is a blocker for inhibitory connec-
tions. Therefore, the addition of BMI should be simi-
lar to the removal of Mg?®*. As shown in Figure 3, with
the addition of BMI, the distribution and duration of
bursts are found to change significantly. The number
of peaks in the histogram increased; suggesting a
more coherent dynamics.
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Figure 4. After the addition of BMI, more spike patterns were found
near one electrode. X-axis is the measured voltage amplitude and Y-
axis is the rising slope of the action potential. This was measured in
rat cortical cultures at 24 DIV.

In Figure 4 we show the result of spike sorting re-
sults. More spike patterns are found near one elec-
trode after the addition of BMI. Similar results are
also found with the removal of magnesium. The spike
sorting result suggests that these changes are probably
related to the change of number of links between neu-
ron clusters and the change of spike patterns in the
neuronal network.

We compared those results with simulation results
based on Volman, et al.®l. As shown in Figure 5, the
upper-left burst histogram is similar to that in Figure
3(a). When the value u, which describes the firing
efficacy, increases from 0.05 to 0.20, burst histogram
has more periodic structures and becomes similar to
Figure 3(c) and 3(d). In Figure 6, we show the histo-
gram change with increasing network size. When the
number of cells increases from 40 to 100, the burst
histogram has a longer duration and more periodical
structures. Our simulation results support the idea that
increase of connectivity can lead to more coherent
reverberations.

Neural Dynamics and Plasticity

4 Summary
With removal of magnesium or the addition of

IR Y

Figure 5. Bursting histograms from simulation. The u value which
describes the firing efficacy changes from 0.05 to 0.20 with the
same network size of 80 cells. Time duration of each figure is 10s.
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Figure 6. Bursting histograms from simulation. The network size
changes from 40 to 100 cells with the same firing efficacy u. Time
duration of each figure is 15s.

BMI in the culture medium, changes in the char-
acteristics and duration of spontaneous synchronized
bursting have been measured in rat cortical cultures
grown on an MEA system. Our spike sorting result
suggests that these changes are probably related to the
change of number of links between neuron clusters
and the change of spike patterns in the neuronal net-
work. Simulation results also confirm the relation of
the structure of the neuronal network and the sponta-
neous synchronized bursting.
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Abstract

Firing patterns of a growing neuronal network are studied in a multi-electrode array system. Synchronized burst-
ing is observed in the cultures a few days after plating. We find that the synchronization of spikes within the bursts
can be understood as network reverberations which have a time scale of 100 ms while the time scale of the syn-
chronization of the network is set by the depletion of neuronal vesicles which can be of the order of seconds.
However, as the cultures mature, the reverberation of the spikes within the burst disappear indicating that there is
either a change of intrinsic property of neurons or a change of the network structure. Results from simulation and
pharmacological studies of reverberation model suggest that the disappearance of spike synchronization is re-

lated to a change in the network structure

1 Introduction

Spontaneous synchronized activity is an impor-
tant phenomenon in neuronal cultures, which can be
detected at about 7 DIV for developing cultures. As
the cultures develop, the synchronous firing patterns
change with DIV[1]. Recent studies revealed that the
firing patterns play an important role in the network
developing and memory. It is believed the dynamic of
firings are related to network structures. However, it is
still unclear how the firing patterns related to network
structure. In this study, we measure the firing patterns
of cultures in a MEA system at different DIV to study
the relation between dynamics and structures with the
help of pharmacology.

2 Materials and Methods

Primary cortical cell (E17) were dissociated and
plated on to polyethyleneimine coated micro electrode
arrays (8x8 with 200um spacing; Ayanda Biosystem)
with cell density of 3000cellssmm?  Cultures
developed in DMEM with 5% horse serum and 5%
Fetal bovine serum and incubated in 5% CO, and
37°C. The activities of neurons were recorded for 10
minute by MEA 1060-INC-BC (Multi Channel
System) with a sampling rate of 20Hz in 37 °C and
5% CO, . Spikes were detected when the signal is

greater than seven times of standard deviation of noise.

A synchronized burst is characterized by the
histogram of spiking time averaged over the 60
electrodes with 5ms time bin. These histograms are
studied as a function of DIV (Figure 1) and
pharmacology (Figure 2). Histograms are measured
under different buffer solutions: magnesium free
buffer, bicuculline methiodide (BMI) containing
buffer and Glutamate containing buffer.

3 Result and Discussions

3.1 Effect of DIV

Synchronized bursts with duration of the time
scale of seconds can be observed one week after plat-
ing. As the cultures mature, the time interval between
burst and burst duration become shorter. At early DIV,
the structure of the histograms show that the neurons
are firing more or less periodically within a burst with
the time interval of 100ms; similar to reverberation[2].
Figure 1 shows the changes of the histograms as a
function of DIV. It can be seen that the periodic
structures of the histogram disappear around 12 DIV
which can be cultures dependent.

vk

Figure 1. Histograms of spontaneous activities within
synchronized burst at a) 6 DIV, b) 10 DIV, ¢) 12 DIV
and d) 18 DIV. Scale bar is 200ms.
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3.2 Effect of bicuculline methiodide
Bicuculline is a blocker of inhibitory transmission
(GABA A receptor antagonist). Figure 2 (a) and (b)
are the histograms before and after additional BMI. It
shows that blocking inhibitory transmission enhanced
the reverberation and extended the burst duration time.

3.3 Effect of Magnesium

The concentration of magnesium is related to the
synaptic connectivity of the cultures[3] ; a decrease of
[Mg] can be considered as an increase of network
connection. Figure 2 (c) and (d) shows that the rever-
beration can be induced by the removal of magne-
sium from the buffer.

3.4 Effect of Glutamate

The addition of glutamate is used to increase the
random firings of neurons to simulate an increase of
environment noise. Figure 2 (e) and (f) show the
reverberation is suppressed by the addition of Glu.
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Figure 2. Results of pharmacology studies of sponta-
neous activities within a synchronized burst. a) and b)
are the histograms with 0 and 5uM BMI respectively
at 24 DIV. c) and d) are the histograms in culture me-
dium and BSS with no Mg respectively at 27 DIV. e)
and f) are the histograms with 0 and 10uM glutamate
respectively at 10 DIV. Scale bar is 200ms.
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4 Summary

1. Our experiments show that network activities
change during network development.

2. Reverberation can only be observed at 13+3 DIV.
3. Results of BMI and Mg suggest that the
reverberation is the result of a better connected
network.

4. Result of glutamate experiments show that an in-
crease of system noise effectively reduces the connec-
tivity of the system.

5. The disappearance of reverberation after 17 DIV
suggest that either i) there is substantial increase in
noise or ii) there is a decrease in connectivity in the
network.
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Abstract

Understanding the dynamics of neural networks and how these dynamics can be manipulated is important for the
study and treatment of various neurological disorders. Here we investigate the application of sinusoidal stimula-
tion to networks of neurons. We investigate this stimulation in model using the Izhikevich neural network model
and also in vitro through disassociated spinal cord and frontal cortex neural networks plated on microelectrode

arrays. We observe the changes in network behavior.

1 Introduction

Endogenous fields are naturally generated electric
fields within an organism. These fields, relatively
small in terms of strength and frequency, can be found
in the brain where they have a general oscillatory
characteristic that is most frequently modeled as a si-
nusoidal wave. There is growing belief that endoge-
nous fields in the brain carry important information
about behavioral states and could provide insight into
the dynamics of certain disorders of the brain [1-2].

Frohlich and McCormick looked at applying a va-
riety of sine wave fields to an in vitro culture of cor-
onal slices of ferret visual cortex. Wave frequencies
between 0.075-0.375 Hz were shown to entrain the
firings of the network to the oscillation of the stimu-
lating wave [1]. Anastassiou et al. investigated a simi-
lar entrainment in slices taken from the primary soma-
tosensory cortex of 14-18 day old rats. They observed
a phase locking of spikes for stimulating sine waves
with frequencies less than 8 Hz. Entrainment was
most significant at 1 Hz, and although the effects were
observed up to 8 Hz they became less noticeable as
the frequency of the stimulating field increased. The
authors hypothesize that the presence of this optimal 1
Hz frequency most likely results from the periodic po-
larization of the membrane leading to spike-phase
preferences [2].

We would like to investigate this pattern manipu-
lation further. By pattern we refer to a behavior state
defined by some dynamic of the network. While these
short term effects are interesting, it is unclear if such
electrical stimulation can result in long term plasticity
within the network. In particular, we would like to see
if we can change the pattern of a network permanently
by applying a specific characterized stimulation.

We examine in vitro low frequency sine wave
stimulation in model and in developed 21 days in vitro

(DIV) frontal cortex and spinal cord networks plated
on microelectrode arrays (MEASs). Looking at pre and
post stimulation recordings, we see if the applied
stimulation alters network dynamics.

2 Methods

2.1 Cell Culturing

Frontal cortex and spinal cord was extracted from
E17 ICR mice. After enzymatic and mechanical disso-
ciation, cells were plated on a 64-channel MEA at a
density of 150,000 for cortex and 300,000 for spinal
cord. All cultures were incubated at 37 °C with 10%
CO, and maintained in DMEM for cortex and MEM
for spinal cord, both supplemented with horse serum,
fetal bovine serum, B-27, and ascorbic acid for the
first two days. At day 3, serum was removed and net-
works were maintained by a 50% media exchange
twice a week.

2.2 Recording and Unit Identification

The MEA was connected to a recording system
(64 channels at 40 kHz per channel, bandpass filter
from 0.5 Hz to 8 kHz, 2000x gain) and temperature
was adjusted to 37C through a heated base plate.
Thresholds for spike detection were set to 6 standard
deviations of the noise level of each electrode.

Individual unit sorting was done offline using a
scanning K-means algorithm that clusters action po-
tentials based on unit waveforms.

2.3 Stimulation

Stimulating sinusoidal waveforms were generated
via an Agilent 33220A function generator. 1 Hz 20
mvPP sine wave stimulation was applied to an elec-
trode with an active unit for 10 minutes. Recording
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periods of 15 minutes occurred before and after stimu-
lation.

3 Preliminary Results

3.1 Model Network Stimulation

We modeled sinusoidal wave stimulation of vari-
ous frequencies using the Izhikevich neural network
model [3]. The Izhikevich model is capable of repro-
ducing biophysically accurate neural network behav-
ior with a relatively low level of computational com-
plexity compared to other more advanced models such
as Hodgkin Huxley [3]. Fig. 1 shows the results on
activity of a network of 20 simulated neurons when a
multi-frequency sine wave is applied. There appears
to be an entrainment of activity to the oscillations of
the stimulating wave.
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Fig. 1. Results of sinusoidal stimulation of various frequencies
simulated using the Izhikevich model. Network activity entrains to
the oscillation of the stimulating wave.

3.2 Network Stimulation

Given our results found in model, we apply the
stimulation to neural networks plated on MEAs.
Stimulation was applied after 21 DIV to disassociated
networks of spinal cord and frontal cortex neurons.
Application of stimulation shows an increase in net-
work activity. Fig.2 shows the results for stimulation
of a spinal cord network and Fig. 3 shows the results
for stimulation of a frontal cortex network.
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Fig. 2. Results of stimulation on firing rate of spinal cord network
plated on MEA. Applied stimulation results in an increase in spike
rate. Black curve represents pre stimulation and red curve repre-
sents post stimulation. Error bars reflect standard error amongst
identified units within the network.
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Fig. 3. Results of stimulation on firing rate of frontal cortex network
plated on MEA. Applied stimulation results in an increase in spike
rate. Black curve represents pre stimulation and red curve repre-
sents post stimulation. Error bars reflect standard error amongst
identified units within the network.

One of the principal dynamics in frontal cortex
networks is the occurrence of bursts. Examining
changes in the bursting behavior of a network in re-
sponse to stimulation is critical to identifying a change
in network dynamics. Bursts were defined uniquely
for each network using the methods described in [4].
Results of stimulation on bursting dynamics are being
analysed currently.

4 Conclusion

The application of sinusoidal stimulation has
shown an effect on network dynamics in model as
well as in vitro in our cultured networks. We are cur-
rently working on applying stimulation throughout the
developmental phase of neural networks (from plating
to DIV 28) to see the effect on network behavior as
compared to unstimulated networks.
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Abstract

Electric stimulation has been widely used to induce changes in neuronal cultures coupled to microelectrode arrays
(MEASs). In this paper we used low-frequency current stimulation on dissociated cultures of hippocampal cells to
study how neuronal cultures could be trained with this kind of stimulation. We show that persistent and synchro-
nous stimulation of adjacent electrodes may be used for creating adjacent physical or logical connections in the

connectivity graph following Hebb’s Law.

1 Introduction

Microelectrode Arrays have been designed for di-
rect culturing neural cells over silicon or glass sub-
strates, providing the capability to stimulate and re-
cord simultaneously populations of neural cells. Low-
frequency stimulation have been used in the literature
to enhance bursting activity in cortical cultures [1,2].

Hebbian learning describes a basic mechanism for
synaptic plasticity wherein an increase in synaptic ef-
ficacy arises from the presynaptic cell's repeated and
persistent stimulation of the postsynaptic cell. The
theory is commonly evoked to explain some types of
associative learning in which simultaneous activation
of cells leads to pronounced increases in synaptic
strength. Basically the efficiency of a synaptic con-
nection is increased when presynaptic activity is syn-
chronous with post-synaptic activity. In this work we
use this kind of stimulation to create adjacent physical
or logical connections in the connectivity graphs using
Hebb’s Law..

2 Methods

Cell culture preparation

Six dissociated cultures of hippocampal CA1l-
CA3 neurons (Fig 1) were prepared from E17.5 sib-
ling embryos. During the extraction of the hippocam-
pus a small amount of cortical tissue will have inevi-
tably also been included. Tissue was kept in 2ml of
HBSS. 10mg/ml of trypsin was added to the medium
and placed in a 37° C water bath for 13 min for sub-
sequent dissociation. The tissue was then transferred
to a 15 ml falcon containing 4ml of NB/FBS and tritu-
rated using combination of fine pore fire polished Pas-
teur pipettes (Molac). Cells were then transferred onto

12 well plates (Corning Incorporated) containing glass
coverslips (Thermo Scientific).

Fig. 1. Hyppocampal CA1-CA3 culture on a multielectrode array

The coverslips were pre-treated overnight with
PDL (50mg/ml), a synthetic molecule used as a coat-
ing to enhance cell attachment. The PDL was then as-
pirated away and the coverslips washed twice with
PBS. This was then followed by a final coating of
laminin (50ug/ml), a protein found in the extracellular
matrix, to further help anchor the dissociated hippo-
campal cells. The cells were maintained in a mixture
of 500ml NB/B27 (promotes neural growth) and
500ml NB/FBS (promotes glial growth), each sup-
plemented with Glutamax and Pen/Strep (dilution
1/100). Glutamax improves cells viability and growth
while preventing build up of ammonia and Pen/Strep
helps to prevent any infections. Cell density for each
coverslip was roughly 200000 cells. Cells were kept
in an incubator at 37° C in 6% CO2.
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Experimental setup

Microelectrode arrays (Multichannel systems,
MCS) consisted of 60 TiN/SiN planar round elec-
trodes (200 um electrode spacing, 30 um electrode
diameter) arrange in a 8x8 grid were used. Two pairs
of electrodes were selected for creating connections in
each pair. The activity of all cultures was recorded us-
ing a MEAGO System (MCS). After 1200X amplifica-
tion, signals were sampled at 10kHz and acquired
through the data acquisition card and MCRack soft-
ware (MCS). Electrical stimuli were delivered through
a two-channel stimulator (MCS STG1002) to each
pair of electrodes.

Experimental protocol

Previously, two pairs of electrodes with no logical
connections between them were selected using con-
nectivity diagrams based on cross-correlation. In
every stimulation session these steps were followed:

(1) Spontaneous activity was recorded for 2 min
after a recovery period.

(2) Cultures were then stimulated through the two
pairs of electrodes. A train of 5 biphasic pulses ca-
thodic-first (50 pA peak, 100 us phase, 50ms ISI) was
delivered every 3s for 10 min.

(3) Spontaneous activity was recorded for 2 min
after the stimulation.

Analysis performed

We observed the spontaneous activity of the cul-
tures before and after the stimulation experiments, as
well as their evoked response to the applied stimulus.
Extensive burst analysis, post-stimulus time histo-
grams and connectivity diagrams based on cross-
correlation between electrodes were the main analysis
performed to the registered data (Fig. 2). The physio-
logical function of neural cells is modulated by the
underlying mechanisms of adaptation and reconfigu-
ration in response to neural activity.

Fig. 2. Connectivity graph based on cross-correlation between elec-
trodes before stimulation. Electrodes 14,25, 83 and 84 were stimu-
lated. No logical connections were observed before stimulation.

3 Results

The number of bursts and spikes per bursts in-
creased in some electrodes after stimulation. Also, the

Neural Dynamics and Plasticity

responsiveness of the network was enhanced, reduc-
ing its response latency to the stimulus.

Connectivity diagrams based on cross-correlation
between electrodes showed some kind of reorganiza-
tion of connections after stimulations, concentrating
them in a few electrodes. Furthermore, adjacent physi-
cal or logical connections in the connectivity graph
following Hebb’s law appeared in some pairs of
stimulated electrodes (Fig.3). In some cases, the con-
nection was intermittent, lasting one to several days.
In others, a persistent connection was created. Finally,
some cultures did not create any kind of connections.
In this way, Hebbian tetanization created ad-hoc per-
manent or transient logical connections by modifying
the efficiency of the paths between the selected elec-
trodes. We speculate that the failed cultures may be
caused by a not-homogenenous culture growth be-
tween the electrodes or by the neurobiological proper-
ties of the connections as will be confirmed using his-
tological techniques in future works.

Fig. 3. Connectivity graph based on cross-correlation between elec-
trodes. A connection (red arrow) between electrodes 83 and 84 has
appeared.

4 Conclusions

Persistent and synchronous stimulation of rele-
vant adjacent electrodes may be used for strengthen
the efficiency of their connectivity graph. These proc-
esses may be used for imposing a desired behaviour
over the network dynamics. In this work a stimulation
procedure is described in order to achieved the desired
plasticity over the neural cultures, and shaping in this
way the functional connectivity of the neural culture
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Abstract

We developed an optogenetic feedback controller that can clamp the firing rate of neuronal populations. This sys-
tem can control network firing rate over a wide range of set points for short and long time periods. When used in
conjunction with pharmacological agents, such as synaptic blockers, the system allows independent manipulation

of network firing rate and other network dynamic to which it would be normally be causally intertwined.

1 Background

Neuronal and synaptic maturation is dependent
on electrical activity patterns that occur during the de-
velopment. Because many forms of neural activation
are causally tied to somatic spiking, deducing the in-
dependent role of spiking in network development has
been difficult [1]. Optogenetic techniques offer a pow-
erful means for activating and/or inhibiting spiking
activity in genetically specified neuronal populations
using light [2]. Here, we sought to clamp multi-neuron
spiking levels of dissociated cortical networks, as
measured with microelectrode arrays (MEAS), to pre-
defined setpoints using optical feedback control.

2 Methods

Dissociated cortical cultures of neurons and glia,
derived from E18 rat cortical tissue, were plated onto
planar MEAs and infected with AAV2-
CaMKlla::hChR2-mCherry at 1-5 days in vitro (DIV).
We created an LED-based Koéhler illumination system
that extends our real-time electrophysiology platform,
NeuroRighter [3] (NR; for optical stimulation applica-
tions. We used NR to test both PID and bang-bang
control architectures in tracking target firing rates
over long and short time periods.

3 Results

ChR2-mCherry expression appeared about 1
week following transfection and steadily increased for
2 weeks before levelling off (fig. 1). The reactivity of
cortical networks to 460 nm light pulses also in-
creased over the 20 days following transfection owing
to the combined effect of increased ChR2 expression
levels and network maturation. Throughout develop-
ment, we found monotonic relationships between

pulse width, frequency, and light intensity with
evoked network firing rates. These parameters were
collapsed into a single control variable, u(t) [0 1], us-
ing the following linear dependencies: Pulse Fre-
quency = 10-u(t) + 10 [s], Pulse Width = 5.0-u(t)
[msec], LED Current = 1.5-u(t) [Amps]. The PID con-
troller was defined as u(t) = K-[e(t) + 1/T; S e(t) + T4
e'(t)] where, e(t) = F* - F(t), F* is the desired per-unit
firing rate and F(t) is the measured per-unit firing rate,
and K = 0.1, T; =0.5 seconds, T4 = 0.1 seconds. Sec-
ondly, we defined the integral-based bang-bang con-
troller: u(t) = ceil{> e(t)}. Each controller was im-
plemented within a 10 millisecond real-time loop us-
ing NR.
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Fig. 1. Expression summary of AAV2-CaMKIlla-ChR2 in-vitro.
(A) Confocal micrographs of Neuronal Nuclear protein (NeuN),
CaMKllo, and ChR2-mCherry. (B) The relative fluorescent signal
of ChR2-mCherry from three cultures over 26 DIV. (C) Box plot
showing the ratios of CaMKlla+ cells, CaMKIla+ cells that express
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mCherry, and CaMKlla- cells that express mCherry. Note the high
true-positive and low false-negative expression rates.

We found that for short-term, fast-time-scale fir-
ing rate control, the PID architecture allowed rapid
settling times and low-variance target tracking (fig. 2).
For long-term target tracking, the bang-bang control
architecture provided superior stability and dynamic
range (fig. 3). This can likely be attributed to its main-
tenance of burst-like network activity throughout
clamping, which is the primary activity state observed
in dissociated cortical networks.

Finally, the bang-bang controller was capable of
clamping firing activity even in the presence of bath-
applied 20uM CNQX, decoupling AMPAergic neuro-
transmission and somatic spiking, over a 24 hour pe-
riod.
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Fig. 2. Short-term, PID-based firing control. (A) Closed-
loop step response of the unit normalized firing rate, F(t),
and the corresponding control signal, u(t), as dictated by the
PID controller for tracking various target rates, F*, which
are displayed as black lines. Instances where the controller
was unable to track the desired setpoint are shown in gray.
(B) Time averaged unit normalized firing rates and corre-
sponding control signals for the last 30 second of each trial.
The red squares are F* plotted against itself. For an inter-
mediate range of desired rates (2-11 Hz/Unit) the controller
achieved perfect tracking. Error bars are £SD.
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4 Conclusion

Optogenetic feedback control is stable of over
many hours, can exert control over a large range of
firing rates, and provides a genetically specified input
channel to complex, heterogeneous networks. Using
optogenetic feedback, network firing rates can be de-
coupled from perturbations to AMPA-receptor-
mediated glutamatergic neurotransmission, which
would normally have a large effect on spiking activity.
This technique can deconstruct neuronal networks
into independently manipulable variables of network
activation. This has significant implications for under-
standing activity-dependent developmental processes.
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Abstract

Large random networks of dissociated neurons developing in vitro and chronically coupled to Micro-Electrode
Arrays (MEAS) represent a valid experimental model for studying the universal mechanisms governing the forma-
tion and conservation of neuronal cell assemblies. Up to now, in vitro studies have been limited to measurements
of bi-dimensional neural networks (2DNs) activity. Given the intricate relationship between structure and dynamics,
a great breakthrough is to understand the formation and the expressed dynamics of 3D neuronal networks

(3DNs).

1 Introduction

In vitro electrophysiological studies on cultured
neuron have been limited to measurements of bi-
dimensional neural networks. Considering the rele-
vance of the interplay between structure and dynam-
ics, the establishment of three-dimensional cultured
neurons would allow to better understand such inter-
actions in a model system closer to the in-vivo situa-
tion. To this end, following what recently presented by
Pautot et al [1], we developed a new experimental
model that is constituted by hippocampal 3D neural
networks coupled to Micro-Electrode Arrays (MEAS).
We demonstrated that we constructed a physically
connected 3D neural network that exhibits a rich rep-
ertoire of activity that cannot be found in conventional
2D neural networks and resembles the one detected in
in-vivo measurements.

2 Methods

2.1 Cell culture

In this work we present a novel experimental
model more realistic than the commonly used for
studying the relationship between connectivity and
dynamics: hippocampal 3DNs coupled to MEAs. Dis-
sociated neuronal cultures were obtained from hippo-
campus of embryonic rats (E18). Neurons were plated
onto 60-channel MEAS pre-coated with adhesion pro-
moting factors (poly-D-lysine and laminin). Taking
inspiration from the method presented by Pautot and
coworkers [1], we developed 3DNs by forming differ-
ent layers of micrometric silica beads (40 pum diame-
ter) on which dissociated cultured neurons are able to
grow. Cell suspension is dropped off single beads lay-

ers and then all the layers are assembled as shown in
Fig. 1.

Fig. 1. Sketch of 3DNs structure.

Using this method, we constructed a physically
connected. Fig. 2 shows images of 3DNs: on the left it
is reported a particular of two beads on which neurons
are able to grow and on the right a single layer of
beads and dissociated cultured neurons (red) is de-
picted.

a0 T ] [TLLE]

Fig. 2. Fluorescence microscopy images of 3D neural network.
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2.2 Experimental protocol

We performed experiments considering both the
spontaneous and stimulus-evoked activity; network
activity was recorded for 30 min. We delivered elec-
trical impulse both from the lowest and from the up-
most 3DNs layers. Electrical stimuli were delivered
from MEA electrodes or by using tungsten electrodes
covered by glass (lowest or upmost layer stimula-
tions). Test stimuli were sent sequentially at a fre-
quency of 0.2 Hz for 5 min. Probe pulse amplitude
was fixed at 1.5Vpp or 3Vpp (lowest or upmost layer
stimulation). The stimulus pulse was biphasic (posi-
tive phase first) and lasted for 500 ps with a 50% duty
cycle.

3 Results

3.1 Spontaneous activity

Activity patterns

2DNs and 3DNs exhibit different types of activity
patterns (Fig. 3). 2DNs activity is synchronous and
prevalently formed by network burst. The activity of
3DNs is more heterogeneous: there is synchronized
activity, with the presence of network and super net-
work burst and period of random spike activity, with
almost no synchronization between channels.
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Fig. 3. (A) Raster plot of hippocampal cultures at 24 DIV in 2D
configuration. (B) Raster plot of hippocampal cultures at 24 DIV in
3D configuration.
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To quantify the different type of dynamics exhib-
ited by 2DNs and 3DNs, we estimated the percentage
of random spike value of all the experiments per-
formed. 2DNs exhibit a strong synchronous activity:
the percentage of random spike is very low. On the
contrary, 3DNs dynamic is composed both by syn-
chronous burst and random spikes activities: the per-
centage of random spike value is higher than the one
estimated for 2DNs.

Activity synchronization

2DNs and 3DNs exhibit different level of activity
synchronization among all the recording channels.
2DNs exhibit a very high correlation between chan-
nels; 3DNs show very low correlation between chan-
nels in the random spike activity period.

3.2 Stimulus-evoked activity

Electrical stimulation delivered by the lowest
layer induce a fast and synchronized 2DNs response:
it is generated by subsets of neurons in the 2D layer
connected with other subsets of neurons in the some
layer.

3DNs stimulated by the upmost layer exhibit a
slow and synchronized response: it is generated by
subsets of neurons in the 2D layer connected with
subsets of neurons in the upper layers.

Electrical stimulation delivered by the lowest
layer induce a slow and asynchronized 3DNs re-
sponse. In this case there is both the response gener-
ated by subsets of neurons in the 2D layer connected
with other subsets of neurons in the some layer, and
the response generated by subsets of neurons in the
2D layer connected with subsets of neurons in the up-
per layers. Because of the different type of activated
circuits described, the network response is no syn-
chronized.

We also evaluate statistical analysis considering
all the experiments performed. This analysis confirms
that stimulation delivered by the lowest layer induce a
fast 2DNs and slow 3DNs response; stimulation de-
livered by the upmost layer induce a slow 3DNs.

4 Conclusion

The obtained results demonstrated that we con-
structed a physically connected 3DN that exhibits a
rich repertoire of activity that cannot be found in con-
ventional 2DNs. This electrophysiological activity re-
sembles the one detected in in vivo measurements far
more than the classical 2DN cultures.
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Abstract

The development of in vitro models of patterned neuronal networks is of significant interest in the neuroscientific
community and requires the convergence of electrophysiological studies with micro/nano-fabrication of adapted
devices. Considering the multitude of connections arising in un-patterned neuronal cultures, the restraint of neu-
rite outgrowth to specific pathways ensures a considerable control over network complexity. In this paper, towards
the goal of facilitating reproducible and modular neuronal assemblies, we developed a technique to induce self-
organization of networks into two clusters connected by one or two macro-channels (i.e. in the order of 50-100 um
width), on commercially available MEAs. We monitored the spontaneous activity during development of our engi-
neered networks, from a few days up to eight weeks. Our results constitute important evidence that engineered
neuronal networks are a powerful platform to systematically approach questions related to the dynamics of neu-

ronal assemblies

1 Introduction

Cell assemblies, instead of single neuronal cells,
can be considered the functional unit of the brain, be-
ing characterized by coordinate activity and interac-
tion with other groups of cells [1]. This means brain
architecture is inherently modular, being composed of
local networks embedded in networks of networks,
sparsely connected to each other [2]. Overall, these
‘modules’ activity plays a determinant role in any hu-
man thought or action. For this reason, an in vitro
model has to have an intrinsic modularity, in order to
provide a ‘reduced’ but plausible in vivo nervous sys-
tem’s representation.

In recent years, in vitro technologies supported by
advanced substrate patterning methods have made it
possible to force neural networks to develop a range
of predefined modular structures [3]. While far from
being ‘real’ brains, these in vitro designs have proved
useful studies aimed at the characterization of activity
dynamics in modular networks. Neuronal assemblies
coupled to MEAs constitute a peculiar neurobiological
model for investigating the strategies employed by the
nervous system to represent and process information.
Compartmentalization of cells and control over net-
work connectivity may provide an ideal tool for fur-
ther developing such in vitro neuronal systems.

In our previous work we demonstrated the possi-
bility to functionally segregate a network in connected
populations by integrating clustering microstructures
on custom MEAs [4].

In this work, biocompatible masks have being
coupled to MEASs’ substrate in order to make the in

vitro experimental culture more similar to the in vivo
one. These confined networks have been tested, by the
recording of their spontaneous activity during the in
vitro development.

Fig. 1. A commercial MEA on which a PDMS mask has been
placed. The two reservoirs can be noticed, used to load the cells into
the designed compartments.

2 Methods

Hippocampal neurons extracted from rat embryos
(E18) were cultured on planar arrays of 60 TiN/SiN
electrodes (MultiChannel Systems, Reutlingen, Ger-
many), pre-treated with adhesion factors (Poli-D-
Lysine and Laminin).

A double layer PDMS structure was realized by
replication form photostructured EPON SU-8 layers to
define, once assembled on a MEA, two connected ar-
eas for distinct neuronal populations and two input
reservoirs for loading neuronal cells. In Fig. 2 images
of hippocampal cultures confined due to the PDMS
structures can be observed.
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Fig. 2. Hippocampal cultures over MEA covered by a PDMS mask
which confines the population into two connecting clusters. A. De-
tail of a channel connecting the two clusters (width of 50 um). Hip-
pocampal network at 13 DIV. B. Particular of a neuronal culture in
one compartment. Hippocampal network at 13 DIV.

3 Results

We monitored a total of 25 cultures over their
spontaneous development, from few days up to 60
DIVs. We found that the activity is partly confined to
the two clusters, but still synchronized events occur at
the level of the entire network, as shown in Fig. 3.

Fig. 3. Raster plot of the activity of a patterned neuronal network.
The top compartment shows a desynchronized activity while the
bottom compartment shows a strong synchronized activity.

On the later DIVs of the development, synchro-
nized events occurring in the whole array increase in
frequency.

Electrical stimulation delivered from specific sites
of the network indicates that the evoked he activity is
well confined, as shown in Fig. 4.
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Fig. 4. Post Stimulus Time Histogram of the activity of a network
when stimulated by an electrode of the top compartment.
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4 Conclusions

We found that: i) activity is partly segregated in
the two clusters, which are characterized by distinct
patterns, but the two populations are not independent;
ii) some phenomena (i.e. the network busts) are able
to invade both the compartments; iii) during develop-
ment the incidence of synchronized events increases;
iv) one of the two compartments drives the network
activity all along the development; v) electrical stimu-
lation at specific DIV is strongly confined and it is de-
pendent on the location of the stimulation.

Our results constitute important evidence that en-
gineered neuronal networks are a powerful platform to
systematically approach questions related to the dy-
namics of neuronal assemblies. Unlike networks in
vivo, in which multiple activation pathways are im-
pinging on any recorded region, these partially con-
fined networks can be studied in a controlled envi-
ronment [5]. Moreover, such a system can be easily
interfaced to artificial artifacts in order to better inves-
tigate coding properties towards the final goal of inte-
grating brains and machines.
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Abstract

We analyzed the relationship between the cellular composition (i.e. the ratios between interneurons (GABAergic
as well as parvalbumin-positive) and pyramidal cells) and the spontaneous electric activity patterns of cortical net-
works which were cultivated on MEA glass-neurochips. Morphological data were correlated with the MEA re-
cordings. Our results show a strong relationship between the number of interneurons in a certain network and
characteristic features in its spontaneous activity pattern. While networks with numerous GABAergic or parvalbu-
min-positive interneurons were characterized by a relatively stable, synchronous bursting activity, the activity of
networks with few or no interneurons was asynchronous or instable.

1 Background

Understanding native spontaneous activity of
neuronal networks is one of the most important chal-
lenges in neuroscience. Cortical in vitro networks
offer an enormous richness of patterns in their
spontaneous electric activity. Our research aims at
understanding the relationship of the underlying
neuronal substrate and its activity pattern. The native
cerebral cortex and our cortical in vitro networks are
both composed of different pyramidal and non-
pyramidal cells [1,2]. We focused on the role of
GABAergic and parvalbumin-positive interneurons in
the spontaneous activity of cortical networks on MEA
glass-neurochips.

2 Methods

Cortices were prepared from embryonic mice
(E13-16) followed by enzymatic dissociation. Cells
were plated at a density of 1000-2000 cells/mm? on
poly-D-lysine/laminin coated miniaturized
(16x16mm2) glass — neurochips (developed at the
Chair for Biophysics, University of Rostock, see [3])
with integrated 52-microelectrode arrays. The culture
area was 20 mm?. Cultures were incubated at 10%
CO, and 37°C for four weeks. Cells were grown in
Dulbecco’s modified Eagle’s medium (DMEM) with
high glucose, stable glutamine and 10% horse serum.
Half of the medium was replaced thrice a week. Re-
cordings were performed with our modular glass chip
system (MOGS) coupled to a preamplifier and data
acquisition software (Plexon Inc., Dallas, TX,USA).
For morphological characterization, networks were
fixed with paraformaldehyd and immunohistochemi-
cally stained against parvalbumin (marker for chande-
lier and basket cells), GABA, MAP2 and neurofila-
ment 200 kD before confocal laser scanning micros-

copy.

3 Results

Our in vitro networks showed a high variability in
their cellular composition. 17 out of 20 networks con-
tained numerous GABAergic or parvalbumin-positive
interneurons (Fig.1, and 2) and 3 networks contained
no or only very few (1-3/mm2) interneurons (Fig.3).
Every network exhibited a unique electric activity pat-
tern. The following differences in the spontaneous ac-
tivity were observed: networks containing humerous
interneurons exhibited relatively stable synchronous
bursting or superbursting activity (Fig.1, and 2). Net-
works with no or few interneurons exhibited instable
bursting and spiking or asynchronously spiking activ-
ity (Fig.3).

4 Conclusion

The cellular composition of cortical in vitro net-
works is critical for their spontaneous activity pattern.
Our results suggest that interneurons are essential for
a relatively stable synchronous bursting or superburst-
ing activity. The patterns of spontaneous activity de-
pend on the underlying neuronal substrate. The analy-
sis of the relationship between the cellular network
composition and spontaneous activity patterns will
improve our understanding of the role of different
neuron types in cortical processing.
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Below: activity pattern over a time period of 30 sec. The activity of
unit 17b is suppressed during synchronous bursts (Reimer et al. Pro-
ceedings MEA Meeting 2010, 66-67)

Fig.1. Network with parvalbumin-positive interneurons exhibiting
superbursting activity. Above: microscopical image of the network
growing on MEA. Green: parvalbumin; red: neurofilament 200; bar:
50 pm. Below: activity pattern over a time period of 30 sec.

Fig.3. Network without GABAergic interneurons that exhibited
asynchronous spiking activity. Above: microscopical image of the
network growing on MEA. Green: MAP2; red: GABA; bar: 50 pum.
Below: activity pattern over a time period of 30 sec.
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Abstract

Extracellular recording of NT2N cells revealed spontaneous spiking activity initially in the third week after replating.
Furthermore, biphasic voltage pulses above 500 uV evoked fEPSPs up to 3.7 mV. By combined application of the
cholinergic antagonists tubocurarine (10 uM) and scopolamine (10 uM) a 15% reduction in fEPSP amplitudes was
revealed while in the presence of the AMPA/kainate receptor blocker CNQX (10 pM) amplitudes were diminished
by 33%. The high reproducibility of fEPSP amplitudes observed especially in astroycte-NT2N co-cultures renders
this cell culture system a highly promising tool for future experimental studies on the effects of neuroactive sub-
stances in a human system.

1 Introduction parallel with the USB-ME64 data acquisition unit
Human Model Neurons (NT2N) are neuronal controlled by the MC_Rack software 4.0.0. Raw elec-
trode

cells obtained by in vitro differentiation of a human
teratocarcinoma cell line [1]. They closely resemble
human CNS neurons and offer a promising potential
for therapeutic intervention in neurodegenerative dis-
eases [2]. Furthermore, NT2N cells provide a suitable
in vitro model to study the effect of neuroactive sub-
stances in a human system. In the present study we
evaluated the electrophysiological properties of these
cells in a long term approach using extracellular mul-
tichannel recording. Since glial cells are well known
to provide important metabolic partnership with neu-
rons and may support survival of neurons under
pathological conditions we additionally tested an
NT2N-astroycte co-culture system.

2 Methods

Cell cultures

Two different types of NTN2 cultures were tested
for electophysiological recording (Fig. 1). In one case
NT2N cells after differentiation with retinoic acid [1]
were plated on a MEA surface that was previously
coated with polylysine and laminin (FiglA). Alterna-
tively neurons were plated on a carpet of P3 mouse
cortical astrocytes that had been seeded onto the bot-
tom of the polylysine coated MEA biochip one week
before (Fig 1B).

Electrophysiological recording

For multichannel recording of spontaneous spike
activity and evoked fEPSPs the MEAG60 device was
used (Multi Channel Systems, Reutlingen, FRG). A
MEA1060-Inv-BC pre-amplifier was combined with

N o . . Fig.1: Hoffman modulation contrast photomicrographs of cul-
an FA60S-BC filter amplifier (gain 1100x) and run in tured human NT2N cells. A. Plating cells directly on a MEA sur-
face yielded clusters of neurons connected by axon bundles. B.
Plating cells on a layer of astrocytes elicited a uniform distribu-
tion of cells. Bars indicate 200 pm.
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data were sampled at a rate of 25 kHz and recorded on
a PC hard disc. Biphasic voltage pulses were applied
via a STG 4002 stimulus generator.

3 Results

Three weeks after plating the cells exhibited
spontaneous firing of action potentials. During the fol-
lowing period spontaneous activity gradually in-
creased both in amplitude and frequency. In contrast
with primary mouse cortical cultures NT2N cells
mostly exhibited regular firing patterns without pro-
nounced bursting activity (Fig. 2), similarly as was
reported earlier [3]. By biphasic stimulation with 2V
for 100 ps excitatory postsynaptic field potentials
(FEPSPs) up to 3.7 mV could be elicited. In neuron-
glia co-cultures generally lower but more uniform
amplitude sizes up to 2.6 mV were revealed. Input-
output curves in both cases revealed a linear relation-
ship between voltage of stimulation and fEPSP ampli-
tude with a threshold of 500 mV (Fig 3). In the pres-
ence of the AMPA/kainate receptor blocker CNQX
(10uM) fEPSP amplitudes became reversibly reduced
on average by 33%, suggesting a high proportion of
glutamatergic synapses present in the cultures, while a
combined application of the anticholinergic blockers
tubocurarine (10puM) and scopolamine (10uM) caused
a 15% reduction of fEPSP amplitudes. Taken together
our pharmacological data are well consistent with re-
cent immunohistochemical findings that documented
quite similar proportions of cholinergic and glutama-
tergic neurons in NT2N cultures, respectively [4].

104 B0 uY
B
0.5ms 60 pv

Fig.2: Extracellular recording of NT2N cells 28 days after replat-
ing shows a regular spiking pattern (A). Spike sorting reveals
signals to originate from at least three different sources (B).
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Fig.3: fEPSPs evoked in NT2N-astrocyte co-cultures (28 days
after replating) by increasing biphasic voltage pulses as indi-
cated on the right margin.

4 Conclusion

In particular when cultured in combination with
astroytes NT2N cells proved as a most suitable system
for experimental work with the MEA-system provid-
ing a uniform cellular distribution pattern (Fig. 1B)
and a highly reproducible evoked synaptic activity.
The data presented here can be considered as a
framework for future in vitro studies on the neuro-
physiological effects of neuro-active substances po-
tentially involved in the pathophysiology of neurode-
generative diseases.
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Abstract

Behaviours, from simple to most complex, require a two-way interaction with the environment and the contribution
of different brain areas depending on the orchestrated activation of neuronal assemblies. We used cultured net-
works coupled to MEAs (i.e. Micro Electrode Arrays) as a simplified model system to investigate the computa-
tional properties of neuronal assemblies. The proposed neuro-robotic framework provides a suitable experimental
environment for embodied electrophysiology as it allows long-term multisite recording and stimulation in a closed-
loop configuration. Here we present what the main components of the experimental system are and how they can
be conveniently used to study coding mechanisms in neuronal systems.

1 Background

Wiring of the brain is based on continuous inter-
actions with the surrounding environment. The induc-
tion of neural plasticity is one of the primary proc-
esses leading to network modification and to reaction
to the external world [1]. It is interesting to study how
to ‘extract’ the essential information embedded in a
biological system, while maintaining a satisfactory
level of neuronal complexity capable to support sim-
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Fig. 1. A. Two PSTH plots depicting responses elicited by
stimulation from one electrode (grayed out in the graph). B. Input-
output combinations graph used for selection of best matches C.
Example of selected sensory areas (yellow and cyan) and
corresponding motor areas (red and blue).
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ple behaviors. In order to reproduce a neural substrate
for artificial applications, hybrid model systems (liv-
ing neurons coupled with a robotic system) have been
a possible choice in the recent past [2]. In this work
we present a new hybrid system with added function-
alities and oriented to study information coding
mechanisms in neuronal systems.

S
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Fig. 2. A. 70s of robot run are shown here: top graph shows sensor
readings, followed by stimulation rate in the corresponding sensory
area, then spiking rate in the selected motor area and consequent
wheel speed. B. An example of a 20min-long robot run experiment,
with path followed and hits highlighted.
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2 Methods

Since dissociated cultures lack predefined input
and output sites, it is necessary to define ‘sensory’ and
‘motor’ areas of the network. Stimulation by delivery
of 30 electrical stimuli (1.5 V peak to peak, biphasic
pulses, 500 ps total duration) from 8-10 sites provides
the information needed to obtain an effective connec-
tivity map of the electrodes, necessary to define those
1/0 areas

Three different schemes implemented allow the
exchange of data between biological and electronic
modules: i) coding, ii) decoding and iii) learning. For
coding, distance sensors relay information on obsta-
cles to the network through the frequency of stimula-
tion. In the decoding case, firing rate of the network in
selected “motor areas” drives the robot wheels.

High frequency stimulation trains trigger the
modification of connectivity to progress toward the
desired behaviour: following each robot hit, a 2 sec-
ond-long, 20 Hz stimulation is delivered to the corre-
sponding sensory area [3].

A

&
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Fig. 3. Performance of the neuro-controlled robot during an
obstacle-avoidance task. A. Mean velocity of the robot calculated in
pixels/s. B. Mean distance between two consecutive collisions,
calculated in pixels. The values are obtained in N=4 experiments for
each case (red = emtpy MEA; green = open-loop MEA; blue =
closed-loop MEA). The closed loop experiments give the best
results for both parameters. Statistical analysis was carried out by
using one-way ANOVA (*p<0.05) for normal distributions
(Kolgomorov-Smirnov test of normality), while for mean
comparison the Tukey-test was used.

3 Results

The PSTH area between each couple of stimula-
tion-recording electrodes is computed (two examples
are reported in fig. 1A). The best 1/O combinations are
selected on a graph like that in fig. 1B. Those specific
pathways have been utilized for driving the robot and
for implementing simple reactive behaviors (e.g., ob-
stacle avoidance). Fig. 1C reports the selected sensory
(i.e. input - stimulation) areas and the motor (i.e. out-
put — recording) regions, characterized by 8 electrodes
each.

Neural Dynamics and Plasticity

While collisions are fairly frequent even in the
case of a neuron-controlled robot, such as the case de-
picted in Fig. 2, the behaviour of the robot is still
much closer to the desired one rather than in an open-
loop configuration, or in the absence of a biological
substrate. As can be observed from the graph in Fig.
3B, the average path travelled between hits is signifi-
cantly higher in the case of a close loop. This finding
is further reinforced by the fact that the average speed
throughout the experiment is also higher in this case
(Fig. 3A), a condition that should, all other being
equal, make control harder to obtain

4 Conclusions

We presented our neuro-robotic architecture based
on a neural controller bi-directionally connected to a
virtual robot. The behavior of the robot during the
closed-loop experiments resulted significantly better
than that in open loop. Additionally it was signifi-
cantly different from the performance of the ‘empty’
MEA, proving that the activity driving the robot is ac-
tually neurally-based.

Our results prove that a culture of dissociated
neurons can be successfully interfaced in a bi-
directional way with a robot with sensors and actua-
tors. The presence of a robot bi-directionally con-
nected to a simple neuro-controller based on living
neurons allows to perform experiments in the context
of the embodied electrophysiology paradigm, provid-
ing time-varying stimuli, testing learning schemes and
managing sensory feedbacks in a more realistic envi-
ronment. Our neuro-robotic framework can be ex-
ploited in order to study the mechanisms of neural
coding and the computational properties of neuronal
assemblies with the final goal to facilitate progress in
understanding neural pathologies, designing neural
prosthetics, and creating fundamentally different types
of artificial intelligence.
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Abstract

In vitro development of dissociated neuronal networks has been extensively studied on MEAs by analysis of spike
and burst patterns. In this long-term study of murine ES-derived networks, precisely timed repetitive activity
patterns on a 200 ms time scale have been regularly detected after 24 DIV, and occurred at highly increased
frequency during distinct developmental phases with no substantial change in overall activity.

1 Background

Spontaneously recurring precisely timed neural
activity patterns have been observed in vivo, in brain
slices and even in dissociated neuronal networks
lacking the intact brain’s cytoarchitecture [1,2,4]. In
accordance with large-scale computational models of
neuronal networks equipped with spike time
dependent plasticity (STDP), these patterns have been
proposed as universal emergent feature in self-
organizing neuronal networks, possibly related to
Hebbian cell assemblies. In the present work, the
emergence and development of such patterns has been
examined for the first time in a long-term study of

murine  ES-derived  neuronal  networks  on
microelectrode arrays.
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Fig. 1. Schematic spike raster plot representation displaying 45
milliseconds of an MEA recording with 8 electrodes (A—H).
Yellow bars indicate spikes belonging to the pattern A—D—E—A
with four spikes on three different electrodes (complexity). Blue
arrows indicate time differences T, , 3 between pattern spikes iden-
tical in millisecond precision in both instances of this pattern.

2 Methods

Neural precursor cell enriched serum-free
embryoid bodies (nSFEB) were derived from murine
embryonic stem cells and subsequently cultured as
aggregates on 200/30iR-Ti-gr MEAs as described in
llles et al. [3]. After a proliferation stage of 7—10

days, neuronal maturation was induced by withdrawal
of FGF-2. Recordings were performed in culture
medium at 39 different days between 10 DIV and
204 DIV after withdrawal of FGF-2. Fig. 1 shows a
schematic representation of a precisely timed spike
pattern. For the well-established “two tape” template
matching algorithm [1,4], a novel matrix based
implementation in MATLAB was developed. Spike
time stamps were ab initio discretized in 1 ms wide
bins, optimizing efficient template handling in sparse
binary arrays. For pattern detection, a sliding template
window of 200 ms was applied, and only patterns
with a minimum complexity of 3 spikes occurring in
at least 3 instances were retained. Statistical
significance of pattern occurrence was assessed by
comparison with surrogate data obtained by jittering
all spike time stamps by +2 ms.
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Fig. 2. Exemplary spike raster plot (120 sec) of an MEA recording
(23 active electrodes with >10 spikes) in culture medium at 89 DIV.
Most electrodes exhibited single spike activity rather than
coordinated population bursting. 90% of all 2,876 spikes were
detected on the 15 most frequently firing electrodes.

104 8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012



3 Results

MEA recordings in culture medium typically
exhibited overall single spike activity rather than
coordinated network bursting (see Fig. 2 for a typical
spike raster plot at DIV 89). On the average, the
overall number of spikes per minute increased 8.7-
fold from ~300 at 10 DIV to ~2,600 at 45 DIV and
remained between 40% and 60% of its maximum
activity during the observation period (see Fig. 3).
Pattern analysis was performed on 250 recordings
obtained from 7 MEAs on 39 different DIV. No or
only single electrode patterns caused by tonic firing
were detected in 78 (16, resp.) recordings. Of the
remaining 156 recordings, 84 (72) exhibited 1-30
(>30) different patterns on more than one electrode. A
median number of 23 different patterns were detected
that occurred more than 3 times and involved at least
3 spikes from 2 neurons.

Variable Mean SD
Max. complexity 4.0 2.0
Avg. complexity 3.1 0.3
Max. # instances 7.6 11.4
Avg. # instances 3.2 0.3
Max. # electrodes 3.1 14
Avg. # electrodes 1.9 0.6
Avg. pat. length [ms] 920 37.0

Table. Pattern characteristics (mean and standard deviation) of 156
recordings with multiple electrode patterns, obtained between 10
and 204 DIV.

Patterns were frequently detected from 24 DIV
onward. Despite only slight changes in spike activity,
pattern occurrence exhibited pronounced oscillatory
behavior at 83—90 DIV, at 101—110 DIV and at
122—146 DIV, clearly separated by distinct
patternless periods (see Fig. 3). For different MEAs,
pattern incidence peaked at different DIV. Maximum
and average pattern complexity, number of electrodes,
number of instances and average length varied only
slightly with DIV or with pattern frequency (see
Fig. 2, Table).

4 Conclusions

Neuronal network development in vitro exhibits
periodic phases of increased frequency of precisely
timed spatiotemporal patterns in spontaneous activity.
These patterns describe novel functional aspects of
neuronal network development in ES-derived cultures
beyond established spike- and burst analysis.
Systematic evaluation of pattern occurrence after
exposure to pharmacological agents may reveal
chronic drug effects on synaptic modulation.

Neural Dynamics and Plasticity
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Fig. 3. Top: Average number of spikes between 10 and 204 DIV.
Bottom: Average number of patterns (>3 spikes, >2 electrodes, >3
instances). Both data are averaged across 156 recordings and
normalized by the average of the largest three values for each MEA.
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Abstract

Morphological monitoring of neural networks on micro-electrode array (MEA) permits to investigate the relation
between cell and microelectrode, which is relevant for recording a good signal. Using images acquired at different
days-in-vitro, we performed a quantitative study of the evolution of neural network topology on MEAs. This investi-
gation presented a characterization of neuron-microelectrode interface, applied to dorsal root ganglia cultures, al-

lowing further insights on electrical activity recordings.

1 Introduction

Nociceptors are primary sensory neurons with
soma located at dorsal root ganglia (DRG) that are
specialized in detection of painful stimulus. MEAS are
probably a good means to detect changes in nocicep-
tors excitability and a first step to test for this applica-
tion is to monitor the cell culture topology by means
of fluorescence confocal and scanning electron mi-
croscopy in order to evaluate the relation between cell
and electrode, critical to recording a good-quality sig-
nal [1,2,3].

As well as MEA microelectrodes, rat-DRG neu-
rons have diameters ranging from 10 to 40 um [4]. In
consequence, DRG neurons are more likely to cover
MEA microelectrodes [5]. As discussed by [2], a sub-
stantial part of neuron soma must be in contact with
the microelectrode surface to record a good signal,
thus, the DRG culture on MEA devices represents an
ideal system for monitoring neuron-microelectrode
interface.

Here, our goal was to characterize the evolution
of DRG neurons topology on MEA microelectrodes. It
was performed a quantitative analysis in terms of cell
distribution to compute a map of the distances be-
tween neurons and microelectrodes, using images ac-
quired from the same cultures at different days in vitro
(DIVs) using confocal microscopy.

2 Methods

2.1 Biological procedures

Dissociated cell cultures were prepared from Wis-
tar rats (100 g), according to protocol described by
[6], which was approved by the local Ethic Committee
for Animal Experimentation. Dissociated cells were
then plated on 60-channel MEAs (Multichannel Sys-

tems), precoated with matrigel. Fluorescent images of
the culture stained with the voltage-sensitive dye Di-
BAC,(3) were acquired daily, during three days, using
a laser scanning confocal microscope (Zeiss LSM
510).

2.2 Quantitative Assessment

Neuronal distribution around microelectrodes was
quantified manually using ImageJ software (version
1.37c¢, National Institute of Health, USA).

For each culture, the number of neurons on im-
ages was counted and, to assess if neurons belonged
to a microelectrode area, it was enclosed a square area
(200 pum side) whose center was placed exactly at the
microelectrode, as shown in Fig.1. Since electrode-to-
electrode distance is 200 um, the entire surface of the
array, divided into smaller microelectrode areas, was
assessed.
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Fig.1. A- Diagram outlining an example of the proposed quantifica-
tion, wherein four neurons (in green) round a microelectrode (in
black); B- Real photograph of a DRG neuron and microelectrode
interfacing in culture, taken by confocal fluorescent microscopy
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Only neurons located at distances smaller than
140 um from electrode center were considered. Neu-
rons farther than 140 um would be closer to the next
microelectrode. For better understanding, see the ex-
ample in Fig.1. As the microelectrode diameter (30
um) is more or less the same dimension as the large
DRG cells diameter (30-40 um), neurons were classi-
fied according to their distance to microelectrode (D)
as potentially connected (D<35 pm), for example neu-
ron 1 in Fig.1; neighboring (36<D<70 pm), such as
neuron 2 in Fig.1; distant (71<D<105 um), as shown
in neuron 3 of Fig.1; and remote (106<D<140 pm),
such as neuron 4 in Fig.1.

3 Results and Discussion

Neuron counting and neuron-microelectrode dis-
tances (D) were assessed using the images from two
cultures, which were compared to each other, and the
results can be seen at Table 1 and summarized in
Fig.2. Classifying neuron distances is important be-
cause their vicinity to microelectrodes establish the
quality of signal recordings by the array, so that a sub-
stantial part of the neuronal soma need to be in contact
with the microelectrode surface in order to obtain a
good signal [2].

Table 1 - Results of Neuron Classification

DIV Connected Neighboring Distant Remote D (um)*
MEA-1 CULTURE
1% 12 38 71 26 79,96 28,37
2nd 3 33 30 22 81,75+28,21
3" 5 28 24 4 71,30+24,93
MEA-2 CULTURE
1 4 35 59 14 81,28 + 26,54
2 4 33 29 14 76,93+28,71
3 10 22 26 8 61,42+29,86

* Data are reported as mean * standard deviation.

Both cultures presented a diffuse neuronal adhe-
sion in which, at DIV 1, most part of neurons were
found distant from microelectrodes; many were lo-
cated neighboring; few were seen remote and in con-
tact with microelectrodes. According to [5], this was
expected since we did not use any technique to guide
neuronal growth.

Considering culture time, at DIV 3, the number of
cells reduced to 50% on average compared to DIV 1
(Fig.2). The most significant decrease occurred be-
tween DIV1 and DIV 2 in which neuronal loss was
40% on MEA-1 and 30% in MEA-2. For primary cul-
tures, as in this case, it is expected that at least one
third of the plated cells die under culture conditions
[71.

Notice that neuronal death took place mainly to
those cells located at larger distances, so that 94% of
connected and 68% of neighboring neurons remained.
Results point out that the recorded signal from MEA
could remain throughout days without major interfer-
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ence on its amplitude, since there was not a significant
loss in neighboring and connected neurons.
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Fig.2. Amount of neurons estimated at different distances to the
microelectrodes (D), regarding the time of culturing.

4 Conclusion

Results suggest that it is possible to improve neu-
ronal activity recordings using MEA, considering only
the evolution of the neural distribution topology. For
long-term studies, recordings of electrical activity
from DRG neurons with MEA are a possible new tool
for the study of nociceptores sensitization and devel-
opment of new analgesic drugs.
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Abstract

Present in the dynamics of cultured networks are periods of strongly synchronized spiking, termed ‘bursting’,
whose role is not understood but dominates network dynamics and, due to their presence in cultures regardless of
cell origin and their resistance to attempts to remove them, have been suggested to be an inherent feature in cul-
ture dynamics. Bursts have been demonstrated to contains distinct spatiotemporal motifs, repudiating the possibil-
ity that they are random or chaotic activity. However, the speeds of these propagating wavefronts has been meas-
ured as 5-100mm/s, and hence much faster than can be accounted for by local connectivity.

In attempting to represent cultured networks using 2D network models, typical connectivity models, such as ran-
dom connectivity, prove to be insufficient for recreating some of the distinct phenomena associated with the dy-

namics of cultured networks, noticeably the fast propagation speeds.

1 Methods

Here, we introduce a simple but biologically plau-
sible connectivity model that is able to reproduce phe-
nomena. The relative simplicity of the connectivity
scheme allows us to simulate a network of 12,500
neurons within a 1.5mm radius circular area on a 2D
plane, resulting in a model that is comparable in den-
sity and size to experimental networks. We then ex-
tend this model to incorporate some of the subtle
structural inhomogeneities observed experimentally,
such as clustering of soma positions, to investigate
their implications for network dynamics.

108

2 Results

We demonstrate that our simple but biologically
plausible representation of network connectivity is
able to emulate burst propagation with speeds compa-
rable to those observed experimentally. Furthermore,
the inclusion of structural inhomogeneities strongly
facilitate burst propagation as well as form the emer-
gence of distinct burst motifs. Importantly, our model
confirms that bursts are indeed an inherent feature of
such networks, as they are an inescapable by-product
of network connectivity and structure.
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Abstract

We developed a pulsing model called INEX which simulates neuronal activity as observed in neuronal networks
cultivated on multielectrode array (MEA) neurochips. In an in vitro experiment approximately 500,000 cells of the
frontal cortex of embryonic mice are cultivated on such a MEA neurochip (experiments are carried out by
NeuroProof GmbH, Rostock, Germany). Circa 10,000 neurons and 90,000 glia cells of the total amount survive.
Circa 20% of these neurons are interneurons (Brunel, 2000) which tend to self-inhibition (also known as recurrent
or autaptic inhibition; Bacci et al., 2003). In this work we examine self-inhibition of neurons using the INEX model.

1 Methods

The INEX model is based on an
inhomogeneous Poisson process (Heeger, 2000) to
simulate neurons which are active without external
input or stimulus as observed in neurochip
experiments. It is accomplished using an Ising
model with Glauber dynamics.

In a first step, the four parameter types for a
network without self-inhibition were chosen in such
a way that the resulting spike trains resemble spike
trains of MEA neurochip experiments with respect
to spike and burst rate. Five simulations were run
with this constrains. In a second step, five
simulations have been carried out after a parameter
fit for a network with self-inhibition.

For validation we calculated five features for
each of the simulated spike trains and compared
them with the same features obtained from five
multielectrode array neurochip experiments with
cell cultures originated from frontal cortex of
embryonic mice after 28 days in vitro. Furthermore,
spike train statistics are applied to approve the
resulting spike data (Kass et al., 2005). For this
purpose the spike train data of one selected neuron
were binned with a width of five seconds. A bar
chart shows how many bins occur with a given
number of spikes per bin. The binned INEX data
were also plotted against the binned MEA data in a

Q-Q plot.
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2 Results

The simulated spike trains without self-
inhibition show typical spike and burst patterns as
known from experiments with MEA neurochips.
Synchronous spiking and bursting is typical for
frontal cortex neurons. The simulated spike trains
with self-inhibition showed the typical spike and
burst patterns again.

The validation of the spike trains with
parameter fitting and without self-inhibition
showed that all calculated averaged features of the
INEX data are within the standard deviation of the
MEA neurochip data. For the simulated spike trains
with self-inhibition, except the burst rate all
calculated averaged features of the INEX data are
within the standard deviation of the MEA
neurochip data. The plotted bar chart as well as the
Q-Q plot of the simulated data and the MEA
neurochip data exhibit similar behaviour.

3 Conclusion

Calculated features adapted from spikes and
bursts as well as the spike train statistics show that
the presented model without self-inhibition as well
as with self-inhibition and parameter fitting can
simulate neuronal activity similar to activity as
observed on multielectrode array neurochips. We
could show that our model is able to simulate the
self-inhibition of interneurons.
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Abstract

Microelectrode arrays (MEAs) are employed to study extracellular electrical activity in neuronal tissues. Neverthe-
less, commercially available MEAs provide a limited number of recording sites and do not allow a precise identifi-
cation of the spatio-temporal characterization of the recorded signal. To overcome this limitation, high density
MEAs, based on CMOS technology, were recently developed and validated on dissociated preparations (Ber-
dondini et al. 2009). We show the platform capability to record extracellular electrophysiological signal from 4096
electrodes arranged in a squared area of 2.7 mm x 2.7 mm with inter-electrode distance of 21 um at a sampling
rate of 7.7 kHz/electrode. Here, we demonstrate the performances of these platforms for the acquisition chemi-
cally evoked epileptiform activity from brain slices. Moreover the high spatial resolutions allow us to estimate the

effect of drugs in spatially modulating Inter-Ictal ((I-IC) activity.

1 Introduction

Electrophysiological recording of neuronal activ-
ity in slices is a common experimental method for in-
vestigating complex brain processing circuits, brain
plasticity or neuropharmacology. To this end, it is cru-
cial to enable recordings of electrophysiological activ-
ity from large neuronal populations at sufficient spa-
tial and temporal resolution, thus making possible to
localize and track electrically or chemically evoked
neuronal activity and to identify induced functional
changes. Conventional electrophysiological include
the use of electrodes and light-imaging methods to re-
cord action potentials from multiple single neurons as
well as local field potentials generated by neuronal
ensembles. Patch-clamp and field electrodes, ap-
proaches based on micro-positioned single glass pi-
pettes, enable intracellular or extracellular recordings
respectively, from single neurons or from neuronal
populations surrounding the electrode respectively.
Optical imaging based on fluorescent Ca2+ indicators
[1] or voltage sensitive dyes (VSDs) [2, 3] are the
current choice for spatially resolving electrical activity
in the brain, but this approach suffers a modest tempo-
ral resolution due to sampling frequencies in the range
of 1-3 kHz. Moreover, this approach does not offer a
high signal to noise ratio and is not suited to record
continuously for long periods of time (usually it can
records for few seconds after a triggered electrical
stimulus). Consequently, these recording perform-
ances are not sufficient to effectively track the electri-
cal activity propagations over large areas of the brain

tissue in real time, either due to insufficient spatial or
temporal resolutions.

2 Materials and Methods

Horizontal cortico-hippocampal slices (400 um of
thickness) were placed on the active area of the chip
(Fig.2). A platinum anchor of the same dimension was
used to keep the slice in position for the whole re-
cording. Epileptic-like discharges were induced in
slices by treatment with the convulsant agents 4-
aminopyridine (4AP) at a concentration of 100uM [4]
and/or bicuculline (BIC) at a concentration of 30uM.
Epileptiform activity was stable during recordings for
at least two hours. Epileptiform activity in the form of
I-1C was detected with a previously described Preci-
sion Timing Spike Detection algorithm (PTSD) [5]
and represented in raster plots (see fig.1B). This algo-
rithm, originally developed to detect spiking activity,
has been re-adapted to detect Inter-Ictal (I-IC) events.
To this aim, the threshold was set to 5 times the stan-
dard deviation of the noise while the refractory period
and the peak lifetime period were set to 50 msec and
40 msec, respectively. Movie sequence frames as re-
ported in Fig.1 were generated in Matlab after low
pass filtering of single electrode traces.

3 Results

The large-scale high-density electrode array allow
us to visually describe the involvement of cortical and
hippocampal circuitries during propagation of
epileptiform activity (Fig. 2). In this experiment the |-
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IC was observed to originate in CA3 and propagating
to CA2 (10 ms) and CAL (30 ms). By litterally imag-
ing the extracellular activity it is possible to study the
spatial extention of the epileptic event which might be
reflect different mechanisms of propagation through
the network (e.g. synaptic versus non-synaptic propa-
gation).

| I
1{ LR — L N
oy (T Ly
1= 1 Bk = = am
B C

Fig. 1. Inter-Ictal like propagation. (A) Color-map coding voltages
of extracellular activity. The map sequence is showing the consecu-
tive activation of the distinct areas: CA3 first, then CA2 and finally
CALl. (B) Inter-Ictal (I-1C) activity recorded in three representative
electrodes in the hippocampus (CA3, CA2, CAl). Red vector is
indicating the direction of propagation of the signal (C) Raster plot
representation of detected I-IC events. (Left) On the large scale
raster plot (10 minutes) the distribution of 1-1C events seems to be
synchronous on all the electrodes whereas on the close up (right) it
is possible to note that different hippocampal regions are recruited
at different times.

Moreover, our method enable to spatially depict
the firing rate of different cortico-hippocampal regions
over the active area of the chip (Fig. 2). In this ex-
periment by adding BIC to the extracellular solution
containing 4AP, the mean firing rate of I-IC events
was found to spatially increase differently in different
cortico-hippocampal regions (cfr. Fig. 2 middle and
left)
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Fig. 2. (left) Cortico hippocampal slice over the active area. The
mean firing rate has been calculated for every pixel in the slice un-
der 4AP treatment (middle) and under 4AP+BIC treatment (right)
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4 Discussion

Our system enables us to literally imaging the ex-
tracellular activity and to describe signal propagations
over large areas. The spatial extention and propagation
latencies of I-IC can be finely appreciated with the
system. These are important aspects to evaluate the
different types of synchronization mechanism which
could play a role in the propagation of epileptic events
(for review see[6]).

A part from propagation studies our system ap-
pears also to be a useful tool to assess the effect of
chemical compounds in different regions in brain
slices.
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Abstract

Here we report on recording action potentials from a predefined neural population in the mouse retina by using a
microelectronics-based high-density microelectrode array, containing 3,150 electrodes/mm?. Single-cell action po-
tentials are recorded constantly on multiple electrodes; thus, every action potential has a unique spatial distribu-
tion, which helps to improve the spike sorting process, and enables to distinguish the activity of densely packed
retinal ganglion cells. Different physiological types of retinal cells can be distinguished, based on their light re-
sponse. Finally, the variety of possible electrode configurations enables to target a specific population of retinal

ganglion cells for extracellular recordings.

1 Background and Aims

The retina is a multilayered, light-sensitive sheet
of neural tissue that encodes visual stimuli as complex
spatio-temporal patterns of action potentials (Wassle,
2004). The final output of the retina is encoded in the
ganglion cell layer, in which densely packed neurons,
called retinal ganglion cells (RGCs), generate action
potentials that proceed along the optic nerve to higher
brain regions. The study of physiologically identified
RGC types demonstrates that the synchronous activity
of these neurons convey significant information about
the visual stimulus (Pillow et al., 2008).

Here we used a high-density microelectrode array
(MEA) (Frey et al., 2009; Frey et al., 2010) (Fig. 1),
fabricated in standard microelectronics or CMOS
(Complementary Metal Oxide Semiconductor) tech-
nology, to record the light-induced activity of mouse
RGCs and to characterize the physiological type ac-
cording to their response to light stimulation. We util-
ized the dynamic-configurability capabilities of the
MEA to select defined populations of RGCs.

a b
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Fig. 1. (a) HD-CMOS MEA. (b) Mouse retina patch placed on the
electrode area.

2 Methods

The high-density MEA features 11,011 platinum
electrodes at an electrode density of 3,150 electrodes
per mm?. Amplification (0-80dB), filtering (high pass:
0.3-100 Hz, low pass: 3.5-14 kHz) and analog-to-
digital conversion (8 bit, 20 kHz) are performed by
on-chip circuitry. 126 channels can be simultaneously
utilized for recording and/or stimulation.

Wild-type C57BL/6J mice (P30) were obtained
from Charles River Laboratories (L’Arbresle Cedex,
France). The retina was isolated under dim red light in
Ringer’s medium (in [mM]: 110 NaCl, 2.5 KCI, 1
CaCly, 1.6 MgCl,, 10 D-glucose, 22 NaHCO3), con-
tinuously bubbled with 5% CO, / 95% O,. A section
of the retina was placed such that the ganglion cell
layer was in direct contact with the MEA surface. In
order to stably secure the retina directly above the
MEA, a permeable membrane (polyester, 10 pm
thickness, 0.4 pum pore size) was lightly pressed
against the tissue.

The light stimuli were designed using Psychtool-
box within the software application Matlab and were
projected onto the electrode array by an LED projec-
tor with a refreshing rate of 60 Hz (Acer K10). The
light stimulus was focused only on the electrode array
area of the MEA chip by two camera lenses (Nikkor
60 mm 1:2.8 G ED, Nikon), a mirror (U-MBF3,
Olympus) and a 5X objective (LMPLFLN5X Olym-
pus). The light projection setup was assembled on an
upright microscope (BX5IWI, Olympus).

The light-induced activity of RGCs was recorded
at a time resolution of 50 us and band-pass filtered
(500 Hz-3 KHz). An independent-component analysis
(ICA) (Hyvarinen, 1999)-based algorithm was used
for online spike sorting during the experiment.
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3 Results

Light was exclusively projected onto the elec-
trode array area during the experiments. This way, it
was possible to record light-evoked action potentials
from RGCs in the absence of light-induced artifacts in
the recorded signals (Fig. 2).

Fig. 2. An example of light-evoked responses from mouse RGCs, as
recorded by the MEA. The white bar indicates the projection of a
light stimulus brighter than the background light level (“light on”).
The black bar indicates the projection of a light stimulus darker than
the background light level (“light off”). The action potentials as
recorded from one electrode are shown.

Single-cell action potentials were consistently de-
tectable on multiple electrodes of the CMQOS-based
MEA chip (Fig. 3)
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Fig. 3. Spatial distribution (footprint) of averaged signals of two
neighboring RGCs over an area of 0.025 mm?®.
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Furthermore, it was possible to target a popula-
tion of RGCs by taking advantage of the high-density
packing of the electrodes and the rapid dynamic con-
figurability of the MEA system. We found the follow-
ing process to be efficient: (i) Scanning the MEA for
activity characteristic to the RGCs of interest, (ii) per-
forming online spike sorting, and, finally, (iii) select-
ing a configuration of electrodes that could most ef-
fectively be used to stimulate and record from chosen
RGCs (Fig. 4).

Pk T

Fig. 4. () A region of interest within the piece of retina is stimu-
lated with light and sequentially recorded from using high-density
electrode blocks (indicated by rectangles 1, 2 and 3 in figure 4b). (b)
A defined subset of electrodes can be selected at the location of a
RGC of interest: These electrodes are selected so as to obtain the
highest signals for each targeted RGC (indicated by red circles).

4 Conclusions

The ability to target specific populations of RGCs
is a prerequisite for the design of experiments, aimed
at understanding the population code of individual as
well as combinations of visual channels.

In future studies, the method for cell identifica-
tion and targeting system will be used to select de-
fined physiological types of RGCs in an effort to de-
code further details of the retinal code.
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Abstract

The developing retina exhibits spontaneous waves of activity spreading across the ganglion cell layer. These
waves are present only during a limited perinatal period, and they are known to play important roles during the
wiring of visual connections. Using the high density large scale (4,096 electrodes) Active Pixel Sensor (APS) MEA
(BioCam 4096, 3Brain Gmbh), we have recorded retinal waves from the neonatal mouse retina at near cellular
resolution (21x21um electrodes, 42um separation) (Berdondini et al., 2009). We found that the spatiotemporal
patterns of the waves undergo profound developmental changes as retinal synaptic networks mature, switching
from slow random events propagating over large retinal areas to faster, spatially more restricted events, following
several clear repetitive, non-random propagation patterns. This novel pan-retinal perspective of wave dynamics

provides new clues about the role played by retinal waves during visual map formation.

1 Introduction

During perinatal development, neighbouring ret-
inal ganglion cells (RGCs) fire in correlated bursts of
action potentials, resulting in propagating waves (for
review see [1,2]). The spatiotemporal wave patterns
are hypothesised to provide cues for the establishment
of retinal receptive fields and for the binocular organi-
sation and visual map formation in retinal targets. In
mouse, retinal waves are present from late gestation
until eye opening (postnatal day (P) 12). The earliest
waves are mediated by gap junctions (Stage 1), fol-
lowed by lateral connections between cholinergic
starburst amacrine cells (late gestation to P9; Stage I1).
Finally, once glutamatergic connections become func-
tional and RGCs respond to light, waves switch to glu-
tamatergic control (P10; Stage Ill). Despite such ma-
jor developmental changes in network connectivity,
there has been no clear report of parallel changes in
wave dynamics, a problem we attribute to the use of
recording approaches with relatively low spatiotempo-
ral resolution. In this study, we have used the high
density large scale APS MEA (BioCam 4096 from
3Brain Gmbh) [3], allowing us to investigate with un-
precedented precision how the spatiotemporal proper-
ties of retinal waves change during development. The
64x64 APS MEA records at near cellular resolution
(21x21pum electrodes, 21um separation) and high
temporal resolution (7.8 kHz/channel for full frame
rate acquisition). The channels are integrated over an
active area of 2.67x2.67 mm, which is large enough to
cover most of the neonatal mouse retina. An example

of pan-retinal propagation during a spontaneous epi-
sode of correlated activity is illustrated in Figure 1.

2 1. 1emy

Fig. 1. Spontaneous activity propagating across a postnatal day 11
mouse retina, in presence of the GABAA antagonist bicuculline.
Each dot (pixel) represents one electrode on the MEA. Propagating
patterns are visualized in time lapse single frames (from left to right
and top to bottom) of activity raw data acquired every 0.5 s. The
extracellular signals are shown in a false colour map by computing
the signal variance.

2 Materials and methods

All experiments were performed on retinal
wholemounts isolated from wild type (C57bl6) mice
or from the Cone rod homeobox (Crx) knockout
mouse, a model of Leber congenital amaurosis [4].
Retinas were isolated between P1-14 and mounted on
the APS MEA, RGC layer facing down onto the elec-
trodes. All the analysis, from burst detection to the
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computation of wave metrics was done using custom
written codes in Matlab or in R.

3 Results

We found that Stage Il cholinergic waves recruit
relatively few cells, they are initiated at random
locations and slowly propagate with a high degree of
randomness, covering large retinal areas (Fig 2). They
become larger, denser and faster up to P6. P8-9 Stage
Il waves become smaller and slower, a phenomenon
reversed by blocking GABA, receptors with
bicuculline.

Fig. 2. Stage Il waves (P4). Central panel: raster plot of consecutive
waves recorded over 1000s. Top panel: 2-dimensional projections
of the first 3 waves. Bottom panel: pan-retinal average firing rates
over all electrodes.

Stage Ill glutamatergic waves are faster and
denser, and they are more restricted spatially,
following few repetitive, non-random propagation
patterns (Fig 3).
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Fig. 3. Stage Il waves (P10). Central panel: raster plot of
consecutive waves recorded over 600s. Top panel: 2-dimensional
projections of waves 7, 8 and 9. Bottom panel: pan-retinal average
firing rates over all electrodes.

These findings are consistent with the hypothesis
that the large and highly variable Stage Il waves are
important to guide the segregation of retinal
projections into eye specific domains in the brain
visual areas. The spatially more constrained late Stage
Il waves may be important to refine retinotopic
projections. Stage Il waves occur just before eye
opening, after the central retinal projections have
already matured. We propose that these late waves
with characteristically small, dense and highly
repetitive activity patterns may be important for
strengthening retinal connections associated with the
formation of RGC receptive fields.

To test this idea, we have looked at spontaneous
activity patterns during the first few postnatal weeks
in the Crx-/- mouse that carries a genetic mutation

leading to photoreceptor degeneration between 1-6
months postnatal, resulting in complete blindness [4].
Because glutamatergic retinal connectivity is known
to be abnormal from early developmental stages in
inherited retinal dystrophies [5] (even before
photoreceptor death), we postulated that Stage Il
waves may be abnormal in the Crx-/- retina. We found
that Stage Il waves were normal, whilst Stage 111 wave
patterns were indeed completely disrupted (ranging
from absence of correlated activity to very slow and
prolonged  episodes),  demonstrating  aberrant
glutamatergic wiring before degeneration even starts
in the outer retina. Glutamate-mediated slow
oscillations (~10Hz) and strong bursting become
apparent in the RGC layer during the third postnatal
week and continue throughout the degeneration
period.

4 Discussion and concluding remarks
In this study, we have demonstrated that the APS
MEA is a powerful tool to investigate the
spatiotemporal  behaviour of developing retinal
networks. Indeed, thanks to the unprecedented size
and resolution of the system, we have achieved a
novel pan-retinal perspective of early activity
dynamics during retinal maturation, providing clues
about the role played by early retinal activity during
wiring of the visual system in health and disease.
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Abstract

The interstitial cells of Cajal (ICCs) in the myenteric plexus interact with enteric nervous system (ENS) and gener-
ate slow waves to maintain phasic contractions of smooth muscles and the healthy peristalsis in the gastrointesti-
nal (Gl) tract [1]. In this study, both morphological and functional changes in the Gl tract of an AD mouse model
were identified and this provides a foundation for the investigation into degenerative diseases by studying the Gl

tract.

1 Introduction

Alzheimer’s disease (AD) is associated with a
deposition of amyloid plaques and a loss of choliner-
gic neurons in the central nervous system (CNS).
Studies have shown that Gl motility is always dis-
turbed in Parkinson’s disease but there is a dearth of
information on the Gl tract during AD. In the present
study, the structural and functional changes in the Gl
tract of Alzheimer’s transgenic mice (Tg2576) were
investigated.

2 Methods and Materials
Six-month old Tg2576 mice (n = 8) and their wild
type controls (n = 8) were used.

2.1 Morphological studies

Fluorescent immunohistochemistry was per-
formed on whole mounts of the Gl tract (antrum, duo-
denum, jejunum, ileum and colon). Morphologies of
ICCs, enteric neurons and two types of enteric glial
cells were observed using confocal microscopy, and
cell areas were quantified using ImageJ software (Na-
tional Institutes of Health). Statistical comparisons
were made using Student’s t-test (Prism Version 5,
GraphPad Software Inc., U.S.A.).

Paraffin wax sections of antrum, duodenum, jeju-
num, ileum and colon were prepared and subjected to
antigen retrieval using 80% formic acid. Sections
were then incubated with antibodies against amyloid
beta protein. After incubating with HRP-conjugated
secondary antibodies, the presence of amyloid plaques
was visualised using Zeiss Axioskop microscope.

2.2 Functional studies

Whole muscle layers of antrum and ileum con-
taining myenteric plexuses were isolated and placed
into the recording chamber of a microelectrode array
(MEA) (Multichannel Systems, Germany, Figure 1).
Baseline recordings (3 min) were obtained after 60
min perfusion in the presence of nifedipine (1 uM).
Three minute recordings were then taken following
the addition of 1 uM or 5 uM nicotine. The back-
ground noise was removed by 2.5 Hz low-pass and
0.1 Hz high-pass filtering. Power spectrums were
generated using Spike2 (Version 7, Cambridge Elec-
tronic Design Limited, England). Statistical compari-
sons were made using One-way ANOVA.

Figure 1: Whole-muscle layer of ileum was placed directly on the
electrodes in the recording chamber of the MEA system. Scale bar =
lcm
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3 Results

3.1 Morphological Studies

The fluorescent immunohistochemistry of whole
mount tissues showed significant losses of neurons
and glial cells in the ileum of Tg2576 and a significant
loss of S100 positive glial cells in the antrum of
Tg2576 (P<0.05). No morphological changes in en-
teric nervous system were observed in the duodenum,
jejunum, and colon. However, the ratios of GFAP to
S100 positive glial cells increased in the duodenum,
jejunum and colon of Tg2576 and this reflects the oc-
currence of inflammation in these three GI regions.
Also, there were no significant differences in the
numbers of ICCs in all Gl regions (P>0.05).

The ileal paraffin wax sections showed the pres-
ence of amyloid plaques in Tg2576 but not in the wild
type controls. No amyloid plaques were identified in
other GI regions and the brain of both Tg2576 and
wild type controls.

The MEA study demonstrated that nicotine sig-
nificantly increased electrical activity in the ileum and
antrum of the wild type controls but not in Tg2576
(P<0.05). The effect of nicotine in Tg2576 mice com-
pared with their wild-type control may be related to
morphological differences in the Gl tract.

4 Conclusion

These results support the hypothesis that the ENS
is the gateway for the pathological changes, which
occur initially in the gut and then spread to the CNS
through autonomic/sensory nerves or circulation [2].
The present study also demonstrates that the biopsy of
Gl sections may provide a method for an early diag-
nosis for AD.
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Abstract

Over the years, retinal implants have been developed to restore limited functional vision in patients blinded by
outer retinal diseases like retinitis pigmentosa (RP) and age-related macular degeneration through electrical
stimulation of the surviving neurons. The most extensively characterized animal model is the rd1 mouse. However,
the recently identified rd10 mouse, which has a relatively delayed onset and slower progression of degeneration
may be a more appropriate model for human RP. To support ongoing efforts to optimize prosthetic retinal
stimulation [1], optimal stimulation paradigms need to be established for this new mouse line. Here we investigate
retinal ganglion cell (RGC) responses to different stimulation paradigms in adult wt and rd10 mice.

1 Introduction Inc, TX; Neuroexplorer, Nex Technologies; and Matlab) to
generate rastergrams, peristimulus histograms, and stimulus-
response Curves.

A

Retinitis pigmentosa (RP) and age-related macular
degeneration (AMD) are two forms of outer retinal diseases
which result in a substantial loss of photoreceptors.
Although, the remaining inner retina undergoes some REEE=CC=ann
physiological and morphological changes, the characteristic /
cellular layering is still preserved, offering the opportunity
to restore vision by electrical stimulation of the residual
neurons via retinal implants. The most extensively
characterized animal model is the rd1 mouse. However, the
recently identified rd10 mouse, which has a relatively
delayed onset and slower progression of degeneration, may
be a more appropriate model for human RP. In order to (B)
support ongoing efforts to optimize prosthetic retinal
stimulation, paradigms need to be established for this new
mouse line. Here, we investigate retinal ganglion cell (RGC)
responses to electrical stimulation in adult wt and rd10
mice.

2 Materials and Methods
RGC spiking responses were recorded in vitro from

patches of wild-type and rd10 retina using a planar multi- ~ Figl:(A) Standard planar MEA (30um diameter electrodes, 200um
electrode (Multichannel Systems, Reutlingen, Germany). gterelectrode distance, ~Multichannel ~systems, Reutlingen,

” . X X o ermany) . (B) Simultaneous epiretinal stimulation and recording
Prior to electrical stimulation, spontaneous activity was  from the retina (image from Eckhorn et al,2001[2]).
recorded. Stimuli were applied epiretinally via one of the 60
electrodes of a multielectrode array (MEA) while the 3 Results
remaining electrodes recorded electrically evoked responses
(MC Rack, MC-Stim Multichannel Systems; Fig 1A and B).
Stimuli consisted of square-wave, monophasic (either
cathodic or anodic) constant-voltage pulses with varying
voltages and durations. Stimulus randomization was
employed to compensate for recording instability-induced
biases that have been previously observed. The stored data
were processed and analyzed offline (Offline Sorter, Plexon

In agreement with recent reports, spontaneous activity
was higher and more oscillatory in rd10 retina than in the
wild-type [3]. For the wt retina, we found pulse voltage and
duration requirements that are in agreement with previously
published reports. In both wt and rd10 cells, a dependence
on duration was seen only for a few transitional voltages
(near threshold; Fig. 2). Both above and below these
voltages the influence of duration was not significant. A
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subset of cells demonstrated an asymmetric preference for
either negative or positive voltage pulses (Fig. 3).
Additionally, ganglion cell responsiveness decreased with
increased interelectrode distance out to around 800um from
the site of stimulation. Finally some cells in rd10 retina
showed an initial suppression of spontaneous activity upon
epiretinal stimulation.
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Fig. 2. Sample voltage-duration response functions for an rd10
retinal ganglion cell.

4 Conclusion
Our preliminary findings present one of the first
examinations of electrical stimulation in rd10 retina.

Based on these findings, we propose tentative
stimulation parameters appropriate for activation of
rd10 retina. The relevance of our results to the
continued development of efficient stimulation
protocols for retinal prostheses is examined.
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Fig. 3. Asymmetric voltage responses.3D plots showing
asymmetric voltage responses to cathodic and anodic pulses in rd10
retinal ganglion cells.
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Abstract

Neuronal responses to external stimuli attenuate over time when the stimuli remain invariant. Based on
multi-electrode recording system, through simultaneously recording the activities of a subtype of bullfrog’s retinal
ganglion cells (dimming detectors) in response to sustained dark stimulations, we measured how the stimulus
information encoded in firing rate and neural correlation changed over time, and found that there existed a
transition in the coding strategy during the adaptation, i.e., at the early stage of the adaptation, the stimulus
information was mainly encoded in the firing rate; whereas at the late stage of the adaptation, it was more encoded
in the synchronized activities. Our results suggest that in encoding a sustained stimulation, the neural system can
adaptively utlize concerted, but less active, neuronal responses to encode the information, a strategy which may

be economically efficient.

1 Introduction

One of the principle goals in vision research is to
elucidate how visual system encodes, decodes and
transfers external information. It has been proposed
that concerted activity among visual neurons is an
important element of signal transmission [1]. On the
other hand, adaptation is widely observed in visual
activities in responses to sustained stimulations [2].
The mechanisms and properties of adaptation have
both been intensively studied [2-4]. However, study
about how the visual system encodes information
during adaptation process is still lacking.

By using a multi-electrode recording system, we
simultaneously recorded the activities of bullfrog
retinal ganglion cells (RGCs) in response to sustained
dark stimulations. We measured the time-dependent
properties of information representation during the
adaptation process and decomposed the stimulus
information into parts carried by firing rates and
correlation [5]. Our results suggest that concerted
activities between RGCs are essential and effective for
visual information encoding during adaptation.
Although at the early stage of the adaptation, the
stimulus information was mainly encoded in firing
rates, at the late stage of the adaptation, it was more
encoded in neuronal correlation.

2 Methods

Experiments were performed on isolated bullfrog
retinas. Bullfrogs were dark adapted for about 40 min
before experiments. We used a multi-electrode array
(MEA, MMEP-4, CNNS UNT, USA) to record RGCs’
firing activities in response to the stimulus protocol,
which was 15-s flickering pseudo-random images
followed by 15-s light-OFF stimulation and repeated
20 times. All procedures strictly conformed to the

humane treatment and use of animals as prescribed by
the Association for Research in Vision and
Ophthalmology.

Based on the recorded data, we used an
information theory approach to measure the amount of
the stimulus information encoded in the neural
activities [5,6]. Stimulus information was decomposed
into portions carried the firing rates of neurons, and
the pair-wise correlation between neurons.

3 Results

Dimming detector is a special type of bullfrog
RGCs, which respond to a large darkening or dimming
stimulation [7]. In our experiments, the adaptive
response of dimming detector to sustained dark
stimulation was analyzed.

To generate repeatable and reliable adaptive
behaviors, the retina was exposed to 15-s flickering
pseudo-random checker-board followed by 15-s dark
stimulation (Fig. 1A). At the onset of the dark
stimulation, the firing rate of the dimming detector
first increased dramatically and then decreased
gradually to a low level close to the background
activity (Fig. 1B). The whole adaptation process lasted
for about 5 seconds, then the firing of these cells
ceased due to response characteristic of dimming
detectors. In our study, we focused on this 5-s
adaptation process.
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Fig. 1. Adaptation process of dimming detector. (A) The stimulation
protocol. CB represents checker-board. (B) The raster plot of the
activities of a dimming detector in 20 trials.

The information ratio contributed by the firing
rate and synchronized correlation (SC) of 20 neuron
pairs was compared during the adaptation. It is shown
that the information ratio contributed by SC was less
than 5% at the beginning (0 ~ 0.5 s) of neuronal
response to dark stimulation, but was increased to
more than 50% after about 2 s and remained high till
the end of the adaptation (Fig. 2B).
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Fig. 2. Information encoding during adaptation. (A) An example of
synchronized correlation between neurons (SC). (B) Information
contained by firing rate and SC. Error-bars indicate £SEM.

4 Conclusion

In summary, we investigated the dynamical
nature of information representation during the retinal
adaptation to a prolonged stimulation. Our results
reveal that the attenuation of individual neurons’ firing
rates, a typical phenomenon associated with the
luminance adaptation, is not a simple process of
ignoring the sustained input, but rather indicates a
dynamical transition from the independent firing rate
coding to the correlated population coding. The latter
encodes the stimulus information by using the
concerted, low firing of neurons, and hence is
economically more efficient.
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1 Background/Aims

Autosomal dominant optic atrophy (adOA) is a
progressive disease which leads to visual acuity loss,
central and color vision defects, and optic disc pallor.
The Opal®™" mouse is a model for adOA and carries
a mutation in the optic atrophy gene 1 (OPAL) [1].
OPA1 is a ubiquitously expressed GTPase, which
plays a major role in mitochondrial fusion. However,
Opal®™" mice show mostly an ocular phenotype,
characterized by slow, progressive loss of retinal
ganglion cells (RGCs). A loss of >60% of RGCs in 1
year old mice was detected in histological studies [2].
However, except for electroretinography (ERG), no
measurements of the effect of this mutation on retinal
function have been performed.

The retina performs first processing steps of light
stimuli. After activation of photoreceptors (rods and
cones), the information is transmitted to intermediate
neurons and eventually to RGCs, which transmit the
processed visual stimulus to the brain. Many different
RGC types exist and can be classified based on their
functional properties such as response to light incre-
ment/decrement, transient/sustained activity, preferred
direction and frequency of light stimuli etc.

The aim of this study is the functional characteri-
zation of RGC types in mutant (Opal®™*) and wild-
type (Opal*’) mice in order to determine which RGC
types are primarily affected by the mutation.

2 Methods

We wused a perforated 60-electrode MEA
(Multichannel Systems) with an electrode diameter of
30 um and 200 pum spacing. 3-4 mutant and wildtype
mice of each age group (1, 6, 12, 18 months) were
dark-adapted. The retina was extracted from the eye
bulb, placed ganglion cell-side down on the MEA,
and the photoreceptors were stimulated with different
light stimuli including full-field flashes of various
intensities, bars moving in different directions or
velocities, moving sine gratings, white noise flicker,
and natural movies. This stimulus batch was repeated
at different absolute brightness, starting with scotopic
conditions (only rods active), and then switching to
mesopic (rod and cones) and photopic (cones only)
conditions. The RGC responses, i.e. the retinal output,

were recorded, followed by semi-automated spike
extraction and clustering (Offline Sorter, Plexon).
Spike clustering based on amplitude and principal
component analysis lead to "units" containing spike
time-stamps originating from a single RGC. For each
unit, we analyze the responses to each stimulus and
extract one or several characteristic response parame-
ters. Finally, we compare the units, i.e. the RGC types,
found in mutant and wild type retinas.

3 Results

In our perforated-MEA recordings we obtain
good signal-to-noise ratios for mouse retinas. Up to
five different units can be detected on each active
channel, of which we normally are able to extract one
to two units. Recordings from mutant and wildtype
mice are currently processed and analyzed.

4 Conclusion

About 25-30 clean units can be extracted from a
single mouse retina with a 60-electrode MEA and
about 20 additional multiunits can be separated from
noise. With the described technique, we expect to
successfully classify RGC types, and thereby to
identify the types which are affected by the Opal-
mutation.
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Abstract

Retinitis Pigmentosa, a retina disease, results in photoreceptor loss, retina circuitry remodelling and various elec-
trophysiological alterations of retinal cells. In addition, the increased spontaneous activity of Retinitis Pigmentosa
mouse-models (rd1) retinae hampers the assessment of preserved light stimulation responsivity. We aim at identi-
fying ways of reducing the spontaneous activity of rd1 mouse retinae while preserving light stimulation responses.

1 Background

Retinitis Pigmentosa (RP) results in photorecep-
tor loss, retina circuitry remodelling and electro-
physiological changes of cells [1]. To apply vision res-
toration techniques (e.g., stem-cell derived photore-
ceptor transplantation [2]) one needs to consider these
changes, which requires a detailed understanding of
the electrophysiological behaviour of degenerating
retinae. However, increasing spontaneous activity
hampers the detection and analysis of light responses
in degenerating retinae. Using a high-density CMOS-
based microelectrode array (HDMEA) [3], we inves-
tigated light responses from silenced rd1 mice retinae
for the analysis of electrophysiological changes dur-
ing degeneration.

2 Methods and Materials

2.1 Retina preparation

Three- and nine-week-old mice were sacrificed,
and neural retinae were extracted. Animal procedures
followed the RIKEN guidelines, and experiments
were performed under dim red light.

2.2 Optical stimulation setup

A microscope (Olympus BX51), equipped with a
projector set-up (Fig. 1), was used for optical stimula-
tion. The retina on the HDMEA chip was perfused
with recording solution containing (in mM); 120
NaCl, 3.1 KCI, 23 NaHCO3, 0.5 KH2PO4, 6 Glucose,
1 MgSO4 2 CaCl2 and 0.004% phenol red. A mem-
brane held the retina in place, and a coverslip pro-
vided a suitable air/liquid interface, allowing for light
projection.
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Fig. 1. Light stimulation set-up. A microscope was equipped with a
projector, and the HDMEA chip (inset) was placed on the stage. A
custom-built perfusion system was integrated. A membrane holds
the retina on top of the electrodes, and a coverslip provides a suit-
able liquid/air interface.

2.3 Data analysis

Extracellular action potentials were recorded
from retinal ganglion cells (RGC) with the HDMEA.
All signals were bandpass-filtered within a range of
300-3000 Hz. Spike threshold was set to five times
the rms noise. Mean firing rates (MFR, spikes/minute)
were calculated from the total activity of 120 HDMEA
channels. Raster plots were used to reveal activity pat-
terns. Light responses were visually observed to iden-
tify ON-like and OFF-like responses.

2.4 Experiments

First, we increased inhibition in order to silence
the RGC, while preserving light responses. We ap-
plied a GABA transaminase inhibitor to nine week-old
rd1 mouse retinae, up to 16mM. Experiments included
a baseline and a washout phase. Spontaneous activity
was recorded for ten minutes, while the first five min-
utes were not used for data analysis.

In a next step, we tested the light responses of si-
lenced three week-old rd1 mouse retinae. A uniform
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blue light pattern (approximately 1.6 x 1.6 mm?) was
projected on the retinal sample for two seconds.
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Fig. 2. Increasing inhibition by means of a GABA transaminase
inhibitor eliminated spontaneous activity in nine week-old rd1
mouse retinae; (a): mean firing rates (spikes/min.) during the four
experimental phases (baseline, 8mM, 16mM, and washout) during
application of the GABA transaminase inhibitor; (b): raster plots of
all phases. Fifteen seconds are shown for each phase. 120 channels
of the HDMEA were used. Each phase lasted ten minutes; the first
five minutes were not included in data analysis.

Manual inspection revealed ON-like and OFF-
like responses. The repeatability of an ON-like light
response was evaluated by projecting the same light
pattern three times, with at least five-minute intervals
in between to allow for opsin recovery.

3 Results

16mM of a GABA transaminase inhibitor
eliminated the spontaneous activity of nine week-old
rdl mice retinae (Fig. 2). The silenced, degenerated
retinae maintained partial light responsivity (Fig. 3 for
three week-old retinae). ON-like responses featured
increased latency (Fig. 3a). The first ON-like response
to the same stimulus was faster than subsequent
responses (Fig. 3b). Finally, all identified cells showed
temporally sustained responses.

4 Conclusions/Summary

Light responses of silenced three-week-old rd1
mouse retinae revealed increased latency mainly for
ON-like responses. Such disproportional degeneration
was also seen by Stasheff [1], at P14-15, although no
reliable light responses were observed after P21. We
silenced the increasing aberrant spontaneous activity,
while maintaining partial light responses in retinae of
a mouse model of photoreceptor degeneration. The
high resolution capabilities of the HDMEA will allow
further quantitative analysis of electrophysiological
properties during retina degeneration in early and late
disease stages.

Applications in Systems Neuroscience

Fig. 3. Light stimulation: OFF-like and ON-like responses in si-
lenced three week-old rd1 mouse retinal ganglion cells; the thick
black lines at the top mark light exposure. (a): OFF-like (top) and
ON-like (bottom) responses recorded from ganglion cells. (b): pro-
jection of the same stimulus three times reliably evoked ON-like
responses at different response times. Data for each of the three tri-
als are shifted by 100 pV.
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Abstract

Retina samples from guinea pigs were stimulated with light patterns presented by a laser system to identify
different response types. Functional characterisation of the retinal ganglion cells showed sustained ON, transient
ON and OFF behaviour. The activity of individual cells also depended on the size and the duration of the laser

stimuli.

1 Background/Aims

The physiological characterization of electrical
response properties in mammalian retina is aided by
the use of microelectrode arrays and by versatile light-
stimulation protocols [1]. Classical functional
description of retinal ganglion cell responses is based
on the increase or decrease of electrical activity upon
incremental or decremental light stimuli (ON vs. OFF
cells), on the response duration (transient vs.
sustained) or the response latency (brisk vs. sluggish).
However, these response properties are not mutually
exclusive if different stimuli (small vs. full field, short
vs. long) are presented to the same cell. Here we
present first experiments that are aimed towards a
complete mapping of ganglion cell responses to
spatially, temporal and light-intensity modulated
stimuli.

2 Methods

Ex vivo retinas from guinea pigs were prepared
following the description given in [1]. A portion of the
whole mount retina was interfaced ganglion cell side
down on a Microelectrode Array (MEA 60, TiN
electrodes, diameter 30um, pitch 200um, 1TO lead).
Light-induced ganglion cell action potentials were
recorded extracellular with a MEA system (bandwidth
0.3 — 3.0 kHz, sampling rate 25 kHz). Voltage
waveforms were analyzed offline and assigned to
corresponding units using Offline Sorter (Plexon).
Here, ganglion cell activity was assessed using raster
plots and post-stimulus-time-histograms (PSTHSs) of
the action potential’s timestamps. Light stimulation
(diode laser, 473 nm) was performed using a digital
mirror device (DMD) that was coupled through an
optical fibre to the microscope fluorescence port
(Zeiss Axiovert 200). Arbitrary stimuli could be

selected by custom software. The stimulus intensity in
the objective’s (10x) focal plane ranged between 50
PW/mm2 - 1.5 mW/mma2.

3 Results

Stimulation of the whole mount retina with an
ultrashort (1 millisecond) bright (1.5 mW/mm?) light
pulse elicited different light responses in the ganglion
cell population. The majority of neurons displayed
either an ON transient or ON sustained response
(Fig.1a). However, the activity of a few ganglion cells
was inhibited over more than 500 milliseconds
(Fig.1a, right panel). Stimulation of the same retinal
portion using a long (1 second) light pulse of the same
intensity revealed that ON and OFF polarities were
preserved (Fig. 1b) but some transient cells now
displayed a sustained behaviour (Fig. 1b, middle
panel). A switch from sustained to transient response
was observed when light responses following small
spots (10 micron diameter) or full field flashes were
compared (data not shown).

4 Summary

The presented combination of light-stimulation
by a laser-powered DMD and extracellular recording
by a microelectrode array (MEA) allows for fast
functional screening of electrical response properties
in the retina.
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Fig. 1. Functional characterization of three retinal ganglion cells following light stimulation. Rasterplots (upper rows)/PSTHs (lower rows) of
selected ganglion cells recorded on a 60 electrode microelectrode array (MEA).

(a) Light stimulation with a 1 millisecond full field incremental flash induces sustained ON (left panel), transient ON (middle) and OFF (right
panel) behaviour in the selected cell. The vertical line marks the onset of the light stimulus. The stimulus was repeated five times. Red and
blue ticks mark the occurrence of an action potential that is assigned to a ganglion cell recorded on the same electrode.

(b) Light stimulation with a 1 second long full field incremental flash induces sustained ON (left panel) and OFF (right panel) behaviour in
the selected cells. The ON response (middle) becomes more sustained now. The presented ganglion cells were spatially separated by ~ 200 —
400 pm.
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Abstract

As a part of Korean retinal prosthesis project, we investigated effects of current stimuli on evoking RGC responses
in degenerate retina for the long term goal of acquiring the optimal stimulation parameters for the upcoming
prosthesis. Well-known animal model of RP, rd1 mice were used for this study. In this study, we used both
symmetric and asymmetric current pulses and compared the efficiency of both pulses on electrically-evoked RGC

response modulation.

1 Introduction

Retinal prosthesis has been developed for the
patients with retinitis pigmentosa (RP) and age related
macular degeneration (AMD), and is regarded as the
most feasible method to restore vision. Extracting
optimal electrical stimulation parameters for the
prosthesis is one of the most important elements.
Previously, we compared voltage pulse and current
pulse, and proposed preliminary optimal stimulation
parameters [1]. Here, we used charge balanced
biphasic current pulse and we tested polarity effect of
evoking RGC responses by using anodic (or cathodic)
phase-1* biphasic pulse and compared the efficiency
of symmetric and asymmetric pulse on RGC response
modulation.

2 Material and Methods

2.1 Recording of retinal ganglion cell activity

The well-known animal model for RP, rdl
(Pde6b™) mice at postnatal 9 to 10 weeks were used.
From the ex-vivo retinal preparation (n=15), retinal
patches were placed ganglion cell layer down onto 8 x
8 MEA and retinal waveforms were recorded.

2.2 Electrical stimulation & data analysis

8 X 8 grid layout MEA (electrode diameter: 30
um, electrode spacing: 200 pum, and impedance: 50
k&2 at 1 kHz) was used for stimulation and recording
the ganglion cell activity. The 50 identical pulses
consisted of symmetric or asymmetric current pulses
were applied. For symmetric pulse, the amplitude (a)
and duration (d) of pulse were the same, while for
asymmetric pulse, a current pulse of amplitude a and
duration d, followed immediately by a pulse of

amplitude a’ and duration d’ (Fig. 1). Stimulation
frequency was 1 Hz. For amplitude modulation,
duration of the 1% pulse was fixed to 500 ps and the
amplitudes of the 1% pulse (a ) were modulated from 2
to 60 pA, while those of 2" pulse (a” ) were
modulated from 2 to 10 pA. For duration modulation,
amplitude of the 1% pulse (a) was fixed to 30 pA and
the durations of the pulse (d) were modulated from 60
to 1000 ps. The amplitude of 2" pulse (a’) was fixed
to 10 pA, to avoid evoking substantial RGC responses
and the durations of the 2" pulse were modulated
from 180 to 3000 ps (d’). The electrically-evoked
retinal ganglion cell (RGC) spikes was defined as
positive when the number of RGC spikes for 400 ms
after stimulus was 1.3 times higher than that for 400
ms before stimulus in post-stimulus time histogram.
By this definition, we included both short and long
latency spikes. We fitted the amplitude modulation
curve and duration modulation curve with sigmoidal
function (y=(a-d)/(1+[(x/c)]"b), y=a/(1+[(x/b)]" c),
respectively).

i Syapmiiea FPuls

Fig. 1. Symmetric and Asymmetric biphasic pulse used in this
study. (a) anodic phase-1* pulse, (b) cathodic phase-1st pulse.
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3 Results

RGC responses were well modulated both with
symmetric and asymmetric biphasic pulses. But the
response patterns of amplitude modulation and
duration modulation are different; in duration
modulation curve (Fig. 2A), with cathodic phase-1"
pulse, the modulation range is broader regardless of
symmetric or asymmetric pulse. In amplitude
modulation curve (Fig. 2B), cathodic phase-1* pulse
shows better modulation curve with symmetric pulse
not with asymmetric pulse.
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Fig. 2. Electrically-evoked RGC response curves (A) Duration
modulation curve, (B) Amplitude modulation curve obtained with
application of biphasic current pulses shown in Fig. 1.
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4 Summary & Conclusion

The result showed that the RGC responses were
well modulated both with symmetric and asymmetric
pulse. In general, cathodic phase-1* pulse seems to be
more effective in modulating RGC responses except
amplitude modulation with asymmetric pulse.
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Abstract

Our perception of visual environment relies on the capacity of neural population to encode and transmit the
information in incoming stimuli. Studying how neural population activity influences the visual information
processing is essential for understanding the sensory coding mechanisms. In the present study, by using
multi-electrode array system (MEA), we simultaneously recorded spike discharges from a group of bullfrog’s
RGCs. To examine how synchronous activity between RGCs influenced stimulus discrimination, we evaluated the
visual pattern discrimination performance via single neuron activity and synchronized sequence of multiple
neurons. It was found that the enhancement in synchronous activity decreased the discrimination performance.
Our result suggests that population activity exhibits distinct patterns in response to different stimuli, and the gap
junctional connections contribute to the modulation of the neural network performance during visual process.

1 Introduction

Perception of the environment relies on the
ability of neurons to transmit neuronal signals
effectively and encode/decode environmental
stimuli efficiently. Population activity of neurons is
implicated in improving the transmitting and coding
processes [1]. In the retina, correlated firing plays
an important role in visual signal transmission from
retina to the central visual part [2], and correlated
activity among a large group of population can be
reflected by the correlated activity between
pair-wise neurons [3].

It is now clear that gap junctional connectivity
between RGCs are highly plastic, which is
effectively adjusted by the neuromodulator
dopamine (DA) [4], resulting in the changes of gap
junctional conductance, as well as the strength of
synchronous activity [5]. One intriguing question
comes from a consideration of how DA-induced
changes in the gap-junctionally-coupled network
affect the performance of neuron population in
discriminating different spatial patterns.

The present study aimed to examine the role of
synchronous activity of RGCs in stimuli
discrimination and the DA-induced effects on the
discrimination performance. It was found that the
performance of single neuron activity did not
exhibit obvious changes with and without
exogenous DA application. The performance of
multi-neuronal  activity was related to the
synchronization strength and the size of the
synchronized network.

2 Methods

Bullfrogs were dark adapted for 30 minutes

prior to the experiments. Isolated retinas were used
for electrophysiological experiments in accordance
with guidelines for the care and use of animals as
prescribed by the Association for Research in
Vision and Ophthalmology. We used a
multi-electrode array (MEA60, MCS GmbH,
Germany) to record RGCs’ firing activities in
response to the stimulus patterns. A trial of stimulus
consisted of 3 different spatial patterns presented in
random order: checkerboard (CB), horizontal
gratings (GT) and full-field illumination (FF) (Fig
1). Each pattern was presented for 0.5 s with 1-s
intervals. Totally 100 trials were displayed
continuously with 1-s inter-trial-interval. The same
stimulus was applied both in control experiment
and with dopamine application.

To estimate the contribution of single neurons
and neuron population to patterns discrimination,
we performed the classification analysis using
support vector machines method (SVMs) on single
and synchronized sequences.

A

Figure 1. Three stimuli patterns used in the present study. A:
Checkerboard (CB). B: Gratings (GT). C: Full-field illumination
(FF).

3 Results

We presented bullfrog retina a series of
repeated stimuli while multiple RGCs’ responses
were recorded with multi-electrode array system.
Only those cells showed good stability and
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ON-OFF transient further
investigated (Fig 2).

There was no obvious change in correct rate of
stimulus discrimination during control and DA
application, and the mean correct rate exhibited a
slight but not significant decrease with DA
application (0.683 + 0.006 vs 0.673 + 0.006, p =
0.118), suggesting that DA exerted no noticeable
effect on single neurons in stimulus discrimination.

DA enhanced gap junctional connection

between RGCs, and the synchronization strength
of neuron pair was significantly increased by DA.
The DA-induced increase in synchronization
resulted in a decreasing tendency of correct rate
(0.750 £ 0.007 vs 0.704 + 0.007, **p < 0.001).
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Figure 2. Typical responses of RGC to stimuli ON-OFF. Responses
of a RGC evoked by checkerboard (CB), grating (GT) and full-field
white (FW) in control and DA application (1 uM) respectively, with
stimulus presented as 0.5s-ON and 1s-OFF and repeated 100 times.
Each dot denotes a spike firing. (Bottom) Stimulus protocol.

4 Conclusion

The application of DA induced increase in
synchronization strength between ganglion cells,
but decreased the stimulus discrimination ability,
which may be considered as a blurring-like effect in
stimulus discrimination. These results suggested
that the ability of neuron population in
discriminating stimuli is influenced by the
synchronized activity of RGCs, and DA probably
contributes to the modulation in population coding.

Applications in Systems Neuroscience
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Abstract

The microelectrode array is a successfully established method to investigate electrophysiological properties of
neurons. We adapted this technique for enteric neurons and measured the effect of the inflammatory mediator

bradykinin.

Bradykinin leads to a triphasic change of excitability. The stimulation is mediated by B1-, as well as B2-receptors.
It is likely that the expression of Bl-receptors is driven by the procedure of cell culture. Prostaglandins are in-

volved in the mediation of the effect of bradykinin.

1 Introduction

The enteric nervous system plays a crucial role in
the regulation of intestinal functions such as epithelial
ion transport, barrier function of the epithelium, blood
flow in the mucosa or gastrointestinal motility [1].
Since microelectrode arrays (MEAS) have been suc-
cessfully used to investigate the electrical properties
of neurons of different origins, we wanted to apply
this technique to enteric neurons, in particular
myenteric neurons which control the motility of the
gut.

Our interest is focused on the cross-talk between
the immune system and the enteric nervous system, so
we performed experiments with the potent inflamma-
tory mediator bradykinin, which plays an important
role in the genesis of inflammatory bowel diseases [2]

2 Methods

Myenteric neurons were enzymatically isolated
from newborn rats and plated on poly-L-lysin/laminin
coated 200/30iR-Ti-MEAs (Fig.1). After an incuba-
tion period of one to three days action potentials were
recorded. The administration of bradykinin and bra-
dykinin-receptor agonists and antagonists was per-
formed with a pipette. The measurement took place
over a period of 12 minutes after the administration of
the substance and the frequency of action potential
was expressed as spikes per 30 seconds.

Figure 1: Myenteric ganglionic cells cultured on a MEA. Neurons
are marked against MAP2 (green, open arrows) and glial cells
against S-100 (red, filled arrows). Cell nuclei staining was per-
formed with DAPI (blue). For better orientation, the immunohisto-
chemical photo was merged with a light microscopical photograph
of the same MEA depicting the positions of the electrodes relative
to the cells.

3 Results

The myenteric neurons displayed a spontaneous
activity which could be reversibly inhibited by tetro-
dotoxin (TTX) (Fig.2).

The addition of bradykinin led to a triphasic
change of excitability, which consisted in a biphasic
stimulation interrupted by an inhibitory phase (Fig.3).

Experiments with agonist and antagonists of bra-
dykinin receptors showed that the constitutively ex-
pressed B2-receptor as well as the inducible B1-
receptor is involved in this effect. Real-time PCR and
immunohistochemistry confirmed this hypothesis.

In the presence of a cyclooxygenase inhibitor the
effect of bradykinin was reduced.
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Figure 2 A+B: Original tracing of MEA-measurement of myenteric
neurons with (B) and without (A) tetrodotoxin as blocker of
voltage-dependent Na*-channels.
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Figure 3: Influence of bradykinin on the electrical activity of
myenteric neurons.

After measuring the baseline (“Control”) bradykinin was added to
the buffer solution and the frequency of action potentials in “spikes
per 30 seconds” was detected for 720 seconds.

The graph shows the means + SEM of 34 electrodes.
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4 Conclusions

MEAs have been successfully established in dif-
ferent fields of neurosciences. In this study we show
that MEAs are promising tools to investigate enteric
neurons, too.

We examined the effect of the inflammatory me-
diator bradykinin on myenteric neurons.

Bradykinin leads to an excitation of myenteric
neurons. This effect is mediated by B1- as well as B2-
receptors, which allows the assumption that the induc-
ible B1-receptor is upregulated during cell culture on
the MEAs.

Due to the inhibition of the effect of bradykinin in
the presence of a COX inhibitor it seems most likely
that the effect of bradykinin is at least partly mediated
by prostaglandins.

In future experiments the effect of bradykinin on
inflamed tissue will be investigated.
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Abstract

Brain activity desynchronisations after a focal cortical stroke are widely known. In rats the general activity level in
both hemispheres is changed for at least one month. The unilateral stimulation of row B on the deprived side of
the snout results in the visualized representation of the non-deprived row B widening. After focal cortical stroke the
widening was no more observed. The results presented here show the bilateral widening of the homotopic areas
of the rows B representations in the animals deprived for one month just after the stroke. This confirms our suspi-
cion that the cortical plasticity impairment after stroke depends on the destabilization of interhemispheric interac-

tions.

1 Introduction

Brain activity desynchronisations after a focal
cortical stroke are widely known [1]. In rats the gen-
eral activity level in both hemispheres is changed for
at least one month [2]. The ischemic hemisphere suf-
fers from diaschisis and in the same time the contra-
lateral hemisphere activity is strongly up-regulated.

Rodent whisker representation in the somatosen-
sory cortex has a highly somatotopic organization.
Each whisker has its sensory representation in the area
of the barrel field (BF) of the contralateral hemisphere

(Fig. 1).
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Fig. 1. Tangential section of the rat’s brain stained for cyto-
chrome oxidase (CO) activity.
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Fig. 2. Row B representation visualised by the autoradiography
of the [**C]2DG incorporation on tangential sections.
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One month unilateral, partial whiskers depriva-
tion results in the row representation widening. The

widening can be visualized by [14C]-2 deoxyglucose
(2DG) brain mapping (Fig. 2).

As we previously presented the widening extend
depends on whether the unilateral or bilateral whisk-
ers stimulation during brain mapping was performed
[3]. When the deprivation starts just after the stroke
the widening is no longer visible in the 2DG brain
mapping with bilateral rows B whiskers stimulation
[4].

This time | present the effect of unilateral whisk-
ers stimulation during 2DG brain mapping in deprived
rats after the focal cortical stroke.

2 Materials & Methods

2.1 Unilateral partial hiskers deprivation

Sensory deprivation was performed by trimming
all the whiskers contralateral to the stroke except for
the row B. The trimming was repeated every second
day for one month.

2.2 Unilateral photothrombotic focal stroke

in the cortex

Rats were anasthetised by 3% isoflurane/air mix-
ture. The body temperature was controlled and sus-
tained at the 36.5°C + 0.5°C. A catheter (0.75 mm)
was inserted into the rat’s femoral vein. An incision
was made down the midline of the head and the skull
surface exposed and cleaned. An fibre-optic bundle
mounted on a cold light source was placed stereotaxi-
cally on the exposed skull bone, with its light centre
(@ = 1.5 mm) 4.5 mm posterior to bregma, and 4 mm
lateral to, the midline (aperture E/2; 2750K, KL 1500
LCD, Schott, Germany). The Rose Bengal (0.4 ml, 10
mg/ml; Aldrich 330000) was injected intravenously
through a catheter implanted into the femoral vein and
the skull surface was illuminated for 20 minutes.
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2.3 The functional brain mapping

Brain mapping

After a month of vibrissae deprivation, the 2DG
functional brain mapping were performed. The ani-
mals were put in a restrainer and the whiskers of the
non-deprived side were cut close to the skin apart
from row B. [14C] - 2DG (7 pCi/100 g, American Ra-
diolabeled Chemical, spec. act. 55 mCi/mmol;
St.Louis, MO, USA) was injected intramuscularly.
The whiskers of rows B were stroked unilaterally in
rostro-caudal direction with frequency of 2Hz. After
30 minutes of stimulation, the rats were killed by i.p.
Vetbutal (0.4 ml/100 g; Biovet, Pulawy, Poland) injec-
tion and perfused with 4% paraformaldehyde (Sigma-
Aldrich; St.Louis, MO, USA). Then the brain was re-
moved and the cortex of both hemispheres flattened
between glass slides, frozen in heptane at -70°C. He-
mispheres were cut on a cryostat at -20°C into 40 um
tangential sections, which were collected alternately
on specimen slides and cover slips. The sections on
cover slips were immediately dried and exposed on
Kodak Mammography film for 2 weeks with a set of
[14C] standards (American Radiolabeled Chemicals;
St.Louis, MO, USA). The remaining sections were
stained for cytochrome oxidase (CO) activity to iden-
tify the barrel field.

Image analisis

The autoradiograms were analyzed by a computer
image analysis program (MCID, Res Inc., Ontario,
Canada). The software allows displaying an image of
a stained section (from which the autoradiogram was
obtained) and an adjacent cytochrome oxidase stained
section which was superimposed on the autoradio-
gram so that the relations of the barrel field and the
position of the stroke could be accurately determined
(Fig. 1). The width of the 2DG labeled cortical repre-
sentation of row B whiskers was measured on every
section at three locations across the row. Pixels with
2DG-uptake intensity exceeding the mean of the sur-
rounding cortex by more than 15 % were considered
as labeled representations. Results tested first for the
relatively equal widening within layers were averaged
for all sections (layers 11 to VVI) of one hemisphere.

3 Results and discussion

Results

The unilateral stimulation of row B on the de-
prived side of the snout (in contrast to bilateral whisk-
ers stimulation) results in the visualized representation
of the non-deprived row B widening by 25% (1156um
(unilateral) vs. 918um (bilateral); p<0.05). However,
the unilateral stimulation of the non deprived row B
on the intact side of the snout results also in its repre-
sentation widening when compared to the healthy de-
prived animals (1142um vs 845um; p<0.05) and the
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uni- vs. bilateral whiskers stimulation is pronounced
(31%, 1142um vs. 846um; p<0.05).
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Fig. 3. The width of the 2DG incorporation in the rows B repre-
sentations of the deprived and non-deprived hemispheares and its

dependence on uni- vs. bilateral whiskers stimulation in the healthy
and post stroke animals. * Mean + SD; * P < 0.05

As the whiskers—barrel cortex connectivity is sup-
posed to be completely crossed we may expect that
the callosal connections interact with basic plasticity
rearrangements and that the post stroke cortical activ-
ity remodelling and the interhemisferic activity bal-
ance results with abnormal experience-dependent
plasticity mechanisms.

4 Conclusion/Summary

The results confirm our suspicion that the cortical
plasticity impairment after stroke depends on the de-
stabilization of interhemispheric interactions. The lo-
cal field potential recording and the current source
density analysis with simultaneous 2DG brain map-
ping will allow us to follow more precisely the signal
transmission within the cortex during brain plasticity
changes.
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Abstract

In order to establish widespread neuronal and glial cell interaction in culture, we attempted the magnetic nanopar-
ticles (MNPs)-based 3-Dimensional neuronal and astrocytic network construction. Here, the monolayer neuronal
networks were covered with MNPs-injected astrocytes by using external magnetic force, and evaluated the modu-
lation of spontaneous activities by using microelectrode arrays (MEAs). As a result, we observed the time-
dependent modulation of synchronized periodic bursting activities during 48 hours culture. Therefore, the results
suggested the spontaneous activities of neuronal networks were modulated by astrocytic networks.

1 Introduction

To reveal the complex brain function, the investi-
gation of neuron-glia interaction is one of the impor-
tant themes. Actually, it is known that synaptic trans-
mission is modulated by an astrocyte in the pre- and
postsynaptic terminal [1, 2], and its phenomenon is
related with the synaptic activity and plasticity [3, 4].
However, until now, the modulation of network-wide
neuronal activities depending on neuronal and glial
cell interaction was not understood. Furthermore, an
astrocyte makes an activation spread to the surround-
ing astrocytes through gap junctions [5], and these ac-
tivations interact with the wide scale neuronal net-
work activity [6]. Therefore, it is necessary to evaluate
functional connections between neuronal networks
and astrocytic networks. Here, in this study, we dis-
cussed the 3-Dimensional co-culture method for net-
work-wide interaction of neurons and astrocytes by
using the magnetic nanoparticles (MNPSs)-injected as-
trocytes (MNPs-AS) and the external magnetic force.
In addition, we evaluated the time-dependent modula-
tion of spontaneous activities of MNPs-AS integrated
neuronal networks by using MEAS during stable stage
of neuronal network activities.

2 Materials and Methods

The schematic view of the methods of 3-
Dimensional astrocytic network integration on the
monolayer neuronal network is shown in Fig.1.
Briefly, the methods described below. The neuronal
and glial cells were dissociated from E18-19 rat corti-
cal tissue by using trypsin-EDTA, and some of these
cells cultured on the MEAs or the polystyrene dishes.
Here, to separate the neuronal cells and astrocytes
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during MNPs injection, neuronal cells cultured on
polystyrene dishes were killed by cold medium stimu-
lation (4°C, 10 min) and subculture. Next, magneti-
cally-collected MNPs-AS were re-plated on the cul-
tured monolayer neuronal networks by using the mag-
netic-hold device which was set up under the MEAs
dish. After MNPs-AS integration on the monolayer
neuronal networks, the spatiotemporal patterns of
spontaneous electrical activities were evaluated by the
extracellular recording using MEASs during network
reconstruction.
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Fig. 1. Schematic view of 3-Dimensional integration of astrocytes
on the monolayer neuronal networks by using MNPs-As and exter-
nal magnetic force.
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Fig. 2. Morphological changes of neuronal networks and modulation of neuronal network activities by MNPs-AS integration. Time-
dependent changes of (a) morphologies (0, 2, 24 h) and (b) spontaneous activities (0 and 48 h). Number of (c) spikes and (d) synchronized

periodic bursting activities during MNPs-AS integration. (N=4, £SD).

3 Results and Discussion

The time-dependent (0, 2, 24 hours) morphologi-
cal changes of 3-Dimensional neuronal networks
which applied MNPs-AS integration were shown in
Fig. 2 (a). These images showed the astrocytes were
able to integrate on the monolayer neuronal networks
with high-density by external magnetic force after 2
hours culture. And the obvious morphological changes
of integrated MNPs-AS were observed during 24
hours culture. Here, the time-dependent changes of
the wave forms of spontaneous electrical activities af-
ter MNPs-AS integration were shown in Fig.2 (b).
These results indicated the spatiotemporal patterns of
spontaneous activities were widely modulated during
48 hours culture. In particular, the spontaneous syn-
chronized bursting activities were organized to the pe-
riodic bursting activities in the whole of MNPs-AS
integrated area. And the quantitative results of time-
dependent changes of spontaneous activities were
shown in Fig. 2 (c) and (d). In these results, the de-
crease of spike frequencies observed at 2 hours cul-
ture. However, the synchronized bursting activities
were highly increased at 2 to 48 hours culture. In ad-
dition, the number of bursting activities was increased
during culture period.

Therefore, these results suggested the monolayer
neuronal network activities were modulated by
MNPs-AS integration. And the spontaneous activities
were activated and organized by high-frequency syn-
chronized bursting activities during MNPs-AS inte-
gration.

4 Conclusion

In this study, we observed network-wide modula-
tion of spontaneous activities by using MNPs-injected
astrocytes and magnetic force-based 3-Dimensional
co-culture method. These results revealed the astro-
cytic networks were interacted with the neuronal net-
works related with its spontaneous activities.
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Abstract

The ventral tegmental area (VTA) is implicated in a synchronizing loop with the prefrontal cortex and the
hippocampus [1]. In-vivo, but also in-vitro, the VTA is characterized by spontaneously firing dopaminergic neurons
(frequency 1-4 Hz). It is not clear whether these neurons operate in isolation or whether they form a large (partly)
synchronized network. Recording simultaneously from a large population of VTA neurons using 3D MEAs allows
investigation of this question. Here we describe analysis techniques aimed at quantifying the level of coupling and

synchronization of multiple (>20) dopaminergic neurons in the local VTA network.

1 In vitro ensemble recordings

In acute brain slices the substantia nigra and VTA
can be readily identified by colour and shape. When
positioned on 3D MEAG0 chips more than 20
spontaneously active dopaminergic neurons can be
stably recorded for several hours (Fig. 1).
Interneurons (recognized by higher firing rates and
lack of dopamine receptors) are rarely picked up,
probably due to their small soma size, which leads to
low amplitude spikes with a small signal to noise
ratio. The spikes of the principle cells can be
transformed to point processes and an analysis of the
relationship between these spike trains allows us to
determine the coupling state in the network.

2 Methods

2.1 Preparation and recording

Acute brain slices (300 um), that contained the
VTA, were prepared from male Wistar rats [2] and
positioned on a 3D MEA-60 chip (Qwane inc.) under
slight magnification. The slice was submerged at all
times in artificial cerebral spinal fluid (composition in
mM: NaCl 120; KCI 3.5; MgSO, 1.3; NaH,PO, 1.25;
CaCl, 2.5; D-glucose 10; NaHCO; 25), perfused at 2
ml/s and kept at 32 °C (bubbled with 95% O, / 5%
CO,). The recording of the spontaneous baseline
activity in the network lasted up to 1 hour to ensure
acclimatization of the slice to the recording
conditions. The D,-receptor agonist quinpirole (1 uM)
was used to identify dopaminergic neurons as the
induced hyper-polarization quickly and completely
silenced them. The 60 electrode signals were sampled
at 20 kHz and were further analysed using software
written in the Python language.

2.2 Network analysis

The synchronization between a given pair of
dopaminergic VTA neurons was analysed using the
PPC (Paired Phase Consistency) [3]. Briefly, the two
spike trains were converted to point processes
(resolution 1 ms) and divided into time segments. For
each segment the phase of the binary signal was
computed using the Fourier transform. From these the
relative phase (from in-phase to anti-phase) between
the two spike trains was computed for each time
segment separately. Finally the PPC, which is an
unbiased form of the classic phase-locking-value
(PLV), measures the similarity / consistency of these
relative phases over all time segments. The PPC
measures the strength of the synchronization between
two neurons from 0 (random phase relationship) to 1
(fully synchronized spike timing) and can be negative
to remain unbiased. To obtain an overall measure of
synchronization of spontaneous activity in the VTA
network, we computed the PPC across all stationary
pairs (214 pairs from five separate recordings) during
baseline conditions. Additionally an identical analysis
was performed on shuffled data, where for each
neuronal pair the time segments of one neuron were
randomized.

Fig. 1. Spontaneous activity of two dopaminergic neurons ( traces
were high-pass filtered at 200 Hz).
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3 Results

The spontaneous firing rates of the dopaminergic
VTA neurons were observed to be around 1-2 Hz (Fig.
1). The autocorrelation functions show that the
dopaminergic neurons have a dominant oscillatory
frequency, which was extracted by calculating the
intervals between the peaks in the autocorrelation
function (Fig 2). The oscillation frequency was used
to focus the PPC analysis on the relevant frequency
domain.

[

Fig. 2. Auto-correlation function of the binary spiketrain of a typical
dopaminergic VTA neuron, showing regularly oscillating side lobes
(normalized to lag-0).
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The average PPC, which measures the strength of
the network synchronization, was significantly higher
than zero  (t-test, p<0.0001, mean=0.0042,
SEM=0.0003, blue bars Fig. 3). Although it has been
proven that the mean PPC is an unbiased estimate of
phase coupling [3], we also determined the PPC
distribution for the same spike trains after random
shuffling (red bars Fig. 3). The shuffled PPC values
are tightly distributed around zero confirming the
significance of the measured baseline phase coupling.
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Fig. 3. PPC distribution of the spontaneously active VTA network
(blue bars) has a higher than zero average and shows higher network
strength than the randomized network (shuffled, red bars)
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The PPC estimates the square of the classic PLV
therefore the values found here (0.001-0.015)
represent weak to moderately strong phase coupling.

4 Conclusions and discussions

Our in vitro MEA experiments were able to
record ensembles of dopaminergic neurons in the
VTA. These neurons fire in a highly rhythmical
fashion and have one dominant oscillation frequency.
Together these auto-oscillators form a weakly coupled
network, in which there is a significant amount of
phase locking between the spike activity of the
neurons.
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Abstract

The subiculum is the principal target of CA1 pyramidal cells and thus serves as the major relay station for the
outgoing information of the hippocampus. Subicular pyramidal cells are classified as regular- and burstspiking
cells. In regular firing cells, induction of long-term potentiation (LTP) relies on the activation of postsynaptic NMDA
receptors. In contrast, in burst-spiking cells, LTP is induced by presynaptic NMDA receptor-mediated Ca2+-influx
that results in the activation of the cAMP-PKA cascade (Wozny et al., 2008 a,b). Activation of beta-adrenergic
receptors at CAl-subiculum synapses induces a cell-type-specific form of chemical LTP in burst-spiking but not in

regular-spiking cells (Wojtowicz et al., 2010).

1 Methods/Statistics

Using a multi-channel electrode system, we
simultaneously recorded field-EPSPs in acute rodent
brain slices from 59 electrodes located in the
subiculum, presubiculum, parasubiculum and the
medial and lateral EC to assess if beta-adrenergic
receptor activation changes the information transfer
from the hippocampus to its parahippocampal target
structures.
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2 Results

We demonstrate that beta-adrenergic receptor
activation modulates trafficking of hippocampal
output and therefore may play an important role in the
facilitation of interaction between the hippocampus
and distinct parahippocampal target structures..

3 Conclusion

Activation of beta-adrenergic receptors in the
subiculumgates hippocampal output information to
specific target regions in the parahippocampal cortex.
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Fig. 1. Relative rise of amplitudes over time in control and pilocarpine treated rats after p-adrenergig receptor activation by Isoproterenol.
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Abstract

Neuronal signalling in cell cultures is strictly tied to the topology of the biological network. This paper develops
guantitative assessments to relate parameters characterizing the culture morphology with both classical and new

guantifications of electrical activity.

1 Introduction

Electrical activity profile of a cell culture is quite
dependent on the morphology and connections among
neurons [1]. In fact, several computational methods
exist for estimating neural connectivity based on elec-
trical recordings [2,3], which are closely related to
neurocomputational models of cultures [4]. Few
works in the literature consider imaging information
tied to electrical activity [4,5]. In this paper, our goal
is to build simple statistical models to investigate the
relationships existant among electrical activity vari-
ables and some parameters tied to cell morphology,
the last ones estimated from imaging performed on the
culture plated on a planar MEA.

2 Methods and Matherials

2.1 Laboratory procedures

Primary cultures of cortical neurons of rat hyppo-
campus were performed by extracting the tissue of
embryos at 18 days of development, considering all
procedures requested by Ethics Committee of Univer-
sity of Genoa. The cultures were grown on planar
MEAs containing 60 microelectrodes, with 30 um di-
ameter and 200 pm spacing between them (Mul-
tichannel Systems, Reutlingen, Germany). Data was
monitored and recorded by the commercial software
MCRack (Multichannel Systems, Reutingen, Ger-
many).

The spontaneous activity of a mature culture of
39 days in vitro (DIVs) was recorded during 20 min-
utes just one time, which was immediately followed
by imaging at a Olympus microscope, including the
magnification of 10 X. A complete set of pictures of
all electrodes was taken, by using a Samsung device
of 3.1 Megapixels of resolution,

Electrical activity was analysed by two different
techniques. The first one was classical spike analysis

[3], leading to the following quantities that character-
ize spike and burst profiles: average interburst inter-
vals (abbreviated by IBI [s]) and average mean time
elapsed between two consecutive spikes (MISI [ms]).
The second technique involves a nonlinear-
dynamical-system approach [3], so that to estimate the
following average parameters on the raw MEA signal
(i.e., considering the pure amplitudes of the signal be-
fore performing burst analysis): kurtosis (CURT),
skewness (OBL), standard deviation (DP) and Hurst
coefficient (HURST), all of them adimensional. For
both techniques, “average” considers average taken
over all channels and during all the recording time.

Images were analysed by an expert biologist that
could identify neurons and circle them, so that to gen-
erate another set of images (abbreviated S1) com-
posed of just traces highlighting neuronal borders as a
result of visual analysis. In the following, by means of
image processing, the microelectrode tracks were
separated in another set of data, and then computa-
tionnally added to S1. The resulting images were then
processed by means of the ImageJ platform, so that to
estimate the following parameters: the average dis-
tance between one cell and all the other ones in the
image (DM [micrometers]), where “average” consider
all identified cells by the biologist. The fractal dimen-
sion tied to the image (DF) and its entropy (ENT)
were also estimated, based on [4]. These quantities
characterize the randomness of cell distribution
throughout the MEA surface, but also considering the
microelectrodes.

2.2 Statistical methods

Regression analysis is a technique to model and
investigate the relationship between variables. In a
multiple linear regression, there is an expected value
of Y for each value of X; with i=1...n [6]. In this case,
the expected value of Y is given by (1)

8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012 143



Applications in Systems Neuroscience

Y =ﬁ0+ﬁlxl+ﬁzx2 +"'+ﬁnxn +e (1)

Where B, corresponds to a linear coefficient; p; is the
coefficients of variable X; (with i=1...n); e is a ran-
dom error supposing normal distribution, zero-mean
and variance o°.

Linear correlation between variables is measured
by Pearson’s linear correlation coefficient, represented
by letter R, which can vary between -1 and 1. The ex-
treme values concern to perfect correlation, and 0
means no correlation at all.

P-values should be considered in linear regression
studies. Considering a = 0,05 and the hypothesis to
test the relevance of coefficients £i: Ho: i =0; Hi:
Si#0. If p-value is less than or equal to a, reject Hy
and the respective variable contributes to the model
[6].

The difference between the estimation of the fit-
ted model (\f) and the actual value of the dependent
variable () corresponds to the residue, that should be
random and present normal distribution to validate the
model. There is also the possibility of model adjust-
ment for the models that could not be validated [6].

Only data of 33 channels were considered, since
after preliminary analysis some of them were consid-
ered possible outliers.

3 Results

The two most significant models obtained from
this database are presented in this section.

3.1 Model 1

HURST =0.3-0.008*OBL+0.1237* DF —0.021* DP
2

Pearson’s coefficient value is R = 0.8294 and P-value
is P =0.00001.

The first model presents HURST as dependent
variable. It was used the step-by-step technique to dis-
close the most significant independent variables, that
are skewness of electrical activity signal, fractal di-
mension of images and standard deviation of electrical
activity signal amplitude.

3.2 Model 2

DM =86.469 + 0.0205* CURT + 0.0819* ENT+ (3)
0.0595* IBI + 0.1281* MISI

Pearson’s coefficient value is R = 0.5871 and P-value
is P = 0.0156.

The second model presemts DM as dependent
variable. The same technique of model 1 was used to
derive model 2. The independent variables are CURT,
ENT, MISI and IBI. The second model was not vali-
dated because its residuals are not random.

4 Discussion and conclusions

For the first model, considering the very high
value of its Pearson coefficient and the low p-value, a
quite interesting result arises. It states that the nonlin-
ear characteristics of the raw signal (HURST) may be
derived or estimated based on both signal high-order
statistics (OBL, DP) and the randomness of the cell
distribution (DF), which is closely related to the cul-
ture morphology.

For the second model, one may conclude that the
distance between cells (DM) may be derived from
both spike (MISI) and burst (IBI) characteristics, but
also considering the nonlinearities of the electrical ac-
tivity tied to its kurtosis (CURT), as well as the ran-
domness of cell distribution in terms of its entropy
(ENT). However, considering the low value of the
Pearson coefficient, this may be considered a poor re-
sult.

In brief, it is interesting to put forward that Model
1 attests the mutual relationship between electrical
signaling and morphology, whereas Model 2 high-
lights that classical spike/burst analysis may not pro-
vide the best results. On the other hand, as the raw
MEA signal is analysed, including also the biological
noise (as in parameters CURT, OBL), we can derive a
better relationship .

Acknowledgements

Authors are indebted to IBRO, UFU, Fapemig for
finantial support, University of Genoa (UniGe) for
providing the laboratory that led to the database,
Danilo R. Campos (UFMG) for performing experi-
mentations at UniGe, B.Tedesco for helping with im-
aging; Mauro Guzo and Mona Shinba (USP-RP) for
data analysis, Amanda F Neves (UFU) for visual
analysis of images and Prof. Joao Destro (UFU) for
technical support.

References
[1] Kandel, E.C.; Schwartz, J.H., Jessel, T.M.(2000). Principles of
neural sciences. New York: Mc-Graw Hill Inc.

[2] Glaser, E.M; Ruchkin, D.S.(1976). Principles Of
Neurobiological Signal Analysis. Academic Press: N York,
USA.

[3] Taketani, M.; Baudry, M., editors. (2006). Advances in
Network Electrophysiology - Using Multi Electrode Arrays.
New York: Springer Press, 478 p.

[4] Makki-Martunen, T., Acimovic, J., et alli.(2011). Information
diversity in structure and dynamics of simulated neuronal
networks. Frontiers in Computational Neuroscience. Vol.5,
Article 26, pp.1-17.

[5] Takahashi, N., et al.. (2007). Watching neuronal circuit
dynamics through functional multineuron calcium imaging
(fFMCI). Neuroscience Research, 58, 219-225.

[6] Montgomery, D.C.; Peck, E.A.; Vinning, G. Introduction to
linear regression analysis. 4™ ed. Ed. Wiley Interscience,
2007.

144 8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012



Heart

8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012 145



Heart

Mesenchymal stem cells improve functional and
morphological integration of induced pluripotent stem-
cell derived cardiomyocytes into ventricular tissue

Martin Rubach®, Roland Adelmann®, Florian Drey?, Sven Baumgartner*, Tomo Saric®, Yeong
Choi?, Klaus Neef?, Azra Fatima®, Anette Koster', Moritz Haustein®, Marcel Halbach®, Juergen
Hescheler®, Konrad Brockmeier®, Markus Khalil*

1 Department of Pediatric Cardiology, University of Cologne
2 Department of Thoracic Surgery, University of Cologne

3 Department of Cardiology, University of Cologne

4 Institute for Neurophysiology, University of Cologne

Abstract

Introduction: Transplantation of induced pluripotent stem cell-derived cardiomyocytes (iPS-CMs) into damaged
myocardium might become a therapy to improve cardiac function. There is cumulating evidence reporting beneficial
effects of cell transplantation strategies combining a source for CMs with other cell types. From these observations we
hypothesized that non-myocytes might be necessary for an improved functional integration.

Aim: To investigate whether murine mesenchymal stem cells (MSCs) improve electrical and morphological integration
of murine iPS-CMs into vital cardiac tissue

Methods: Murine ventricular slices (thickness 300 pm) were co-cultured with iPS-CMs and MSCs for 4 days.
Integration was evaluated by visual methods, field potential (FP) recordings and propagation maps via multi-electrode
array (MEA) measurements. To determine the origin shift of pacemaking activity, we programmed the “LabVIEW”
based mapping software “Mapview RuBo”.

Results: IPS-CM clusters had an average beating frequency of 333 £ 140 (n=32). Vital slices with (n=28; 78 + 55
bpm) or without (n=29; 78 + 44 bpm) iPS-CM clusters served as controls and displayed similar average frequencies
after 4 days of co-culture. Co-cultures of vital slices with iPS-CMs and MSCs (n=16; 238 + 133 bpm) showed a
significant increase in beating rates compared to the controls indicating an improved electrical integration of the iPS-
CMs. Propagation map analysis exhibit a shift of pacemaking region towards iPS-CM cluster.

Summary/Conclusion: Improved integration of rapidly beating iPS-CM cluster induces a raised frequency of the
slice, meaning that the iPS-CM cluster serves as a pacemaker for the cardiac slice. We conclude that non-cardiac
cells like MSCs support morphological and electrical integration of iPS-CMs. MSCs are an easy accessible cell source
and could be used in future as mediator cells for a successful transplantation of iPS-CMs.

iPS-CM in vitro (5). Mesenchymal stem cells can be
easily isolated from adults and are already often used for
transplantation trials and tissue engineering (6). Beside
structural advantages, positive immunomodulatory
paracrine effects and conduction enhancement by Cx43

1 Introduction

A worldwide persisting donor organ shortage
requires the development of alternative cell replacement
strategies to regenerate damaged myocardium (1).
Application of embryonic stem cells and their

differentiated derivates are often immune-rejected (1-3).
Cardiomyocytes derived from murine induced
pluripotent stem cells (iPS-CM) offer a promising
ethical acceptable cell source. Unfortunately, the
resulting purified differentiated cardiomyocytes offer
insufficient engraftment and integration which reduces
the functional improvement of damaged myocardium
(4). Therefore, we tested different non-myocyte cell
lines like mesenchymal stem cells (MSCs) to enhance
morphological, electrical and functional integration of

are described (7, 8).
2 Methods

2.1 Generation of ventricular Slices

Vital contracting slices were generated as described
earlier (11). Briefly, embryonic myocardial ventricles
(day 17,5 post coitum) were prepared and embedded in
4% low melt agarose (Carl Roth GmbH Co. KG,
Karlsruhe, Germany). Preparation and slicing was
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performed in ice cold (~4°C), pre-oxygenated calcium-
free Tyrode’s solution with a vibratom VT1000s (Leica,
Wetzlar, Germany).

2.2 Generation of avital cardiac tissue by

oxygen and glucose deprivation

An ischemia mimicking slice model was produced
by elimination of oxygen and glucose for 45h as
previously described (11). Accordingly, slices were
transferred into a custom made hypoxia chamber,
fumigated with nitrogen and retained in Tyrode solution
with deoxy-glucose instead of glucose.

2.3 Investigation of electrical coupling by

multi electrode measurement

Vital slices were co-cultured with a single
contracting iPS-CM cluster either with or without MSCs
on multi electrode arrays (12). Field potential (FP)
recordings were performed using the MEA System
(sampling rate 20 kHz) with an MEA amplifier 1060
(Multi Channel Systems). Frequency was analyzed by
MC”Rack (Multi Channel Systems, Reutlingen,
Germany). Origin shift of pacemaking area was
determined by an selfmade programmed mapping
software based on “LabVIEW” (NI, Houston, Texas;
“Mapview RuBo0”). The FPs of iPS-CM clusters were
distinguished from FPs of ventricular slices by their
different morphology and smaller amplitude. Data are
represented as mean + standard deviation, level of
significance is set to p<0.05.

2.4 Investigation of morphological
Integration and force measurement
Auvital slices were co-cultured with iPS-CM clusters

in a custom made dish with a funnel shaped cavity to

ensure close contact up to 7 days (12, 13). Integration
into avital tissue was judged by a scoring system

(scores: 1-3).

3 Results

3.1 Electrical integration of iPS-CM cluster

into vital cardiac tissue

Successful electrical integration resulted in a
significantly raised contraction frequency of the slice
and a shift of conduction offspring to the clusters area.
On the first day after co-culture procedure, the beating
rate of the vital slice was significantly higher in co-
cultures containing MSCs and iPS-CM cluster compared
to either vital slices or vital slices with iPS-CM clusters
alone ([iPS-CM MSC Vital] n=16; 87 +102 bpm vs.
[iPS-CM Vital] n=29; 33 + 39 bpm; p<0.05 and vs.

Heart

[vital] slices n=25; 31 + 52 bpm; p<0.05). During 4 days
of co-culture the beating rate increased subsequently.
Due to its peaks with low amplitude and their initial
higher beating rate, the iPS-CM cluster FPs could be
detected correspondingly to the cluster location and
were further distinguishable from the slice FPs.
Appearance of int