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Foreword 

Substrate-Integrated Microelectrode Arrays:  
Electrophysiological Tools for Neuroscience, Biotechnology and Biomedical Engineering 
 
8th International Meeting on Substrate-Integrated Microelectrode Arrays, July 10 - July 13, 2012, Reutlingen, Germany 

 
Forty years ago, in 1972, Thomas et al. intro-

duced the use of planar microelectrode arrays (MEAs) 
as a “convenient non-destructive method for maintain-
ing electrical contact with an individual culture, at a 
large number of points, over periods of days or 
weeks.” 1 

Since then, the number of users is growing con-
tinuously. Thanks to the worldwide MEA community 
and its creative drive, a broad spectrum of applica-
tions employing MEAs has been established. Cur-
rently, 630 members subscribe to the MEA user group, 
the web-based scientific discussion group for MEA 
users2.  

Equipped with outstanding hard- and software, 
MEAs contribute to the unravelling of fundamental 
physiological functions of the brain, such as memory, 
learning, circadian rhythms, and neuronal develop-
ment. Through MEAs, we have begun to understand 
cognitive diseases, such as Alzheimer’s disease and 
epilepsy, better. Furthermore, cardiovascular, stem 
cell, and retina research also benefit from the ad-
vancements in MEAs. An ever increasing number of 
excellent scientific publications proves the maturity of 
MEA systems: they are now routine tools in extracel-
lular electrophysiology and, in the pharmaceutical in-
dustry, they have been applied successfully in tests of 
efficacy and safety. 

The broad range of applications is rooted in the 
broad spectrum of customized hardware. Today’s elec-
trode arrays comprise between 30 and 30,000 re-
cording sites embedded in glass, silicon or a flexible 
polymer, with electrodes made of either titanium ni-
tride, field effect transistors or futuristic carbon nano-
tubes. 

It is again an honour and a great pleasure for the 
NMI and the Bernstein Center Freiburg, our co-
organizer, to be able to host the eighth edition of the 
MEA meeting. This year we welcome more than 280 
students and senior researchers, MEA developers, as 
well as new and experienced MEA users. Several hun-
dred authors and co-authors from 23 countries have 
submitted abstracts for 28 oral and 130 poster presen-
tations.  

The topics of the meeting range from sub-cellular 
analyses to the newly introduced session of in vivo 
applications. Special emphasis is given to technologi-

                                                           
1 Thomas, C. A. Jr. et al. A miniature microelectrode array to  
monitor the bioelectric activity of cultured cells. Exp Cell Res. 
1972;74(1):61-66 
2 http://tech.groups.yahoo.com/group/mea-users/ 

cal developments. The proceedings book offers a rep-
resentative overview of current techniques and appli-
cations.  

A scientific committee was set up to review each 
of the submitted abstracts and to select the best ones 
for oral presentations. We would like to thank them 
for their support and also for selecting figures for the 
best-picture award. This year’s cover collage reflects 
the application range, from cellular analysis to in vivo 
applications using flexible arrays. 

We welcome you wholeheartedly to Reutlingen 
and we are looking forward to an exciting meeting 
with lively and stimulating discussions – with old and 
new friends and colleagues. 

 
Enjoy the meeting! 

 

Dr. Alfred Stett, Dr. Günther Zeck 
Conference chairs, NMI, Reutlingen 

Prof. Dr. Ulrich Egert 
Co-Organizer, Bernstein Center Freiburg 

contact pad

glass substrate
5x5 cm

microelectrode array

culture dish

electrode
array

Standard Microelectrode Array (MEA). The substrate-
integrated electrodes in the centre of the dish can be used 
both for stimulating and recording cultured cells and tis-
sue. MEAs are being used to address numerous questions 
in neuroscience, neurotechnology and cardiovascular re-
search, as well as for drug testing in the pharmaceutical 
industry.  
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Programm at a Glance 

Tuesday, July 10  

13:00 – 16:30 MEA Workshop: “Meet the Expert”-Sessions (at NMI, Reutlingen) 

19:00 – 20:00 Welcome Addresses and Opening Lecture 
Wireless and implantable multielectrode devices interfaced to brain circuits - clinical 
prospects (A. Nurmikko, Brown University) 

20:00  Opening Reception 

 

Wednesday, July 11  

8:30 - 10:30 Session: New Materials and MEA Design 

10:30 – 11:00 Coffee Break 

11:00 – 12:20 Session: Multi-Electrode Probes for In Vivo Applications 

12:20 – 14:10 Lunch Break 

14:10 – 15:50 Session: Neural Dynamics and Plasticity 

15:50 – 16:20 Coffee break 

16:20 – 17:00 Session: Signal Analysis and Statistics 

17:00 – 17:40 Session: Applications in System Neuroscience 

18:30  Social event: Punt ride on the river Neckar in Tübingen 

 

Thursday, July 12  

8:30 – 15:00 Poster Sessions 

15:00 – 16:00 Coffee Break 

16:00 – 17:20 Session: Heart 

18:30  Social event: Conference Dinner at Urach Residential Palace 

 

Friday, July 13  

8:30 – 10:10 Session: Electrical Stimulation 

10:10 – 10:50 Coffee Break 

10:50 – 12:10 Session: Pharmacology, Toxicology, and Drug Screening 

12:10 – 12:30 Closing remarks   

12:30 Farewell lunch 
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Abstract 
The development of implantable devices which enable fully wireless transmission of brain signals, recorded by 
microelectrode arrays (MEA) as dynamical neural circuit information, is one important goal for advancing human 
neuroprostheses. Current brain sensing research for prostheses via first clinical trials is offering tantalizing 
glimpses for the future, even if these technologies are cumbersome, percutaneous, and limited in their scalability 
for larger cortical coverage.  Here we summarize some engineering challenges and constraints that apply to the 
design and fabrication of active electronic microcircuits in wireless devices, be embedded in the head area below 
the skin of a subject, which take their input from cortical MEAs. We demonstrate a hermetically sealed chronic, 
subcutaneous implant realized in our laboratories which has been implanted into mobile pigs and primates for 
high-speed digital, radio-frequency transmission or neural data to nearby receivers and neural decoders. 
 

1 Overview 
In this presentation we review current work where 

the question is addressed how to extract and electroni-
cally transport large amounts of neural data wirelessly 
from microelectrode arrays (MEA) to computational 
tools and assistive devices for a mobile disabled sub-
ject. Recent clinical trial work in tetraplegic and other 
seriously neurologically impaired humans [1], [2] 
provides the motivation for this engineering research 
for the emerging field of neural prosthetics. The clini-
cal trials have culminated in demonstrations of brain 
(motor) control of robotic arms/hands and communi-
cation devices but have limitations due to percutane-
ous electronic cables which tether subjects to buly ex-
ternal electronics. 

Here we summarize one particular approach  de-
veloped in the authors‘ laboratory where an implant-
able compact electronic module enables the wireless 
transmission of the neural broadband signals captured 
by an intracortical MEA as a high speed digital data 
stream (tens of Mbits/sec) via a microwave frequency 
link. The module has been implanted into pigs and 
primates to show the performance and viability under 
chronic conditions. Neural broadband equates here 
with simultaneous acquisition over, say 100 channels 
of spike waveforms (action potentials at single neuron 
level of spatial resolution) to lower frequencies such 
as emanating from local field potentials (LFPs) and 
brain rhythms. The implant to be described below is 
but one example efforts by several groups to develop 
headmounted wireless neural interfaces for primates, 
most notably by Shenoy an collaborators [3-7]. Our 
system is distinct in several ways, including its pack-
aging to a fully bicompatible subcutanous hermetic 
titanium enclosure and scalability to multiple MEAs at 

different cortical locations [8]. For fundamental brain 
science, an implanted wireless neural interfaces enable 
access cortical microcircuits in freely moving primates 
to increase our understanding of the role of dynamical 
brain states that guide e.g. motor planning and action.  

Most present recording systems require a multi-
wire percutaneous connection between the MEAs and 
head mounted electronics to external instrumentation 
which restricts the subject’s mobility, present a liabil-
ity for infection, and cause potential contamination of 
the weak electronic signals due to external 
noise/interference.  Any wireless system that might be 
implanted within the body’s protective skin envelope 
must fulfill multiple stringent requirements for bio-
medical engineering and considerations. From the im-
plantable systems point of view, challenges include 
ultralow-power integrated circuit design, hermetically 
sealed device packaging, large bandwidth wireless 
telemetric capability (including anticipation of 100 
Mb/sec and beyond), and compatibility with surgical 
implantation procedures. 

2 A Hermetically Sealed Implantable 
100 channel Broadband Wireless 
Neural Interface Device  
Fig.1 shows a photograph of the completed wire-

less neural recording prototype device. In this device, 
the neural 100-electrode sensor (Blackrock MEA [9]) 
is located at the distal end of a bundle of 100 gold 
wires. The proximal end of the wirebundle is con-
nected to a hermetically sealed subcutaneous module 
that is implanted below the skin of the subject.  
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Figure 1: A wireless neural interface, hermetically sealed, MEA-
microelectronic package for mobile use. (The device is placed in 
special holder for sterilization and transport to the operating room). 
The standard 10 x 10 element microelectrode array (Blackrock Mi-
crosystems) can be seen exiting the enclosure in a wirebundle. 

 
The subcutaneous module hosts all active elec-

tronics within a two-piece titanium enclosure that is 
hermetically sealed by welding. The “top” section has 
a brazed single-crystal sapphire window for electro-
magnetic transparency that facilitates (i) low loss 
wireless transmission of RF and/or IR neural data 
from the device and (ii) inductively coupling wireless 
power into the device for recharging the embedded 
battery power supply. The “bottom” section of the ti-
tanium enclosure contains a high density array of Pt/Ir 
feedthrough pins embedded in metal-ceramic seals 
that can be made possible with advanced manufactur-
ing techniques. To facilitate electrical connections 
from the individual wires of the gold wirebundle to 
the feedthroughs, a flexible Kapton parallel-interface-
plate (PIP) is used to fan out the wires from the bundle 
onto the feedthroughs. The individual 25 μm diameter 
gold wires are wire bonded to PIP sites that connect 
by printed wiring to holes aligned with the 
feedthrough pins. The actual connection to the pins is 
made with lead-free solder. The PIP is overmolded 
with biocompatible silicone for protection from ioni-
cally conductive body fluids. 

2.1 Fabrication and Performance Summary 
of the Prototype Wireless Device 
The cortical signals from the MEAs enter as in-

puts to the Ti-enclosure where key active microelec-
tronic integrated circuits are as follows [10]: A 100-Ch 
preamplifier (≈ 4 µV of RMS noise per channel) and a 

digital controller ASIC were fabricated in a 0.5µm 
3M2P standard CMOS process and measure 
5.2×4.9mm2 and 2×2mm2 respectively. The electron-
ics are mounted on thin flexible circuit boards and 
tightly packed in the case along with a medical grade 
rechargeable  battery. A inductively coupled coil and a 
onmidirectional RF chip antenna are placed directly 
below the sapphire window. Inductive power transfer 
efficiency at 5mm distance is 32%. There is less than 
50% RF signal transmission loss. We note that in the 
prototype version, temperature increase due to charg-
ing (eddy currents in Ti-can) are a concern. The FDA 
mandates that a device has to meet the ISO standard 
requiring no outer surface of a device rise more than 
2C˚ above body temperature (37C˚). We have per-
formed finite element modeling and in vivo measure-
ments to characterize heat generation. Optimizations 
have been implemented in the RF power link to re-
duce heating. The key overall electronic performance 
parameters of the 100-channel prototype of the broad-
band wireless NI implant are: Total power consump-
tion of less than 100 mW during continuous operation, 
individual preamplifier noise floor of 4 µV RMS, an 
FSK modulated RF transmitter outputting ~ 4 mW 
power in the range of 3-4 GHz (with a superhetero-
dyne custom receiver not described here). The wire-
less link can be designed to  cover a transmission fre-
quency range from 3.0- 4.0 GHz. The 45 gram total 
weight NI implant will use an approximately 250 mA-
hour medical grade battery to enable one charge cycle 
for up to 8 hour operation. From only electronic point 
of view, and with the rational assumption that the sys-
tem lifetime will be limited by number of battery 
charging cycles, operation for multiple years of con-
tinued mobile use is achievable (for >2000 recycles). 
We note that due to other portable consumer electronic 
device technologies (e.g. smartphones, iPads, PCs), 
there is a huge worldwide push to improve the current 
Li-ion based battery technologies.  

2.2 In Vivo Animal Experiments in Mobile 
Pig and Monkey Model 

The full functionality of the entire wireless neural re-
cording system was first validated on the bench (MEA 
in saline with electrical injection of “pseudospike 
trains”) and then implanted in two adult awake York-
shire pigs and two primates, respectively. In the pri-
mates the devices have been operating over a period 
of about 9 months (at this writing), yielding useful 
neural data. 
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Fig. 2 demonstrates the prototype NI device’s 
ability to record cortical spikes (as well as LFPs, -
bands etc; not shown here but used by us e.g. in ongo-
ing studies of brain states under different anesthetic 
agents in monkeys), from a large fraction of total 
channels in a freely moving monkey. Neural data is 
streamed via the 3.2 GHz wireless link to an adjacent 
laptop, which detects and sorts spikes. The new NI is 
an advance over other externally headmounted wire-
less units [2-6] given its full 100 channel continuous 
neural broadband recording capability, in addition to 
the implantable hermetically sealed Ti-enclosure.This 
prototype NI platform is the starting point for the BRP 
renewal proposal, for further advances and innova-
tions on our path to initial human sub-acute trials, to 
culminate in a new class of chronic human neuropros-
theses.  

3 Conclusion 
We have presented the prototype implementation 

of a 100 channel fully implantable wireless broadband 
neural recording system with inductively rechargeable 
battery and RF/IR data transfer for behavioral neuro-

science research and potential brain disease diagnosis 
applications. The functionality of the device has been 
demonstrated through in vivo implants in pigs and 
primates. Robust neural spikes and LFP signals were 
recorded from cortical circuits. We are currently 
working on furthering this device approach towards 
transitioning in human clinical applications while con-
tinuing to testing in non-human primate models in 
freely moving behavioral research. Initial trials in such 
mobile primate brain science research have been pro-
ductive and will be reported in detail elsewhere. 
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the richness of high-sample rate data collection (20 Ksps). (e) Enlarged single channel showing two isolatable neurons near one microelec-
trode in the array. While all data analysis using APs was here performed by using “threshold crossings,” it is an important characteristic of 
our neural interface to have the resolution and fidelity for unit isolation. (f) A raster plot (12 s) marking threshold-crossing timestamps for 
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Abstract 
Co-cultures containing dissociated cortical and thalamic cells may provide a unique model for understanding the 
pathophysiology in the respective neuronal sub-circuitry. In addition, developing an in vitro dissociated co-culture 
model offers the possibility to study the system without influence from other neuronal sub-populations. In this 
work, we demonstrated a dual compartment system coupled to Micro-Electrode Arrays (MEAs) for co-culturing 
and recording spontaneous activities from neuronal sub-populations. 
 

1 Introduction 
The interactions between thalamus and cortex has 

been extensively studied both in vivo [1] and in vitro 
[2]. The significance of the thalamus in the brain cir-
cuitry can be well understood considering that almost 
all neuronal signals from the sensory and motor pe-
riphery reach the cortex via the thalamus [3]. Tha-
lamic neurons receive strong input from cortico-
thalamic feedback neurons thereby allowing the con-
text to communicate continuously through the thala-
mus during sensory processing. This implies that cor-
tical neurons can dynamically modulate the thalamic 
processing function, and ultimately shape the nature 
of its own input [4]. These connectivity pathways be-
tween cortex and thalamus are also responsible for 
generating rhythmic neuronal network oscillations. To 
better understand the interplay between thalamus and 
cortex, the development of  in vitro systems utilizing 
dissociated cells offer a complementary approach to in 
vivo studies. In this work, we considered both experi-
ments and simulations to investigate specific interac-
tion mechanisms between thalamic and cortical popu-
lations. We characterized the dynamics of such co-
cultures by means of first-order statistics to investi-
gate the influence of cortical cell dynamics in tha-
lamic network activity and vice versa. Then, we in-
ferred the functional connectivity maps between the 
two populations, and the directionality in the burst 
propagation. The main result  is that a reciprocal con-
nectivity between the cortical and thalamic region was 
found. Burst events originate in the cortical region and 
the presence of strong cortico-thalamic connections 
drives the thalamic network to discharge bursts while 
reciprocal weak thalamo-cortical connections play a 

salient role in the cortical network by modulating the 
duration of the burst event. Finally, to further validate 
such connectivity schemes, we developed a model of 
two large-scale neuronal interconnected populations 
mimicking the cortical and thalamic dynamics. 

2 Materials and Methods 

2.1 Dual-compartment device 
The micro-fluidic compartments (Fig. 1A) of 1.5 

mm width, 8mm length and 100m in height are in-
terconnected by means of microchannels of 10m 
height, 3m width and 150 m length that are spaced 
at regular intervals of 50 m (there are about 120 mi-
crochannels connecting the two compartments).  
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Fig. 1. (A) Layout of the dual-compartment device. (B) MEA sub-
strate with the dual compartment device. Adapted from [5]. 

The small cross-section of the microchannels pre-
vents the movement of cells between compartments 
while allowing neurites to cross-over to the adjacent 
compartment and form a functional network [5]. The 
compartmented PDMS device (Fig. 1B) was selec-
tively oxygen-plasma treated to render the compart-
ments and microchannels hydrophilic while preserv-
ing hydrophobic contact surface. The oxygen-plasma 
treated device was reversibly bonded to Micro-
Electrode Arrays (MEA) substrate (Multi Channel 
Systems, Reutlingen, Germany). Prior to bonding, 
MEA substrates were coated overnight with poly-
ethylenimine (PEI) solution at a concentration of 40 
µg/ml. 

2.2 Co-culture preparation 
Primary cultures of Wistar rat embryonic cortical 

and thalamic neurons were prepared by Trypsine 
(GIBCO, Invitrogen, USA) digestion of day-18 em-
bryonic rat whole cortices and ventral basal thalamus. 
The dissociated cortical cells were cultured in neuro-
basal medium (Lonza lifesciences, USA) and the dis-
sociated thalamic cells were cultured in similar me-
dium supplemented with an additional 3% Fetal bo-
vine serum (FBS) and 1% Horse serum (HS). On the 
day of the experiment, PEI coated MEA substrates 
were rinsed 3x times in sterile water prior to bonding 
with PDMS device. After bonding PDMS and MEA 
substrate, dissociated cells were platted at a concentra-
tion of ~ 2 x 105 cells / cm2 in both the compartments. 
The devices were then incubated in a humidified in-
cubator at 37 C supplied with 5% CO2. The presence 
of serum in the culture medium for thalamic cells 
(3%FBS+1%HS) was maintained for at least 5 days 
in  vitro (DIV). The serum dosage was reduced during 
the following days to 2%FBS+0.5%HS and finally 
completely eliminated after DIV 9 to avoid the glia 
overgrowth during long term culture. 

 

 

Fig. 2. Cortical-thalamic co-culture coupled to a MEA. 

2.3 Data analysis 
Network activity has detected by using threshold 

based ‘Precise Timing Spike Detection’ (PTSD) algo-
rithm [6]. Bursts and network bursts are detected by 
using the algorithm devised by Pasquale et al. [7]. 

Cross-Correlation (CC) function was built by 
considering the spike trains of two recording site [8]. 
From the CC, we estimated the functional connec-
tivity maps by considering  only the strongest links to 
avoid any possible false positive connection and to 
focus on the most reliable connections. In particular, 
we considered the 20 strongest connections intra-
cluster (i.e., cortico-cortical, or thalamo-thalamic con-
nections), and the 10 inter-cluster (i.e., cortico-
thalamic, or thalamo-cortical connections). 

2.4 Computational model 
A neuron model based on the Izhikevich equa-

tions [9] was used to simulate the dynamics of corti-
cal-thalamic networks. Graph theory was used to rep-
resent the network connectivity. The structure of the 
graph is described by the graph’s adjacency matrix, a 
square matrix of size equal to the number of nodes N 
with binary entries. If the element aij = 1, a connection 
is present between the node j to i, while aij = 0 means 
no connection between the two nodes. All the auto-
connections are avoided. Following this approach, 
two independent networks made up of 512 nodes 
each, one for the cortical, and one for the thalamic 
network were realized. Both the networks are fully 
connected, as found experimentally, and the average 
degree was set at 1500 ± 97. The interconnections be-
tween the two sub-populations were modeled as fol-
lows: the presynaptic neurons in a compartment were 
chosen among the ones that establish the strongest 
connections within the same cluster; the targets were 
randomly chosen in the other compartments. In the 
simulated model, 10% strongest connections was set 
from cortical to thalamic compartment, while 5% of 
strongest connection was set from thalamic to cortical 
compartment [10]. 

3 Results 

3.1 Cortical-thalamic dynamics 
To analyze the influence between the two cultures we 
investigate the time of initiation of network bursts in 
both compartments of Cx-Th co-cultures. The ob-
tained results shown that in the Cx-Th co-cultures 
network bursts were observed to originate in the Cx 
compartment in majority of the cases closely followed 
by thalamic bursts. Finally we look at the burst dura-
tion by hypothesizing a possible feed-back influence 
of the thalamic population on the behavior of cortical 
cells. The duration of cortical bursts in the co-culture 
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is elongated (Fig. 3) with an average burst duration of 
389.17 ± 23.61 ms (mean ± standard error), when 
compared to the cortical bursts in isolation - with an 
average duration of 246.48 ± 3.82 ms, (p < 0.01, 
Kruskal-Wallis nonparametric test). In addition, also 
the burst duration of the thalamic subpopulation is 
modulated by the presence of cortical neurons: when 
thalamic neurons are cultured alone, they display a 
burst duration equal to 397.41 ± 1.70 ms, which is re-
duced to 280.66 ± 3.60 when cultured with cortical 
neurons. 

 
Fig. 3. Burst duration for cortical and thalamic cultures alone and 
when co-cultured (p <  0.01, Kruskal-Wallis, non parametric test). 

3.2 Cortical-thalamic connectivity 
The interplay between cortico-thalamic and thalamo-
cortical populations have been investigated, by esti-
mating the functional connectivity between the two 
populations. An example of functional connectivity 
map evaluated by considering the strongest 20 intra-
cluster and 10 inter-cluster connections is shown in 
Fig. 4A. 
 

 
Fig. 4. (A) Example of a functional connectivity map. (B) Distribu-
tion of the inter-cluster connections evaluated over 5 cortical-
thalamic co-cultures. 

 Direction of the links is derived by the peak latency 
of the cross-correlogram and allows to estimate the 
weight of the reciprocal influence of the two co-
cultured populations. By considering 5 co-cultures 
used in this analysis, it was observed that  77% of 
the connections are cortico-thalamic, while  23% 
was thalamo-cortical. By varying the number of con-
nections (i.e., from 10 to 30), an increase in the frac-
tion of thalamo-cortical links was observed indicating 

that the strongest connections are from cortical to tha-
lamic population (Fig. 4B). 

3.3 Simulated models 
Finally, to support the experimentally interplay 

between the cortical and thalamic populations, an Iz-
hikevich based neuronal network model was devel-
oped to specifically study network dynamics in the 
two sub-populations (cortical and thalamus), influ-
enced by the presence or absence of reciprocal con-
nections. In this model, three different configurations 
were simulated: (i) populations of cortical and tha-
lamic cells in isolated conditions; (ii) interconnected 
cortical-thalamic populations with unidirectional cor-
tical to thalamic inter-connections, and (iii) intercon-
nected populations with bidirectional strong cortico-
thalamic and weak thalamo-cortical inter-connections 
(resembling the actual experimental situation). For 
each configuration, 300 seconds of spontaneous activ-
ity were simulated, and analyzed by using the same 
metrics adopted from the experimental data. 

We computed the burst duration of cortical neu-
rons by sweeping the percentage of the inter-
connections between the two populations (Fig. 5). 

 
Fig. 5. Simulated Burst durations of cortical neurons, as a function 
of the percentage of the inter-compartment connections 

It can be noticed that if we consider only a pool 
of cortico-thalamic connections (unidirectional inter-
compartment connectivity) equal to 10% of the total 
connections within the cortical compartment (second 
bar of Fig. 5), burst durations are close to those ob-
tained in an isolated cortical population (first bar). In-
creasing the percentage of thalamo-cortical projec-
tions, the mean burst duration of cortical population 
also increases (third bar of figure 8 with 10% cortico-
thalamic and 2% thalamo-cortical connections), and 
resembles the experimental values when thalamo-
cortical links are 5% of the intra-compartment con-
nections (fourth bar). Finally, if the percentage of the 
thalamo-cortical inter-connections is greater than cor-
tico-thalamic connections (last bar), the mean burst 
duration assumes implausible large values (more than 
600 ms). These results are qualitatively in agreement 
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with functional connectivity analysis in Cx-Th de-
vices, in which the ratio of cortico-thalamic functional 
connections were experimentally observed to be much 
higher compared to the thalamo-cortical connections. 

4 Conclusions 
A novel dual compartment micro-fluidic system 

for co-culturing dissociated cortical-thalamic cells was 
demonstrated in our current study allowing investiga-
tion of specific interactions between the two popula-
tions. We demonstrate that functional connectivity is 
re-established in dissociated cortical and thalamic 
cells indicating a natural inclination of the system to 
form reciprocal interconnections. 

In a dual compartment device with cortical cells 
in both compartments [5], although functionally con-
nected, the cells in individual compartments appear to 
exhibit network bursting behavior independent of the 
other compartment. In our current work with cortical-
thalamic co-cultures, reciprocal connections between 
the cortical and thalamic region were observed. Burst 
events for the vast majority originate in the cortical 
region and the presence of strong cortico-thalamic 
connections drives the network and in-turn, the tha-
lamic cells discharge bursts. On the other hand, recip-
rocal weak thalamo-cortical connections were ob-
served to play a relevant role in cortical behavior by 
modulating the duration of burst events. Thalamic 
cells are mainly characterized by a tonic firing both in 
isolation and when co-cultured with cortical cells. 
However, the presence of cortical projections pro-
duces burst events in the thalamic culture with fea-
tures that resemble the cortical ones. This influence is 
reciprocal and, in the average found behavior in corti-
cal-thalamic co-cultures, the burst duration in the cor-
tical region is elongated by about 57%, while the burst 
duration in the thalamic region shortened by about 
29%. Simulated neuronal network models, based on 
Izhikevich equations, further confirms the necessity of 
bi-directional cortico-thalamic connections to drive 
the network dynamics as observed experimentally. 

The analysis presented in this work confirms the 
recent findings that cortical region is the site of initia-
tion of burst firing events while reciprocal thalamo-
cortical connections are required to maintain a pro-
longed synchronized bursting pattern in the cortical 
culture [2]. 
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Abstract 
While astrocytes have been repeatedly shown to play a functional and developmental role at the synapse, it re-
mains unclear whether these cells contribute to neuronal network state and processing. Calcium imaging in con-
junction with the extracellular recording of hundreds of neurons revealed complex relationships between the net-
work activity of neurons and astrocytes. Using GFAP-Melanopsin, a light activated calcium channel, we induced 
transient calcium concentration increases in astrocytes, which led to prolonged periods (several seconds) of sus-
tained, enhanced synchronized firing (spontaneous periods of bursts of bursts) in neurons throughout the network. 
The spatiotemporal properties of this behaviour indicate that astrocytes can modulate the overall state of synchro-
nicity in neuronal networks. 
 

1 Introduction 
The neuroscience community is largely divided 

over the role of astrocytes in the brain’s ability to 
process and store information. Several studies (1–3)  
cast doubt on the assertion that astrocytes serve a 
meaningful role in encoding by neural ensembles.  
While (4–7) among others argue that there is clear 
evidence that astrocytes are crucial players in compu-
tation, encoding and storage. We assert that the brain's 
functionality is a manifestation of the activity of net-
works of neurons (rather than the action of individual 
cells). Microelectrode arrays (MEAs) allowed us to 
measure the spiking activity of distal neurons while 
simultaneously observing calcium-related activity in 
astrocytes through live Ca2+ imaging. Since the net-
work role of astrocytes is yet unclear and the function-
ing of the brain is achieved through the complex ac-
tivity of neural ensembles, we sought to elucidate the 
contribution, if any, of astrocytes to the activity of 
groups of neurons.  

2 Methods 
Melanopsin was mammalian codon-optimized, 

and was synthesized by Genscript (Genscript Corp., 
USA). All constructs were verified by sequencing. 
Human embryonic kidney cells (HEK-293T (8)) were 
cultured in advanced DMEM (Invitrogen, Germany) 
supplemented with 2 % fetal calf serum (FCS, PAN 
Biotech GmbH, Germany), 10 µM cholesterol 
(Sigma-Aldrich, USA), 10 µM egg lecithin (Serva 

Electrophoresis GmbH,  Germany) and 1 % chemi-
cally defined lipid concentrate (Invitrogen, Germany). 
For the production of lentiviral particles, 500,000 
HEK-293T cells were seeded in 2 ml medium 24 h 
before transfection. 100 µl of 0.25 M CaCl2, 25 µM 
chloroquine (Sigma-Aldrich, Germany) containing 2 
µg of the lentiviral expression vector fgfa2-
melanopsin-mCherry and 1 µg of each helper plasmid 
(pCD/NL-BH*(9) and pLTR-G (10) were mixed with 
100 µl 2x-HBS solution (100 mM HEPES, 280 mM 
NaCl, 1.5 mM Na2HPO4, pH 7.1) and added to the 
cells. The medium was replaced after 5 h and viral 
particles were produced for 48 h. The cell culture su-
pernatant containing the viral particles was collected, 
filtrated through a 0.45 µm filter (Schleicher & 
Schuell GmbH, Germany,) and stored at -80 °C. For 
transduction, 200 µl of thawed viral particles were 
added to a primary cortical culture in 2ml of MEM 
medium and incubated for 1 day followed by ex-
change to new MEM medium. 

Rhodamine-3 (Invitrogen, Germany) was used 
according to the manufactures instructions. Calcium 
imaging was undertaken while the culture was main-
tained at 37○C (TC02, Multi Channel Systems, Ger-
many) 5% CO2 and pH 7.4. Ca-imaging was per-
formed using a Zeiss Z1 Examiner microscope with 
an excitation wavelength of 550nm. To stimulate 
GFAP-Melanopsin, cultures were exposed to ap-
proximately 2 lm of 470 nm light at 100ms duty cy-
cles.  
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Ca imaging movies were preprocessed with Im-
ageJ, where regions-of-interest (ROI) were defined 
manually. Astrocyte traces were selected based on cal-
cium-transient properties described in (11, 12). The 
traces were then filtered to remove noise using a 
Savitzky-Golay filter (13) with a kernel width of 21 
and a first degree polynomial. Slow trends were re-
moved with an equiripple high-pass filter (sampling 
frequency:12.5 Hz, stop-band frequency: 0.0008 Hz, 
pass-band frequency: 0.008 Hz. amplitude attenua-
tion: 20 db). 

Spike data was sampled at 10 Khz, per channel 
(20 ms cut outs around threshold (at 5.5 standard de-
viations from average signal). The raw electrode data 
was imported into Matlab (Mathworks, USA) using 
the open-source software, Neuroshare (14) and spikes 
were detected using the wavelet packet discrimination 
algorithm described in (15, 16). The spike times were 
then stored for each channel.  

3 Results 
All of the neural networks exhibited spontaneous 

activity with global network coordination manifested 
by the generation of bursting events – short time win-
dows during which most of the neurons participate in 
more rapid neuronal firings. The time-averaged net-
work firing rates in the baseline were the same as in 
the experiments (during Ca imaging or optogenetic 
stimulation). All the networks shared characteristic 
neuronal firing rates, inter-burst-intervals (IBI) distri-
butions and burst width distributions in the baseline 
(data not shown). Calcium transients of astrocytes 
within a view field were comparable to astrocyte cal-
cium dynamics observed in vivo and in slices. These 
calcium traces were observed to be coordinated with 
each other and with neurons throughout the network 
(even at great distances). The synchronized nature of 
the neuronal firing and the coincidence of astrocyte 
Ca increases with these bursts led us to investigate the 
functional relationship between these cell types as 
characterized by their observed activity. This analysis 
revealed, by the structure apparent in the dendrogram 
ordered correlation matrix (17), the existence of corre-
lated astrocytic “patches” (figure 1B). These patches 
have been reported in other works as being the result 
of either transmitted calcium through gap junctions 
(4) or through shared neuronal input (5). The neural 
network activity showed variable coordination with 
astrocyte activity – that is, some astrocytic transients 
appeared to correspond to the network firing rate 
whereas other astrocytes appeared less well coordi-
nated (figure 1A). The mix of similar and dissimilar 
calcium signals among different astrocytes within a 
view field and the fact that subsets of astrocyte traces 
appeared to be related to the neural network firing 
rate, suggests that astrocytes form functionally rele-
vant ensembles. This complex structure of interactions 

between the two cell types led us to question whether 
astrocytes were simply responding to neural input or, 
as suggested by the synaptic studies (4–7), capable of 
modulating the activity of neural networks. 

Cortical cultures of neurons and glia, where ex-
clusively astrocytes expressed Melanopsin, demon-
strated a dramatic neuronal response upon stimulation. 
During stimulation, prolonged periods (several sec-
onds long) of intense synchronized firing occurred 
across the neural network (Fig. 1D-F). That is, though 
the overall firing rate remained constant, the maxi-
mum burst duration during astrocyte stimulation in-
creased considerably. This neuronal response to astro-
cyte stimulation was not observed to be sharply corre-
lated in time with the 470 nm pulse nor did it show 
strong dependence on light intensity, exposure time or 
pulse rate. However, the network-wide super-bursting 
began shortly after stimulation and persisted only a 
short time following the end of stimulation.  

To exclude neuronal expression of Melanopsin 
we performed immunohistochemistry (IHC). IHC re-
vealed that astrocytoma cells that do not express 
GFAP and neurons labeled with anti-MAP2 antibodies 
both fail to immunoreact with Anti-OPN4 (anti-
melanopsin) antibodies (data not shown). Cultures in-
fected with GFAP-Mcherry only or not infected did 
not superburst in response to 470 nm light pulses (data 
not shown).  

4 Discussion 
Whether or not astrocytes have the potential to 

change a neural network’s state is crucial in determin-
ing their relevance to the aspects of brain function 
that, to date, have been solely considered neuronal. 
Using optogenetic tools, we prompted calcium tran-
sients in astrocytes (and only astrocytes). These cells, 
activated through Ca-influx, induced a state change in 
the neural network leading to repeated, highly syn-
chronized super-bursts. Astrocytes are thus capable of 
not only modulating neuronal activity but changing a 
network’s overall working mode. Since astrocyte pro-
liferation is a hallmark of various brain diseases, for 
example, gliosis is typical of epileptic foci (18), our 
results suggest that this astrocytic potential to modu-
late network states may contribute to highly-active 
super-synchronized epileptic episodes.  
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Abstract 
Functional neuronal networks reliably transmit information from specific inputs to specific outputs. While it is 
widely accepted that network topology plays an important role in controlling activity, it is still unknown how network 
topology gives rise to routing and whether the topological properties of the network may be utilized to allow activ-
ity gating. To systematically study these questions we utilized an in-vitro cell patterning technique to induce self-
organization of networks into connected clusters with a modular topology. We found that the modular architecture 
gave rise to conditional activity propagation between sub populations. Network bursts (NBs) initiated in "sending" 
clusters did not always propagate to the "receiving" clusters. The propagation was conditioned by the activity in-
tensity in the sending cluster and was characterized by long delays. This conditional activation was also observed 
in large networks of many connected clusters where it is manifested as events initiating at different network loca-
tions and propagating to different distances. Interestingly, such conditional activation could also be turned on and 
off by excitation-inhibition imbalance. 
 

1 Introduction 
One of the basic tasks of a functional neuronal 

network is to reliably transmit information from input 
to output. Even in simple feed-forward networks, this 
is a highly non-trivial operation. All the more so when 
the transmission takes place in a recurrent network 
where multiple pathways are embedded within the 
same network of connected neurons. One way to re-
strict the propagation of activity to specific pathways 
is by utilizing a gating mechanism between connected 
neurons and sub-populations. A basic question in this 
context is what part does the network topology play in 
controlling activity propagation and routing and 
whether the topological properties of the network may 
be utilized to allow such activity gating? 

Topology has an immense impact on various net-
work activity properties [1]. In particular, modular to-
pology was suggested to play a major role in deter-
mining the activity properties of neuronal circuits. In-
deed, theoretical studies indicated that modular 
organization, with highly connected sub-populations 
which are loosely coupled to each other, is most bene-
ficial for efficient information processing (for review 
see [2]). Foremost, network synchronization is highly 
affected by circuit modularity which enables the tran-
sition from a local to a  global activation [3, 4]. In the 
former, synchronized activity is confined to single 
module, while in the latter it spreads to other modules 
in the network. In addition, a modular network, being 
a subclass of small world networks, is more efficient 
in generating coherent oscillations [5]. Finally, modu-
larity can give rise to time-scale separation between 

fast intra-modular and slow inter-modular processing 
[6]. These properties enhance the complexity of the 
network dynamics [4, 7, 8] and support control over 
activity spread. 

Taking into account the compartmentalization of 
the brain into neuronal subpopulations of different 
spatial scales [9, 10], it is tempting to suggest that the 
functional features of such networks are affected by 
their topological characteristics. However, topology-
activity relations are hard to study in-vivo due to the 
limited accessibility of complete circuits and the lack 
of control over their connectivity patterns. Foremost, 
brain circuits are not prone to design, preventing the 
possibility of systematic studies. Finally, the connec-
tivity maps of neural circuits are highly untraceable in 
the three dimensional architecture.  

To overcome these limitations we utilized an in-
vitro cell patterning technique to control neuronal 
network architecture [11]. We used soft lithography of 
Poly-D-Lysine (PDL) islands to induce self-
organization of networks into connected clusters with 
a modular topology. These networks were patterned 
on top of multi-electrode arrays (MEAs) allowing 
long term recording of their activity. We found that the 
activity within each cluster is characterized by 
network bursts (NBs), activating the whole cluster 
synchronously. When examining pairs of connected 
clusters, we found that the modular topology gave rise 
to conditional activation, activation asymmetry and 
long delays. These features were also observed in 
large networks of many connected clusters. 
Interestingly, by breaking the inhibition-excitation 

8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012 33

Neural Dynamics and Plasticity



balance in these networks, it was possible to erase the 
unique features of the modularity: the conditional 
activation was replaced by network-wide 
synchronized events. 

2 Methods 

2.1 Cell culturing 
Entire cortices of Sprague Dawley rat embryos 

(E18) were removed, chemically digested and me-
chanically dissociated by trituration. Dissociated cells 
were suspended in a modified essential medium with 
Eagle’s salts (Biological Industries, Kibbutz Beit 
Haemek, Israel, Cat. No. 01-025-1), 5% horse serum 
(Biological Industries, Kibbutz Beit Haemek, Israel, 
Cat. No. 04-004-1), 5 mg/ml gentamycin (Biological 
Industries, Kibbutz Beit Haemek, Israel, Cat. No. 03-
035-1), 50 μM glutamine (Biological Industries, Kib-
butz Beit Haemek, Israel, Cat. No. 03-020-1) and 0.02 
mM glucose (BDH, Cat. No. 101174Y), and plated 
onto patterned substrates at a density of 700 
cells/mm2. To promote the long-term viability of the 
cells on the isolated islands it was crucial to use a 
‘‘feeder’’ colony of cells. The mitotic inhibitor, FuDr 
(80 mM FuDr, Sigma, Cat. No. F0503 and 240 mM 
Uridine, Sigma, Cat. No. U3303) was added once after 
four days in culture. The cultures were maintained at 
37°C with 5% CO2 and 95% humidity. The growth 
medium was partially replaced every 3–4 days. 

2.2 Patterning 
Poly-D-Lysine (PDL) islands were patterned on 

top of MEAs by soft lithography using polydimethyl-
siloxane (PDMS) stencils  [12]. An SU8-2075 (Micro 
Chem) mold 120 m in thickness was patterned on a 
silicon wafer. This pattern was in accordance with the 
electrode array arrangement. The stencil was prepared 
by spin coating the wafer with PDMS. After detaching 
the PDMS membrane from the mold, the stencil was 
placed on commercial MEAs (multi-channel systems) 
in alignment with the electrode locations. PDL solu-
tion was dripped onto the PDMS stencil and the PDL 
was dried on a hot plate at 37°C. The PDMS stencil 
was removed before cell plating. For uniform net-
work, PDL was applied uniformly to the MEA and 
washed after 4-8 hours with distilled water. 

2.3 Analysis 
Activity intensity traces were extracted from re-

corded voltage traces and burst peaks were identified 
in individual clusters using a previously described 
method [13]. To calculate the propagation direction, 
the sample cross-correlation function between clusters 
was calculated on 1s time windows around each burst 
peak. The center of mass of the cross-correlation func-
tion was used to evaluate the propagation direction. 
For the results presented in figure 1, only bursts with 

clearly identified propagation directionality were con-
sidered (center of mass > 20ms). 

 
Fig. 2. Conditional activation in two connected clusters. (A) A 

bright-field image of two clusters within an engineered chain of 
clusters. (B,C) Activity intensity of 500 consecutive bursts recorded 
from two connected clusters along the cluster chain (one cluster 
defined as the sending cluster and the other as the receiving cluster). 
Only bursts propagating from the sending to the receiving cluster 
are shown. Bursts were ordered according to the overall burst inten-
sity in the sending cluster. (D) The probability of occurrence for 
bursts with different total intensities in the receiving cluster as a 
function of the sending cluster (calculated on 4435 consecutive 
bursts propagating from the sending to the receiving cluster). Burst 
intensity was normalized to the standard deviation of intensities in 
each cluster separately. Colour code is show in a logarithmic scale. 

3 Results 
As many past experiments have shown, the activ-

ity of uniform, developing networks in culture is char-
acterized by stereotipic network-wide bursting pat-
terns [14]. These network bursting (NB) events are 
highly robust [15, 16] and do not fundamentally 
change as a function of the network size or density 
[17]. In fact, small populations of several tens of cells 
are already enough to sustain such bursting patterns 
[13]. To examine how these bursting patterns 
propagate between connected sub-populations, we 
engineered networks in which two highly connected 
sub populations were weakly coupled to each other 
through bundles of extensions (Fig. 1A). Such connec-
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tivity patterns can be induced in culture using soft li-
thography of PDL [13]. The population activity of 
pairs of clusters emmbedded within larger clustered 
networks (Fig 1A) was recorded using MEAs. 

 Neurons within each cluster were synchornously 
recruited to fire in network bursts, similary to the 
activity of neurons in large uniform networks and in 
isolated clusters (Fig 1B,C and Fig 2A). In contrast, 
activation of neurons belonging to different (yet 
connected) clusters did not always synchronize over 
neighboring clusters (Fig 1B,C). Larger networks of 
either one-dimensional cluster chains (Fig 2A) or two 
dimensional connected clusters [17], fired bursts 
which were initiated at different clusters  propagated 
to a varying number of connected clusters. Thus, each 
network exhibited a wide spectrum of burst activation 
profiles, from segregated activation in individual 
clusters to integrated activation of the whole network. 

To examine the conditional activation between 
connected cluster pairs, we identified consecutive 
bursts in one of the two connected clusters and termed 
this cluster as the "sending" cluster. Next, from within 
this burst pool we selected only the ones that 
propagated from the sending cluster to the connected 
cluster (see Methods), termed here as the "recieving" 
cluster. An example of such 500 consecutive bursts 
from two connected clusters is shown in Figures 1B 
and 1C (bursts were ordered according to the total 
activity intensity in the sending cluster, activity 
intensity is defined in Ref. [13]). Clearly, the stronger 
bursts have a higher probability to propagate to the 
recieving cluster. This is also evident from the joint 
probability of burst intensities, calculated on a large 
pool of bursts (Fig 1D). Here, weak bursts in the 
sending cluster did not yield strong responses in the 
recieving cluster. This is in contrast to bursts with high 
intensities which activated strong responses in the 
recieving cluster.  

The propagation direction between connected 
cluster pairs was often asymettric. In the example 
shown in figure 1, 4435 bursts propagated from the 
sending cluster to the recieving cluster while only 776 
bursts propagated in the opposite direction. We found 
that such asymettery was dependend on the topology 
of the embedding network, but was also observed in 
smaller networks of only two connected clusters (data 
not shown). For cases in which bursts propagated to 
connected clusters, this propagation was characterized 
by long delays on the order of several tens of 
milliseconds (67 ms on average in the example in 
figure 1). Such long delays are on the same temporal 
order of the recruitment time of the whole network in 
isolated clusters and uniform networks [13, 18].  

 
Fig. 2. Propagation in modular networks with unbalanced inhibi-
tion. Activity patterns in a chain of five connected clusters were 
analyzed before (A,B,C) and after (D,E,F) inhibition block by 
30μM Bicuculline. (A,D) Activity intensity in the clusters as a func-
tion of time (colour coded). (B,E) Zoom into a single network burst 
from (A) and (D) (marked by the blue rectangle). A schematic rep-
resentation of network burst propagation is shown on the right. Red 
and black arrows represent upward and downward propagation 
along the cluster chain. Green line represents simultaneous activa-
tion. Blue full circles represent activation of the cluster during the 
burst. (C,F) Schematic representation of the propagation (see B,E) 
in 50 consecutive bursts. In control conditions (C), the network 
shows both segregated activation (activation of single clusters or a 
subset of the clusters) and integrated activation (activation of the 
whole network). After inhibitory block (F), only integrated activa-
tion is observed. This activation is typified by a clear and dominant 
activation focus (cluster 5). 

Next, we examined if conditional activation can 
be gated by an external parameter. More specifically, 
since inhibition and excitation are carefully balanced 
in neuronal networks [15], we investigated whether 
breaking this balance, by applying 30 µM Bicuculline, 
may change the transfer probability of bursts between 
connected clusters. Indeed, following the application 
of Bicuculline, the segregated activation of bursts in 
chained clusters (Fig. 2A) was replaced by mostly 
integrated activation of the whole network (Fig 2D). 
To examine the burst propagation between clusters, 
we identified single bursts in the network (Fig B,E) 
and calculated the propagation direction between all 
active clusters within the same time window (see 
Methods). Such activation sequence can be 
schematically represented by dots that mark the 
activation of individual clusters in the chain and 
arrows marking the propagation direction. This is 
shown for single bursts in figure 2B and 2E, and is 
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calculated for many consecutive bursts as shown in 
figure 2C and 2F. Interestingly, in addition to the 
global synchrony that is triggered by unbalancing 
inhibition, a clear initiation-like focus  emerges (Fig. 
2F).  

3 Discussion 
Using patterned networks of interconnected clus-

ters we were able, for the first time, to systematically 
study how network topology affects activity transmis-
sion. We found that modular topology gives rise to 
conditional activation, activation asymmetry and long 
delays. The delays result in temporal separation 
between intra and inter cluster activation which may 
be important for separating different functional 
processes in the network. The activation asymmetry 
may be important for controlling propagation 
directionality.The conditional activation observed in 
the study highlights a possible mechanism for 
restricting activity propagation and controlling the 
degree of the network synchrony. Evidently, while 
connected clusters have the potential to synchronize, 
they also exhibit segregated activity in which NBs are 
confined to one or a limited number of clusters.  

Most interestingly, the topology-related 
conditional activation reported here may be gated by 
the balance between excitation and inhibition in the 
network. When inhibition is unbalanced, the network's 
activity shifts to synchronous activation, typified by a 
clear activity initiation focus. Such activity patterns 
may be relate to pathological conditions observed dur-
ing epileptic seizures [19]. 
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Abstract 
High density MEAs provides improved capabilities in spatially and temporally resolving network activity patterns at 
the resolution of single cell, becoming more and more a standard technology in unravelling neuronal signal proc-
essing. In combination with fluorescence imaging, these devices open new perspective in finely identify structural 
and functional network properties. In this paper we present an automated analysis able to correlate the network 
topology extracted from fluorescence imaging of specific sub populations (e.g. inhibitory neurons), with high den-
sity electrophysiological recordings, paving the way to finely correlate functional activity with morphological spatial 
composition of dissociated neuronal cultures. 
 

1 Introduction 
High density MEAs are opening new perspectives 

to investigate how neuronal networks are functionally 
self-organized. By recording from the whole array of 
4096 electrodes, these devices provide an improved 
capability to spatially and temporally resolving net-
work activity patterns [1-2]. Further, network-wide 
activity parameters can be computed with a better sta-
tistical significance then from acquisitions obtained 
from low-resolution MEAs [3]. Interestingly, coupled 
with low-density cultures, high-resolution MEAs can 
resolve network activity at single-neuron resolution. 
This fine network-wide functional description [4] can 
be completed by structural data acquired with fluores-
cent imaging of specific cellular constituents of the 
network. Indeed, given the heterogeneous cell-type 
composition of neuronal networks, this multimodal 
approach would allow studying dissociated cultures 
not as undefined “black-boxes”, but as a defined dis-
tributed processing architecture where each specific 
neuronal types (e.g. inhibitory) contributes to the or-
chestrated collective behavior. The overall aim of this 
work is to develop adapted hardware and analysis 
tools to enable the investigation of neuronal networks 
at cellular resolution with such a multimodal imaging 
methodology.  

2 Materials and Methods 

2.1 Cell culture and experimental protocol 
Primary hippocampal neurons at E18 were disso-

ciated and seeded at low density concentration (100-
150cell/µL, 30-50µL drop) on high-resolution MEAs 
(BioCam4096 platform from 3Brain Gmbh, 
www.3brain.com). Cell cultures were recorded at 18-
21DIVs for multiple phases of 15 min in spontaneous 
condition and under BIC chemical modulation. Suc-
cessively cultures were immunoprobed for β3-tubulin 
and NeuN.  GAD staining was also used to identify 
the family of GABAergic neurons (i.e. the inhibitory 
population). Images were acquired with a custom epif-
luorescence upright microscope setup and stitched to-
gether to observe the entire active area of the MEA 
(2.6 x 2.6 mm2). 

2.2 Data analysis 

Neuronal nuclei identification 
Fluorescent imaging where analyzed to identify 

the precise position of neurons respect to the electrode 
array. Neuronal nuclei were identified by adapting the 
Circular Hough Transform algorithm [5]. The identifi-
cation of the electrode array consisted of:  i) detection 
of visible electrodes by computing a correlation with 
an electrode image template, ii) an interpolation phase 
to estimate the position of the occluded ones by apply-
ing the RANSAC algorithm [6]. Fig 1 shows an ex-
ample of nuclei and electrodes identification, grey 
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electrodes are considered active channels, i.e. they re-
corded a spiking activity > 0.1 spike/sec (see Statisti-
cal analysis). 

 
 

 

Fig. 1.  a) close up of a portion of the low density culture grown on 

the electrode array (red - NeuN, green - β3-tubulin), b) neuronal 

nuclei identification by means of adapted Circular Hough Trans-

form algorithm, c) superimposition of the electrode grid detected  by 

correlating an electrode template image (scalebar 21 µm) 

Statistical analysis 
Electrophysiological recordings were analyzed by 

using the BrainWave software tool (3Brain Gmbh). 
Event detection was based on the Precise Timing 
Spike Detection (PTSD) algorithm [7]; only channels 
with a firing rate > 0.1 spike/sec have been taken into 
account. Based on analysis presented in Neuronal nu-
clei identification, we further filtered active channels 
by taking only the subset presenting a single neuron 
on top of them. We computed the Mean Firing Rate 
(MFR) and the Mean Inter Spike Interval (MISI) by 
dividing the network in two distinct populations (in-
hibhitory vs not inhibitory neurons) by considering 
GAD staining as shown in fig 2. 

 

 

Fig. 2. Example of a single inhibitory (a) and excitatory (b) neuron 

on an electrode. Fluorescence colormap: green indicates B3-tubulin, 

blue NeuN and pink GAD. 

 

3 Results 
Here we present combined high resolution elec-

trophysiological recordings and fluorescence imaging 
data emerging from low-density hippocampal cul-
tures. This allows to approach a one-to-one neuron-
electrode coupling and to identify specific network 
cellular constituents. To join optical and electrical 
datasets we introduce an automated computer vision 
approach able to precisely identify and localize each 
neuron over the array.  This neuron-electrode mapping 
merged with electrophysiological MEA recordings 
allows associating to each neuron type its own activ-
ity. Staining of GABAergic neurons is used to sepa-
rate the activity of inhibitory and excitatory popula-
tions and to study the behavior of the two sub-
networks. As shown in Fig 3, the MFR of both popu-
lations exhibits different electrical behaviours under 
basal and chemically manipulated conditions. BIC in-
duces an increasing in firing rate for both sub-
networks still maintaining a difference in the firing 
dynamic. 
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Fig. 3. Population specific mean firing rates (MFR) and 

STDerror calculated for GABAergic and not GABAergic sub-

populations of the network. 

 
This is also evident in table 1, where MFR and 

MISI are calculated for the two sub-networks and 
considered all together. It is clear that averaging the 
two sub-populations, is a strong approximation of the 
real functional dynamics occurring within neuronal 
networks. 

4 Discussion 
Our results demonstrate that it is possible to in-

vestigate neuronal networks at cellular resolution with 
cell-type information content. Under chemical stimu-
lation, this allowed identifying electrical activity of 
inhibitory and excitatory sub-populations. The exten-
sion of the cross-correlation based functional connec-
tivity algorithm [4] to the detection of functional in-
hibitory connections is undergoing and will allow to 
better characterize network processing. The advan-
tages and limits of the overall methodology will be 
discussed during the presentation. 
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Tab. 1. MFR and MISI, with their respective stdErr, calculated averaging all active channels and considering the GABaergic (inhibi-

tory) and not GABAergic (not inhibitory) classification.  
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Neural Engineering Dept., University of Twente, Enschede, The Netherlands 
 
1 Background 

Understanding the neural code of cultured 
neuronal networks may help to forward our 
understanding of human brain processes.The most 
striking property of spontaneously firing cultures is 
their regular bursting activity, a burst being defined 
as synchronized firing of groups of neurons spread 
throughout the entire network. The regularity of 
bursting may change gradually with time, typically 
being stable over hours (Stegenga et al. 2008). 
Cultured cortical networks composed of many 
thousands of neurons show bursting behavior 
starting from the end of the first week in vitro. 
Bursts can be characterized by both intraburst 
parameters (burst shape, maximum firing rate, 
leading and trailing edge steepness, etc.) and 
interburst parameters (statistics, stability of burst 
rates) (Van Pelt et al. 2004; Wagenaar et al. 2006). 
Not only the temporal burst characteristics develop 
with time.  Also, spatial burst propagation patterns, 
socalled ‘’burst waves’’, change with age of the 
network.  

2 Methods 
In (Gritsun et al. 2010) we modeled the 

intraburst phenomena, whereas in (Gritsun et al. 
2011)  we focused on the interburst intervals (IBIs). 
The spiking activity model used basically consists 
of the ‘’Izhikevich neuron” model, for  individual 
neurons and a connectivity matrix of randomly 
positioned neurons. These two studies showed that 
random recurrent network activity models generate 
intra- and inter- bursting patterns similar to 
experimental data. The networks were noise or 
pacemaker-driven and had Izhikevich-neuronal 
elements with only short-term plastic (STP) 
synapses (so, no LTP included). However,  elevated 
pre-phases (burst leaders) and after-phases of burst 
main shapes, that usually arise during the 

development of the network,  were not yet 
simulated in sufficient detail. Recently, by adding a 
biologically realistic neuronal growth model (with 
and without field-guided axonal bundling)  we 
structured the position and outgrowth of neurons 
(Gritsun et al. 2012). By integrating the growth-
spatial model with the spiking activity model, we 
modeled the development of bursting behavior, 
both in time and space, for networks with 50000 
neurons or more.  

3 Results 
The integrated model yielded realistic topology 

of young cultured networks (figure 1) and their 
activity , such as bursting patterns, developing with 
time up to three weeks. The model contains noise 
triggering and 5% large GABA-ergic neurons 
(which are excitatory in the first three weeks) with 
short term plastic (STP) properties (Gupta et al., 
2000). Bursting activity (their spread, as well as 
their development in time) was validated against 
experimental recordings obtained from cortical 
neuronal cultures. This integrated network model 
enabled us also to visualize the 'wave-like' spatial 
propagation of bursts (figure 2). Depending on 
network size, wave reverberation mechanisms were 
seen along the network boundaries. These 
reverberations may explain the generation of phases 
of elevated firing before and after the main phase of 
the burst shape (figure 3) and they may explain the 
occurrence of very short inter-burst intervals. 

In summary, the results show that adding 
topology and growth explain burst shapes in great 
detail in networks with STP neurons. Future work 
must reveal whether long term plastic properties 
(LTP) add and explain more details or may be 
ignored in these young cultures. 
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Figure 1. Simulation of neurite 
morphology in the field guided network of 
10,000 neurons. A: The neuronal somas 
are indicated in green. For 0.5% of th
neurons, marked with a large black dot, 
the neurite structures are shown:  axons 
(black) and dendrites (red). B: Close-u
A, showing bundles of axons that occur
field guided growth models. C: Axon 
(black line) and dendritic tree (red lines) 
of a pyramidal neuron (large black do
Neurons that receive input from this 
pyramidal neuron are indicated by blue 
dots.  

ese 

p of 
 in 

t). 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 2. The integrated model at work: snapshot at time 2500 ms of a visualization movie of  a burst wave.   
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Figure 3. Typical network burst profiles. Networks consisted of 10,000 (A and B) or  50,000 neurons (C) and were wired using the field 
guided approach with large GABA-ergic neurons. D: example of experimental bursts taken from previous study (Gritsun et al 2011, culture # 
4) . Bursts were detected in the recorded or simulated activity acquired from the networks of the same (virtual) age (12th vDIV for A and C, 
and 19th (v)DIV for B and D), and aligned by their peaks.  
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Abstract 
Microelectrode arrays (MEAs) can stimulate and record extracellular electrical activities from neurons in culture 
over long periods and neuronal arrangements can greatly influence the electrical activity recorded by MEAs. Using 
images obtained by confocal fluorescence microscopy, we suggest methodological tools aimed at quantitatively 
studying neural network topology on microelectrodes, based on a three-dimensional perspective. Thus, it is possi-
ble to characterize the neuron-electrode interface, so that to enable efficient electrical activity recordings.  
 

1 Introduction 
Microelectrode Arrays (MEAs) allow studying 

the distributed patterns of electrical activities in disso-
ciated cultures of brain tissues, composed by neurons 
and glia [1]. Confocal microscopy imaging allows 
monitoring the three-dimensional cell morphology 
and even the cell culture topology, it still permits to 
investigate the relation between cell and electrode, 
critical to recording a good-quality signal [2]. We 
propose a system that generates 3D polygonal cell 
models, which is capable to perform a fully-automated 
quantitative analysis, applied to dorsal root ganglia 
(DRG) cultures. 

2 Methods 

2.1 Cell Culture and Imaging  
Dissociated DRG cell cultures were prepared 

from Wistar young rats, anesthetized with CO2 and 
sacrificed by decapitation in accordance with the IASP 
and approved by the local Ethic Committee of Animal 
Experiments (CEUA/UFU). Dissociated cells were 
then plated on 60-channel MEAs ((30 µm diameter, 
200 µm spacing; Multichannel Systems). Cells were 
incubated with DiBAC4(3) and imaged under a laser 
scanning confocal microscope (Zeiss LSM 510 
META). Images were acquired in two channels, a fluo-
rescence channel and a light-transmission one. The 
transmission-light channel was used to assess the po-
sition of the microelectrodes.  

2.2 Neuron 2D Manual Assessment 
The number of microelectrodes and neurons on 

images were counted, but considering only cells lo-

cated at most 100 μm radius far from electrode center, 
and neurons were classified according to their dis-
tance to microelectrode (D) as potentially connected 
(D < 30 μm); neighboring (30<D<60 μm), and distant 
(D>60 μm). From the results, we calculated the mean 
distances (D’) between microelectrodes and the neu-
rons standing within its recording area. Thus, simple 
geometric 2D measurements were calculated as the 
mean surface area and the mean membrane perimeter 
of all neurons individually, as well as the mean Feret’s 
diameter. 

2.3 Automated 3D Quantification System 
The preprocessing applied to volumetric images 

aims to reduce noise, to improve images contrast, and 
to avoid the mistakes of sub-segmentation. 

In order to obtain a polygonal representation of 
the cells surfaces from the volumetric images, it was 
used an implementation of the “marching-cubes” al-
gorithm [3], that is implemented in the “3D Viewer” 
software [4], an ImageJ plug-in 
(http://imagej.nih.gov/ij/). Due to the presence of 
noise and residues in the culture, even after the pre-
processing stage, a large number of the generated po-
lygonal surfaces do not correspond to neurons, i.e. 
“false positives”. In order to reduce them, a semi-
automatic classification method is proposed. An inter-
active tool was developed to identify and eliminate the 
remaining false positives.  

The polygonal surfaces produced in the previous 
step and the information about the position of the mi-
croelectrodes are processed in order to automatically 
calculate a series of quantitative measures: (a) number 
of cells presents in the image; (b) surface area of each 
cell (in μm2); (c) the distances between the cells, in 
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the 3D-space and 2D- plane; (d) the distances between 
the microelectrodes and the cells. These measures are 
important for monitoring the development of the neu-
rons plated on MEA; and to study the relationship 
among electrophysiological activities recorded by the 
electrodes. The classification steps, 3D visualization 
and automated quantitative analysis were developed 
using Java and the VTK library (www.vtk.org). 

3 Results and Discussion 
In order to evaluate the system performance, three 

volumetric images obtained from two different cul-
tures were considered. Images 1 and 2 were observed 
from a cell-high-density region in Culture 1 and 2, re-
spectively. Image 3 was observed from a cell-low-
density region in culture 2.  

3.1 Neuron 2D Manual Quantification 
Each image presented different patterns of neuron 

adhesion. Most part of neurons were classified as dis-
tant from microelectrode and few neurons were found 
either neighboring or connected with them. This result 
was expected since we did not use any technique to 
guide neuronal growth.  

Table 1 shows the neurons classified according to 
their distance to microelectrode, where E is the num-
ber of electrodes; C/E is the cell electrode ratio; CC, 
CN and CD are the number of connected, neighbour-
ing and distant cells respectively, and D’ is the mean 
distance between electrodes and cells within its re-
cording area. 

 
Table 1 – 2D-manual classification of neurons according to their 
distance to microelectrodes 
I E C/E CC CN CD D’ (μm)* 
1 1 4.0 0 0 4 92.5 ± 12.9 
2 9 3.1 2 7 19 73.4 ± 28.2 
3 1 2.0 0 2 0 39.6 ± 1.2 

* Data are reported as mean ± standard deviation. 

3.2 Neuron 3D Manual Quantification 
The surface reconstruction step generates 100, 

246, and 32 polygonal surfaces, where 80, 218 and 30 
are respectively false-positives. The semi-automatic 
classification was able to remove 67(83%), 190(87%), 
and 30(100%) false-positives results, remaining only 
13, 28 and 0 objects to be manually removed by the 
interactive tool, considering the images 1, 2, and 3, 
respectively. The system allows visualizing neurons as 
well as the electrodes three-dimensionally by any an-
gle of view and zooming level. Fig. 1 shows the 3D 
visualization of DRG culture in Image 2. 

Table 2 summarize the measures obtained in the 
automated quantitative analysis, where S’ is the mean 
cells surface area. DC’ 2D and 3D are the mean dis-
tance between the pairs of cells in 2D and 3D, respec-
tively. DE’ is the mean distance between electrodes 
and cells 

 

 
Fig. 1. 3D visualization of DRG culture present in image 2. 

Table 2. The measures obtained in the automated quantitative 
analysis 
I. S’  

(μm2)* 
DC’ 3D  
(μm)* 

DC’ 2D  
(μm)* 

DE’ 2D  
(μm)* 

1 1641± 890 124 ± 58 124 ± 58 173 ± 55 
2 6932 ± 4223 303 ± 152 303 ± 58 323 ± 155 
3 8094 ± 1722 34 ± 0 34 ± 0 39 ± 1 

* Data are reported as mean ± standard deviation. 

4 Conclusion 
As a result we found more neurons located within 

the microelectrode recording area (100 μm) in cultures 
with a high-cell-density then in low-cell-density con-
dition. To propose better approaches for studies with 
electrophysiological and image processing, a high 
concentration of DRG cells must be added on MEAs 
in order to enhance the acquisition of electrophysio-
logical signals. Consequently, cultures with high-cell-
density require automated and semi-automated sys-
tems to identify, and calculate quantitative measures. 
The proposed system efficiently eliminates false posi-
tives in a semi-automatic way, and automatically 
computes quantitative measures. The distance among 
cells is very important, since it may describe the to-
pology of cell distribution within the culture, and the 
distance between the microelectrodes and the cells 
provides a way to infer the relationship of the electro-
physiological activity of the neural cells and the signal 
recorded by MEA. 
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Abstract 
To analyse network dynamics, neuronal avalanches are quite interesting phenomena. Recently, it was reported 
that neuronal avalanches were power-law distributed in a slice cortex of a rat, which is an important index repre-
senting a network criticality and its efficiency of information transition. In this study, extracellular electrical activities 
were measured using Microelectrode Array (MEA) measurement system, and the temporal changes of the power-
law behaviour in neuronal avalanches were studied for cultured neuronal networks. 

1 Introduction 
To analyse network dynamics, neuronal ava-

lanches are quite interesting phenomena. Neuronal 
avalanche is the phenomena where neuronal firing 
spreads spatially and temporally in the duration from 
several tens of ms to several hundreds of ms in the 
neuronal networks [1]. Recently, it was reported that 
neuronal avalanches were power-law distributed in a 
slice cortex of a rat [1] and cultured neuronal net-
works [2], which attracted attention because power 
law has been proposed as an indicator of self-
organized criticality by P. Bak et al. [3]. Furthermore, 
C. Haldeman et al. reported that the numbers of par-
ticular repeating signal patterns which occur more 
frequent than incidental firing were maximized at the 
critical point [4]. In this study, extracellular electrical 
activities were measured using Microelectrode Array 
(MEA) measurement system, and the temporal 
changes of the power-law behaviour in neuronal ava-
lanches were studied for cultured neuronal networks. 

2 Materials and methods 
Neuronal cells of cerebral cortex derived from 

18-day-old embryo rat were dissociated by trypsiniza-
tion. Cell suspension was prepared with standard cul-
ture medium at the cell concentration of 5×106 
cells/ml. Cells were cultured on the MEA substrate for 
more than 48 days in vitro (DIV). The temporal 
changes of electrical signals were amplified to 10000 
times and converted into digital signals with a resolu-
tion of 12 bit and 25 kHz of sampling rate. Electrical 
signals larger than five times of standard deviation of 
the noise were considered as action potentials from 
neuronal cells. An avalanche was detected in the same 
ways as described in previous report [2]. Briefly, Po-
tential peak times of each electrode were divided by 
0.6 ms window and distinguished as active frames, 

where at least one electrode detected the potential 
peaks, or non-active frames, where any electrode did 
not detect the potential peaks. An avalanche was de-
fined as continuous flames separated by non-active 
frames [1]. The probability distribution of avalanche 
size was plotted in log-log coordinates [2]. 

3 Results and Discussion 
Power-law behaviour in neuronal avalanches, in-

dicating self-organized criticality, was traced over the 
period of 5-48 DIV. The plot was divided into two 
parts, linearly-approximated component and peak 
component. About linearly-approximated component, 
the probability was power-law distributed in the latter 
DIV as reported previously [1, 2]. On the other hand, 
in the early DIV, the probability was not power-law 
distributed (Fig. 1 (A, B)). This indicates that there is 
a transient period toward the matured stage of neu-
ronal network. Especially, in phase II (16 DIV~ 19 
DIV), drastic change in the shape of probability was 
found (Fig. 1 (C)). It was reported that a distribution 
of avalanches with shuffled data did not follow a 
power-law distribution [2], thus phase (II) was the pe-
riod for formation of proper and functional networks. 
Furthermore, the fraction of peak component to line-
arly-approximated component (P/L) changed in the 
same way with the analysis about linear components 
(Fig. 2). This indicates that peak components also 
contribute the network maturation. 

4 Conclusion and Future Perspective 
Electrical activities of cultured neuronal networks 

on MEA in vitro were measured. Power-law behavior 
in neuronal avalanches, indicating self-organized criti-
cality, was traced over the period of 5-48 DIV. In the 
early DIV, the probability was not power-law distrib-
uted. This indicates that there is a transient period to-
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ward the matured stage of neuronal network. To un-
derstand the transient phase (II), it is useful to study 
these avalanche of network patterned into arbitrary 
configuration. Thus, in the next step, we study the 
temporal changes of the power-law behavior in neu-
ronal avalanches for normally cultured neuronal net-
works and patterned ones. 
(A) 

 
(B) 

 
(C) 

  
Fig. 1. Temporal changes of R2 value (A) and incline (B). The time 
course could be divided into three phases, (I) 5 -15 DIV, (II) 16-24 
DIV, (III) 25-48 DIV. Temporal changes of avalanche plots in phase 
II (C). In early stage, the size distribution of avalanches did not fol-
low power law, indicating that there was the transient period mov-
ing on to the critical point. 

 
 

 (A) 

 
 

 
(B) 

 
Fig. 2. Analysis including the components of peaks. (A) Intensity of 
counts with size 25~64 was composed of linear component, i.e. 
background, and peak component. The background was Peak was 
approximated by trapezoidal shape. (B) The change of fraction of 
P/L was plotted. Peak component was also changed with three peri-
ods, thus peak component also contributes to neuronal network 
maturation.  
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Abstract 
To assess dependencies between evolving connectivity and emerging network dynamics we modified connectivity 
in developing networks of cortical neurons in vitro by pharmacological manipulation of morphological differentia-
tion processes. Our data suggests that clustering of neurons and fasciculation of neurites increases the ability of 
cultured networks to spontaneously initiate synchronous network bursts. 
 

1 Introduction 
Synchronous bursting events (SBE) are widely 

observed in developing neuronal systems, suggesting 
that the ability to spontaneously initiate these dynam-
ics reflects a crucial, though transient feature of form-
ing networks. Similarly, SBE dynamics robustly 
emerge as the predominant type of activity in net-
works of cultured neurons in vitro. We suggest that 
general neuronal mechanisms might guide network 
self-organization in a way that establishes these dy-
namics. Interestingly, theoretical models have shown 
that hierarchical network structures embedding clus-
ters of strongly inter-connected neurons are optimal 
for initiating and sustaining spontaneous activity [1] 
and clustered network structure typically emerges in 
networks forming in vitro [2] and in vivo [3]. We 
speculate that activity-dependent structural plasticity, 
being a principal driving force of network self-
organization, establishes clustered network structures 
and thereby promotes spontaneous activity levels. 
Previous studies have shown that protein kinase C 
(PKC) inhibition promotes dendritic outgrowth and 
arborization [4], and impairs pruning [5], linking this 
protein closely to structural plasticity. To test our hy-
pothesis, we thus inhibited PKC in developing net-
works of cortical neurons in vitro to modify network 
structure. 

2 Materials and Methods 
Primary cortical cell cultures were prepared as 

described previously [6]. Cells were extracted from 
cortices of newborn rats by mechanical and enzymatic 
dissociation and plated onto polyethyleneimine-coated 
micro-electrode arrays (6x10 with 0.5mm and 32x32 
electrodes with 0.3mm spacing; Multichannel Sys-
tems). Cultures developed in growth medium (MEM) 
supplemented with heat-inactivated horse serum (5%), 
L-glutamine (0.5mM), glucose (20mM) and gentamy-

cin (10µg/ml) under 5% CO2 and 37°C incubator 
conditions. PKC inhibitor Gö6976 1µM was applied 
starting from the 1st day in vitro (DIV). Staining 
against MAP2 protein was performed for morphologi-
cal analysis of dendrites. Recordings were performed 
under culture conditions (MEA1600-BC and MEA30-
1024, Multichannel Systems).  

3 Results 
We show that developmental inhibition of PKC in 

cortical cell cultures increased dendritic outgrowth, 
impaired neurite fasciculation and clustering, and 
abolished network pruning. This resulted in more ho-
mogeneous and potentially better connected networks. 
In consequence, SBEs propagated faster and in more 
regular wave fronts. Yet, in agreement with our hy-
pothesis, SBEs were triggered from fewer sites and at 
lower rates suggesting that these homogeneous net-
works embedded fewer SBE initiation zones. We 
tested if the homogeneous networks were able to sup-
port higher SBE rates by providing additional input by 
electrical stimulation. Interestingly, homogeneous net-
works achieved higher SBE rates when electrically 
stimulated compared to the more clustered control 
networks. Our data suggests that activity-dependent 
structural plasticity promotes network clustering and 
thereby spontaneous SBE initiation during develop-
ment. Based on recent evidence for a reciprocal scal-
ing between synaptic strength and number of neuronal 
partners in vitro [7], we propose that locally more 
confined synaptic targeting within neuronal clusters 
promotes stronger and more recurrent coupling of 
neurons. The resulting connectivity structure could 
thereby more easily amplify spontaneous excitation 
locally beyond a critical threshold necessary for SBE 
initiation. 
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4 Conclusion 
Our results indicate that activity-dependent struc-

tural plasticity promotes neuronal clustering and 
thereby the ability of in vitro networks to spontane-
ously initiate SBEs. We propose that this might be 
part of a general strategy pursued by neuronal net-
works to establish this crucial activity pattern during 
development. 
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Fig. 1. Structure and dynamics in cortical cell cultures 
A) MAP2 Staining against dendrites and somata in low density cultures (~200 neurons/mm2) after 42DIV. PKC inhibition impaired neuronal 
clustering and reduced dendritic fasciculation in developing networks which suggests more homogeneous connectivity.  
B) Dense cultures (~2000 neurons/mm2) were grown on MEAs and documented by phase contrast microscopy. More homogenous networks 
had formed under impaired PKC activity at 44DIV.  
C) Propagation of activity during SBE was assessed with 1024 electrode MEAs (32x32) that spanned almost the entire area of cultured net-
works (corners lack neurons). The pseudo-color map depicts the first spike rank order (from early in red to late blue; white indicates no activ-
ity) of during exemplary SBEs. PKC inhibited networks showed more regular propagation patterns indicating more homogeneous connec-
tivity. The zoom-in gives an impression of the size of neurons, networks and MEA.  
D) SBE initiation zones were identified as median coordinate position of the first percent of active sites during single SBEs, respectively. 
Network boundaries (dashed circle) were generally more susceptible to initiate SBEs. More homogeneous networks forming under impaired 
PKC embedded fewer initiation sites than controls and triggered SBEs at lower rates (Controls N=807 SBEs in 60min; PKC inhibited N=676 
SBEs in 140min). 
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Abstract 
Synchronisation of neuronal activity is known to play a pivotal role in activity-dependent changes that mediate 
plasticity in the brain. Neuronal cultures represent relatively simple neuronal networks that are isolated from sen-
sory inputs present in intact brain, and therefore thought to be a suitable subject for studying the mechanisms of 
self-organisation of the network level. In present study, we monitored the spontaneous neuronal activity in hippo-
campal cultures grown on microelectrode arrays during development and analysed the changes in temporal coor-
dination of activity. In line with earlier reports, we found that bursting becomes a dominant pattern of neuronal ac-
tivity during development. Further, we found that maturation of neuronal cultures is associated with dramatic im-
provement of temporal precision of bursting correlated between spatially remote network locations, thus indicating 
facilitation of burst propagation across the network. Our results demonstrate that developmental period after syn-
aptogenesis is characterised by optimisation of network interaction even in the absence of external sensory input.  
 

1 Introduction 
Neuronal cultures belong to widely used prepara-

tions in molecular biology and represent relatively 
simple neuronal networks. Due to isolation from sen-
sory input, which is known to play a crucial role for 
neural development [1], a developmental arrest occurs 
in cultures from 3rd to 4th weeks of development [2, 3]. 
However, such absence of sensory drive provides an 
opportunity to elucidate intrinsic mechanisms of self-
organisation of neuronal activity that are masked by 
various factors in intact brain. In order to characterize 
the changes in temporal coordination of the network 
activity associated with maturation of neuronal cul-
tures, we monitored the spontaneous neuronal activity 
of dissociated hippocampal cultures at different de-
velopmental stages. 

2 Experimental procedures 

Neuronal cultures 

Dissociated neuronal cultures prepared from em-
bryonic (E18) rat hippocampi were plated on 60-
channel microelectrode arrays (MultiChannel Sys-
tems, Reutlingen, Germany) and incubated at 37°C for 
at least 28 days in vitro (DIV) with culture medium 
being partially exchanged on a weekly basis. All ex-
perimental procedures were carried out in accordance 
with the EU Council Directive 86/609/EEC and were 
approved and authorised by the local Committee for 
Ethics and Animal Research. 

Recording and analysis of the network activity 

Spontaneous neuronal activity of each culture 
(n=5) was recorded at DIV14, DIV21 and DIV28 un-
der conditions (temperature, humidity and gas compo-
sition) identical to those during incubation. The analy-
sis was performed on 10-min long recorded sessions 
for each culture at each time-point, and included 
threshold-based (±5SD) spike detection followed by 
burst identification (5 or more spikes with inter-spike 
interval <100 ms). Obtained spike and burst time-
stamps were used for a general evaluation of the spik-
ing and bursting activity. Due to relatively low level 
of the network activity at DIV14, data for each culture 
were normalised to respective values at DIV28 (taken 
as 100%). Further, to evaluate the changes in the net-
work interaction that take place during development, 
we analysed network (population) bursts (NBs), i.e. 
episodes of correlated (coincident) bursting in two or 
more channels. For each NB, participating channels 
were ranked by burst onset time, hence representing 
propagation of bursting across the network. Next, we 
analysed the duration of NB episodes, number of par-
ticipating channels per NB, as well as the delays be-
tween bursting onset in channels with neighbouring 
ranks (burst onset lag for individual channel pairs) 
and for each channel in a given NB (NB recruitment 
lag relative to NB onset). For statistical analysis, 
Kruskal-Wallis rank ANOVA was used. The effect of 
the temporal factor and differences between groups 
was considered as significant at p<0.05. 
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3 Results 
General evaluation of neuronal activity revealed 

that developmental changes within observed period 
were related predominantly to the bursting activity 
(Fig. 1). Although, a trend towards an increase of 
spiking was evident, the effects were non-significant. 
Maturation of neuronal cultures was found however to 
be associated with strong enhancement and generali-
sation of bursting activity, reflected by significantly 
bigger number of bursting channels (time: p<0.01) 
and the number of bursts per session (time: p<0.05), 
which corresponded to a gradual decrease of inter-
burst interval (time: p<0.05). Furthermore, this shift 
of the network activity pattern towards bursting mode 
was associated with marked decrease of the mean in-
ter-spike interval during bursts (time: p<0.05). 

 
Fig. 1. Maturation of neuronal cultures is associated with en-
hancement and generalisation of bursting activity. A trend to-
wards facilitation of spiking was evident for the number of spiking 
channels and the number of spikes per session (a,b), but effects did 
not reach significance. (c-f) After synaptogenesis, bursting becomes 
a preferential pattern of activity in neuronal cultures. Data are repre-
sented as mean ± s.e.m. Asterisks denote significant between-group 
differences at p<0.05. 

The results of analysis of network bursts demon-
strated dramatic changes in temporal precision of cor-
related bursting between spatially remote neuronal 
clusters that occurred after DIV14 (Fig. 2). Albeit, the 

duration of NBs was significantly shorter at DIV21 
and DIV28 in comparison to DIV14 (time: p<0.001), 
such episodes of network interaction involved bigger 
number of channels (time: p<0.01). Importantly, burst 
onset lag decreased linearly along the development 
and was markedly shorter at DIV28, when compared 
to DIV14 (time: p<0.001), reflecting facilitation of 
sequential recruitment of network locations into corre-
lated bursting. Furthermore, significantly shorter NB 
recruitment lags (time: p<0.001) that were found in 
mature cultures indicate a higher probability of burst-
ing propagation and generalisation across the network. 

 
Fig. 2. Facilitation of correlated bursting in neuronal cultures 
during development. Despite striking decrease of NB duration (a), 
synchronous bursting in mature cultures involves bigger number of 
channels (b).  (c,d) Maturation of neuronal cultures is characterised 
by significant decrease of bursting onset lags between remote net-
work locations. Data are represented as mean ± s.e.m. Asterisks 
denote significant between group differences at p<0.001. 

Taken together, our findings suggest that matura-
tion of neuronal cultures is associated with self-
organization of the network activity and optimization 
of network interaction. 
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Abstract 
The rat hippocampal neurons were cultured on a dish with 64 planer micro electrodes array (MEA). Neurons reor-
ganized a functional network, and an external inputs form outer world elicited a reproducible, particular spatiotem-
poral pattern of evoked action potentials. We integrated a living hippocampal network and a small moving robot as 
a body to  contact with outside world. The neurorobot is a suitable test environment for embodiment of neuronal 
information processing. We call the system “Vitroid”, meaning a robot as a test tube for neuronal intelligence sci-
ence. Here we propose behavior-generating system for Vitroid using self-organization map (SOM), which perform 
regulation of robot and learning at the same time. 
 

1 Background/Aims 
Dissociated neurons elongate neurites on a mul-

tielectrodes array (MEA) probe and reconstruct a net-
work structure. This structure is not regulated by de-
velopmental process and there is no particular geneti-
cally controlled circuit. Autonomously composed 
network is achieved by the functions intrinsic in indi-
vidual neurons. Therefore this reconstructed network 
may include primitive basic mechanism of informa-
tion processing, just like a neuronal system of a primi-
tive animal. We expect a certain type of information 
processing to emerge in this semi-artificial neuronal 
network by interaction between the neuronal circuit 
and outer environment via an interface system. A neu-
rorobot with hippocampal dissociated culture system 
is a suitable test environment for embodiment of neu-
ronal information processing (Fig.1). We call the sys-
tem “Vitroid”, meaning a robot as a test tube for neu-
ronal intelligence science [1]. In the system, interface 
systems for interaction between neurons and outer 
world can be evaluated. As an example of such inter-
face system, we previously  

reported a pattern recognition method with simplified 
fuzzy reasoning [1]. The system is enough worth, but 
it is difficult to perform learning and generation of the 
robot behaviour simultaneously. Here we propose a 
robot behaviour generating system with self-
organization map (SOM), which perform regulation of 
robot and learning at the same time. 

2 Materials and Methods 

2.1 Preparation of  living neuronal network  
Rat hippocampal neuronal cells were dissociated 

and cultured on MEA dish in conventional method 
[1].  

Briefly, The hippocampal region of brain was cut 
off from Wistar rat on embryonic day 17-18 (E17-18). 
Hippocampal neuronal cells were dissociated by 
0.175% trypsin (Invitrogen-Gibco, Carlsbad, Califor-
nia, U.S.A.) in Ca2+- and Mg2+-free phosphate-
buffered   saline   (PBS-) supplemented with 10 mM 
glucose at 37 ℃ for 10 min. Then neuronal cells were 

Fig. 1. schematic diagram of neuro robot system “Vitroid” 
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cultured on a multielectrodes array dish (MED probe, 
alpha-MED scientific, Japan). We used MED probes 
that the distance between an electrode (center to cen-
ter) was 450μm. The density of seeded cells was 
7800 cells/mm2. Cell density is higher comparing to 
the conventional condition, because the reproducibil-
ity and stability of spontaneous electrical activity in-
creased in such high-density condition. Culture me-
dium consisted of 45% Ham's F12, 45% Dulbecco's 
modified minimum essential medium (Invitrogen-
Gibco, California, U.S.A.), 5% horse serum (Invitro-
gen-Gibco, California, U.S.A.), and 5% fetal calf se-
rum (Invitrogen-Gibco, California, U.S.A.), 100 U/ml 
penicillin, 100 μ g/ml streptomycin (Invitrogen-
Gibco, Carlsbad, California, U.S.A.), and 5μg/ml in-
sulin (Sigma-Aldrich, US). The MED prove was pre-
viously coated with 0.02 % poly-ethylene-imine 
(Sigma-Aldrich, US). Neurons were cultured at 37 oC 
in 5 % CO2 / 95 % air at saturating humidity. The con-
duct of all experimental procedures was governed by 
the “Kwansei Gakuin University Regulations for Ani-
mal Experimentation". 

2.2 Neurorobot with SOM interpreter 
Electrical activity pattern at a certain time win-

dow was represented as a feature vector of which 64 
elements were spike numbers detected at each elec-
trode. SOM is a kind of unsupervised neural networks 
proposed by Kohonen [2]. The input layer with 64 
nodes has been provided to input feature vector. A 
two-dimensional output layer with 10 x 10 nodes has 
been provided. The function of SOM is dimension re-
duction．SOM picks up a winner node in output layer 
against input vector. Winner node is located in 2D 
map, so a 64-dimentional vector is mapped to a two-
dimensional position vector of the winner node. This 
two-dimensional SOM reduce the dimension of a fea-
ture vector from 64 to 2 without a loss of information. 
Each node has a reference vector (weight vector). Eu-
clidean distance between an input feature vector and a 
reference vector of each node is calculated and node 
with shortest Euclidean distance is selected as a win-
ner for the input vector.  The reference vector of the 
winner is updated to be closer to input vector. Simul-
taneously, the reference vector of the neighbor nodes 
of winner node also updated to be slightly closer to 
input vector. This procedure gathers nodes with simi-
lar reference vectors in neighbor.  As a result of that, 
spacial relationship among nodes in the output layer 
corresponds to the relationship among input vectors 
coupled with nodes in the output layer.  Our purpose 
is to extract a reproducible pattern as a representation 
of certain information in the living neuronal network. 
Gathered nodes coupled with similar feature vectors 
means that the similar spacial patterns of network ac-
tivity gathered each other.  In the case that electrical 
stimulation is applied at a certain electrode, let say E1, 
as an input from robot sensor, a winner node should 

be located at a certain position in the output layer. If a 
winner against other neuronal activity evoked by E2 
stimulation is located near the winner against the ac-
tivity evoked E1, outputs of the living neuronal net-
work against the E1 and E2 inputs are similar each 
other. In other words, the decisions against these in-
puts from E1 and E2 are almost same. The spacial dis-
tribution of the winner depends on the initial state of 
reference vectors. At generation of the behavior of the 
robot, premise behaviors should be designed as the 
instinct such as collision avoidance. To design such a 
behavior, winner distribution should be restricted. If 
the position of representative winner for the E1 input 
can be specified, the suitable behavior for the E1 input 
can be defined. For example, if E1 input is applied as 
the signal of obstacle at the left side of the robot, the 
robot should be turn to the right, so the left motor 
speed should be set at the higher value than right mo-
tor. To restrict the winner against a particular input, 
the winner for that input should be fixed at a seed 
node and E1 input should be applied repeatedly dur-
ing initial learning process (Fig. 2).  

 
 
 
 
 
 
 
 
 
 
 
 
Fig.2 Generation of robot behavior with SOM. 

 
After that, winners against E1 input are expected 

to be gathered near the seed node. The robot control is 
performed depending on the position of the winner for 
the inputted activity. For example, speeds for left and 
right motors are calculated by weighted average of 
total network activity, which weights is defined de-
pending on the Euclidian distances between the win-
ner and the E1 seed node or the E2 seed node. We 
confirmed that this seeding approach could perform 
separated map around the seed nodes of each input.   
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1 Background/Aims 

(Sub)cellular mechanisms underlying action 
potential (AP) generation in neurons grown on 
substrate arrays of microelectrodes (MEAs) were 
recently shown to display extremely rich dynamical 
properties [1]. Upon repeated electrical stimulation, 
antidromically evoked APs show instability, 
fluctuations, and intermittency, whose features are 
unexpected from conventional biophysical models.  
A novel and more accurate quantitative description of 
excitability is then imperative, if neural dynamics and 
plasticity have to be captured in silico [2] for very 
large-scale neocortical simulations [3]. 
Here, we replicate the experiments of [1], and define 
a mathematical neuron model, introducing non-
conventional state-dependent inactivation 
descriptions of sodium currents [4]. We qualitatively 
compare model and experiments under the same 
stimulation paradigm, and specifically use the model 
to predict the dependency of the stability and 
intermittency of evoked APs on temperature. We 
speculate that, by employing temperature as a global 
modulator of subcellular kinetics, access to 
complementary information on the excitability 
processes can be readily gained. 

2 Methods 
Rat cortical neurons were dissociated and plated, 

at 3000 cells/mm2, over titanium nitride 
microelectrodes arrays (MEAs; 200 μm spacing, 
30 μm electrode diameter) whose surface was 
previously treated by polyethylenimine (10 mg/ml) 
and laminin (0.02 mg/ml). Neurons were incubated at 
37°C - 5% CO2 [5] in culture medium (Neurobasal by 
2% B-27, 10% serum, 1% L-glutamine, and 1% 
Penicillin-Streptomycin) that was changed 3 times a 
week. 
Recordings were performed by a MCS1060BC 
amplifier at 25 kHz, in a low-humidity incubator with 
5% CO2 atmosphere, and at 35°C, 37°C, or 39°C. 
Thirty minutes before each recording session, 
synaptic receptors antagonists (i.e. 20 M AP-V, 

10 M CNQX, 10 M SR-95531) were bath applied 
to block spontaneous activity. Changes of the 
incubating temperature were followed by an 
accommodation interval of at least 20 min, before 
data recording. Repetitive biphasic pulses (±0.8 V, 
200 msec) were generated (STG1002) at 1-20 Hz, 
and delivered by one extracellular electrode, 

employed in monopolar configuration [6]. 
MC_Rack software was used for data acquisition. 
Offline high-pass filtering (400 Hz) and analysis 
were performed to extract the occurrence time of 
evoked APs. 
A deterministic, single-compartment conductance-
based mathematical model derived from the 
Connor-Stevens model [2] was developed and 
computer simulated in NEURON [7]. Briefly, the 
model includes a sodium current and delayed-
rectifier and A-type potassium currents [4]. The 
sodium current was modified from the fast-
inactivating description [2] to incorporate state-
dependent inactivation as in [6] (Fig. 1A). The 
effect of temperature on the transition rates was 
accounted for by a multiplicative factor 
Q10 = 3 [2]. 

3 Results 
 APs complex past-history dependence, first 

described in [1], is experimentally reproduced; 

 APs latency and instability are highly 
temperature-sensitive, over a small range (±2°C); 

 A novel biophysical model, based on state-
dependent inactivation of sodium-currents (Fig. 
1A), qualitatively captures the experimental data 
(Fig. 1D). 

 The model predicts a latency decrease 
(~0.1-0.2 msec/°C) with increasing temperature, 
and an increase of the time-scales associated to 
APs generation instability (Fig.1B).  

 Preliminary experiments reveal good agreement 
with both model predictions (Fig. 1C-D). 

4 Conclusion/Summary 
We replicated a recently proposed 

experimental paradigm, enabling to probe 
neuronal excitability over extended time-scales 
[1]. We formulated a novel mathematical model of 
AP generation to reproduce qualitatively the 
experimental data, with in mind its incorporation 
in large-scale simulations [3]. The same model 
allows us to make predictions on how temperature 
affects the dynamics of excitability. In fact, 
temperature has a global influence on the kinetics 
of a variety of sub-cellular phenomena, directly 
and indirectly related to excitability. Temperature 
might thus serve as a control signal, to extract 
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complementary information and to validate the model 
description. When model predictions were tested 
experimentally, a qualitatively good agreement was 
found, confirming non-trivial consequences on APs 
latency and APs generation instability. In conclusion, 
the recently disclosed dynamical complexity of 
single-cell excitability, and its accurate biophysical 
modeling, are of great impact for the study of 
emergence of activity-dependent correlations, long-
lasting plasticities, information encoding and, 
ultimately, for behaviorally relevant time-scales.  
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Figure 1: A standard sodium current model is altered as in [4], to include state-dependent inactivation in its kinetic description (A). When 
computer simulated, the model neuron replicates APs generation instability and intermittency, as well as a decrease in the time of 
intermittency onset for increasing stimulation frequencies (B). For a limited temperature range, the model predicts an overall speed-up of 
evoked APs (C), and a substantial increase in instability time-scales with increasing temperature (D). Preliminary experiments qualitatively 
confirm model predictions (C-D). 
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Abstract 
Dissociated neuronal cultures grown on multielectrode arrays can be used as a simple in vitro model for learning 
[1]. In closed-loop conditions the culture networks can be trained to increase evoked spiking rate response in se-
lected electrode in predefined time window after a stimulus. We show that the learning protocol [1] can be en-
hanced to achieve learning criteria for any desired electrode in the system.. 
 

1 Methods 

1.1 Cell Culturing 
Hippocampal neural cells from mice embryos at 

18-th prenatal day were plated on 64-electrode arrays 
(Alpha MED Science, Japan) (Fig. 1). The final den-
sity of cellular cultures was about 1600-2000 
cells/mm2. Cells were stored in culture Neurobasal 
medium (Invitrogen 21103-049) with B27 (Invitrogen 
17504-044), Glutamine (Invitrogen 25030-024) and 
fetal calf serum (PanEco К055), under constant condi-
tions of 37˚C, 100% humidity, and 5% CO2 in air in 
an incubator (MCO-18AIC, SANYO). No antibiotics 
or antimycotics were used. 

 
Fig. 1. Fragment of hippocampal culture network on multielectrode 
array. Scale bar, 50 µm.. 

1.2  Stimulation 
Electrophysiological signals were recorded with 

20 KHz samplerate. Threshold of spike detection was 
set at a factor of 8 times the median of absolute signal 
from the electrode (see Pimashkin, 2011 [2] for more 
details). Stimuli were generated (±600mV, 300ms, 

0,06-0,1 Hz) using a four channels stimulator (Multi 
Channel Systems, Germany). Response-to-stimulus 
(R/S) ratio was measured as number of evoked spikes 
in 40-80 ms post-stimulus time interval per each 10 
stimuli. Control stimulation was performed during 80 
min (10 min - stimulation, 5 min – rest). Closed-loop 
real-time signal processing with feedback was per-
formed using custom made software in Labview®. If 
the R/S value during learning reaches a threshold 
value then the stimulation stops for 5 min. 

 
Fig. 2. R/S ratio distribution for all electrodes during trial stimula-
tion for one experiment. 

2 Results 
In earlier studies [1, 3, 4] the electrodes with 

R/S=0,1 were selected for learning protocol. For 
R/S=0,2 taken as a threshold the stimulation was 
stopped for 5 min. In our experiments we found that 
38,2±8,4% of the electrodes had 0<R/S≤0,1 during 
control stimulation. The number of electrodes with 
0<R/S≤0,5 was 67,3±11,4% (Fig. 2). We successfully 
performed learning protocol for selected electrodes 
having R/S in the range of 0,1-0,5 in control stimula-



 

tion. Threshold for learning was set to upper 80% of 
R/S values distribution for selected electrode (Fig. 3). 
We found that such R/S selection was effective in 5 of 
9 cultures (55%). Thus the enhanced protocol effi-
ciency was similar as in the previous studies. 

 
Fig. 3. R/S ratio distribution for single electrode during control 
stimulation. 

3 Conclusion 
We showed that learning in networks of hippo-

campal cells can be performed using R/S ratio of or-
der of 0,5. It permits to apply the learning protocol to 
many different electrodes. Moreover in the enhanced 
protocol the learning threshold is estimated automati-
cally based on response variability in control stimula-
tion. 
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Abstract 
Spontaneous electrical activity of cortical in vitro networks has mostly been described as synchronized population 
bursts. It is assumed that this activity is exhibited by pyramidal cells that account for the majority (about 80%) of 
neurons in the networks. We analyzed the morphology of axons of parvalbumin-positive interneurons and their 
spontaneous activity patterns in cortical networks cultivated on MEA glass-neurochips. The axons were strongly 
ramified and covered wide areas of the MEAs. From axons arising from parvalbumin-marked cell bodies, only 
bursting activities were registered. We conclude that parvalbumin-positive interneurons are capable of burst gen-
eration and suggest that interneurons rather than pyramidal cells are the sources of synchronous bursting. 
 
 

1 Background 
Network bursts – the temporal and spatial cluster-

ing of action potentials – are typical for the spontane-
ous activity of in vitro networks and has been found in 
invertebrates and vertebrates [1]. The origins and 
functions of this kind of neuronal activity are not well 
understood. Spontaneous activity of in vitro networks 
has often been described as synchronized population 
bursts that are characterized by the collective syn-
chronized bursting of numerous neurons [2]. Here we 
focus at the question if bursting activity arises from 
pyramidal cells, interneurons or both in cortical in vi-
tro networks. 

 

2 Methods 
Cortices were prepared from embryonic mice 

(E16) followed by enzymatic dissociation. Cells were 
plated at a density of 1200 cells/mm2 on poly-D-
lysine/laminin coated miniaturized (16x16mm²) glass 
– neurochips (developed at the Chair for Biophysics, 
University of Rostock) with integrated 52-
microelectrode MEAs and on coverslips. The culture 
areas were 20 mm2. Cell cultures were incubated at 
10% CO2 and 37°C for four weeks. Half of the me-
dium was replaced thrice a week. Recordings were 
performed with our modular glass chip system 
(MOGS) coupled to a preamplifier and data acquisi-
tion software (Plexon Inc., Dallas,TX,USA). For mor-
phological characterization, networks were fixed with 
paraformaldehyd and immunohistochemically stained 
against parvalbumin, a marker for chandelier and bas-
ket cells [3] and neurofilament 200 kD before confo-
cal laser scanning microscopy. We were able to iden-
tify the activity patterns of parvalbumin-positive in-
terneurons by correlating the electric activity patterns 
with the microscopic morphology data. 
 

3 Results 
Parvalbumin-positive interneurons accounted for 

about 10-30% of the neurons in our networks. Their 
strongly ramified axons covered extensive areas of 
coverslip and MEA surfaces (Fig.1). The parvalbu-
min-positive interneurons were correlated to the activ-
ity patterns recorded before staining (Fig.2). A corre-
lation was possible only for MEA electrodes that were 
not covered by a dense axonal clutter (Fig.3). A fur-
ther precondition was that the course of an axon aris-
ing from a parvalbumin-positive interneuron could be 
microscopically traced. In any case, the spontaneous 
activity recorded from MEA pads with parvalbumin-
positive interneurons was bursting. 
 

4 Conclusion 
Our results suggest that parvalbumin-positive in-

terneurons, rather than pyramidal cells, are the source 
of the synchronous bursting activity which is charac-
teristic for cortical networks. Further analysis of the 
spontaneous electrical activity of the different cortical 
neuron types is needed to confirm our conclusion and 
to understand the relationship between network cy-
toarchitectonics and electrical activity. 
 

 
 
 
Fig. 1. Two parvalbumin-positive neurons of a 4 week old network 
cultivated on a coverslip. Parvalbumin is mainly expressed in cell 
bodies. The axons are strongly ramified, covering a wide surface 
area. Blue: DNA; green: parvalbumin; red: neurofilament 200; bar: 
20µm. 
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Fig. 2.  Parvalbumin-positive interneuron near electrode 20 of the 
MEA. With electrode 20 superbursting activity was recorded, visu-
alized as timestamps over a time period of 50 sec. Blue: DNA; red: 
neurofilament 200; green: parvalbumin; grey: electrode and pad 
connector; bar: 20 µm. 
 
 

 
 
Fig. 3.  Single MEA pad covered by a dense axonal clutter prevent-
ing a correlation of neuron type with the activity pattern. Green: 
electrode; red: neurofilament 200; blue: DNA; bar: 15 µm. 
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Abstract 
Nowadays, it is possible to form functional neural networks from human pluripotent stem cells. At the moment, the 
network formation process is quite time consuming. Moreover, in culture these cells divide vigorously and the 
culture plates quickly grow confluent. These matters slow down the progress in the research and long-term in vitro 
experiments are practically impossible to conduct. Here, the neuronal cells derived from human pluripotent stem 
cells were cultured on microelectrode array plates and their maturation was enhanced using cell cycle blocker 
aphidicolin. Microelectrode array measurements showed that aphidicolin increased the electrical activity of the 
neuronal networks during the exposure period and, with suitable concentration, did not increase notably the cell 
death.  
 

1 Introduction 
Human pluripotent stem cell (hPSC) derived 

neuronal cells are a potential tool in the areas of 
developmental biology, neurotoxicology, drug 
screening/development and in regenerative medicine 
[1, 2, 3]. These human derived neuronal cells 
resemble their in vivo counterparts many ways; they 
develop into action firing neurons and can form 
spontaneously active neuronal networks [4]. The 
formation of these human neuronal networks is, 
however, rather slow process in vitro; it typically takes 
4 to 5 weeks to get neuronal networks with 
synchronous bursting behaviour on a microelectrode 
array (MEA) dish [4]. For many applications it would, 
indeed, be beneficial if these networks could be 
formed more rapidly.  

In this study, the aim was to evaluate whether 
chemical cell cycle blocker aphidicolin (APC) fastens 
the maturation process of hPSC derived neuronal 
networks. 

2 Methods 
Human embryonic stem cells (hESCs) and human 

induced pluripotent stem cells were (hiPSCs) were 
differentiated into neuronal progenitor cells in 
suspension culture in presence of fibroblast growth 
factor (FGF). Cells were plated on MEA plates 
(Multichannel Systems GmbH) and allowed to form 
spontaneous neuronal networks for 14 days. 
Thereafter, the networks were exposed to APC at 
concentrations 0, 1, or 3 µg/ml for 7 days. The cells 
were observed twice a week with contrast phase 
microscopy and MEA measurements were performed 

during exposure period and up to 5 weeks after the 
exposure. The viability of the cells was evaluated with 
live/dead analysis (viability/cytotoxicity kit, 
Invitrogen) and the proliferation with BrdU kit 
(Roche). MEA data was analysed using MATLAB 
software with tailor-made analysis methods for burst 
detection [5]. The statistical analyses were performed 
using at least 5 parallel samples with Kruskall-Wallis 
analysis followed by Mann-Whitney U-test.   

3 Results 
APC, at the concentration 1 µg/ml, decreased the 

cell proliferation significantly compared to control 
cells according to BrdU-analysis (Figure 1.).    

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 1. Cell proliferation was measured using BrdU proliferation 
assay. Bars represent background corrected absorbance and error 
bars represent SD. Control cells proliferated significantly more 
compared to APC treated (1 µg/ml) cells (p < 0.05).  
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The cell viability decreased due to APC treatment 
compared to control cells. Still, this phenomenon was 
not significant (Figure 2.).     

 
 
 
 
 
 
 
 
 
 

Fig. 2. Cell viability according to live/dead analysis. Live and dead 
cells were calculated from the populations and the results are 
represented as percentage of live cells from the population. Error 
bars represent SD.  

 
The 1 µg/ml APC exposure increased the 

spontaneous activity of the hESC derived neuronal 
networks during the exposure period whereas 
concentration of 3 µg/ml inhibited the activity 
permanently (Figure 3.). 
 

 

Fig. 3. The number of total spikes per MEA for 0, 1, and 3 µg/ml 
APC treatment. APC exposure period is marked, and the circle 
marks the APC washout day (WO). 1)** on day 4 significant 
difference between control and APC 3 µg/ml, 2)* on day 5 
significant difference between control and APC 1 µg/ml, 3)* on day 
8 significant difference between control and APC 1 µg/ml, and 
between control and APC 3 µg/ml, 4)* on day 13 significant 
difference between control and APC 3 µg/ml, 5)* on day 15 
significant difference between control and APC 3 µg/ml. * = p< 
0.05, ** = p<0.005. 

 

The bursting activity did not increase due to the 
APC exposure, i.e. the network did not show more 
mature activity pattern during or after the APC 
exposure (Figure 4.).  

APC is potential cell cycle inhibitor that blocks 
proliferation of hPSCs derived neural cells without 
affecting the viability of the cells on low 
concentrations. Simultaneously, APC exposure 
increased the spontaneous activity of the network. 
Nevertheless, the activity returned back to baseline 
level after washout. Thus, it might be beneficial to 
prolong the exposure to gain permanent effects. 

 

 
Fig. 4. Burst activity of APC 1 µg/ml, APC 3 µg/ml and control. 
The activity pattern of APC 1 µg/ml and control seem to follow a 
similar trend. The burst activity of APC 3 µg/ml starts to decline 
after the APC exposure period. APC exposure period is marked, and 
the circle marks the APC washout day (WO).  

4 Conclusion 
APC inhibited efficiently the cell proliferation. It also 
affected the hPSC derived neuronal network 
signalling during the exposure; by increasing the 
activity in smaller concentration and decreasing the 
activity with bigger concentration.  
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Abstract 
Network activity patterns formed in neuronal cultures can be monitored by multielectrode arrays (MEAs). It has 
been demonstrated in many studies that spontaneous and stimulus evoked spike sequences can be organized as 
repeatable population bursts with précised spike timings. In this study we show that different input signals induce 
statistically distinguishable changes in the spiking patterns and, hence, the culture networks can generate selec-
tive evoked responses. 

1 Methods 
Dissociated  hippocampal cells were grown on 

microelectrode arrays (MED64, Alpha MED Science, 
Japan). 64 micro-electrodes with 50µm x 50µm shape 
and 150 µm spacing were used for recording electro-
physiological signals at 20kHz sample rate. Threshold 
detection was set at a factor of 8 times the median of 
absolute signal from the electrode (see Quiroga R., 
2004; Pimashkin, 2011 for more details). 

Electrical low-frequency stimulation (0.05-0.3 
Hz) of pairs of nearby electrodes (stimulation sites) 
was applied using a stimulus generator (MultiChannel 
Systems). The stimulation consisted of bipolar pulse 
train with 600 μV and 500 μs applied to two stimula-
tion sites. Each site was stimulated for 10 min. Elec-
trical stimuli evoked population spiking response in 
most of the electrodes. The response from single elec-
trode during 200-300 ms after stimulus artifact is 
shown in Fig. 1. Selectivity was considered as an abil-
ity of the neurons to generate different responses to 
different stimulation sites. To estimate statistical dif-
ference of the responses we used  two basic character-
istics of the evoked neural activity: timing of the first 
spikes (Marom S., 2008) and spiking rate. These pa-
rameters can be associated with information encoding 
in neural networks. The spiking rate of the response 
was defined as the total number of spikes within 200 
ms of post stimulus activity. Measure of the selectivity 
from single electrode considered as statistical differ-
ence in responses to two stimulation sites were esti-
mated by Mann-Wittney ranksum test.     
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Fig. 1. Post-stimulus response recorded from single electrode. Time 
axis represent latency of recorded signal relatively to stimulus arti-
fact. 

2 Results  
We found that the cultured network naturally con-

tains a small fraction of neurons with high sensitivity 
(selectivity) to electrical stimulation site. Such high  
selectivity of the neurons on individual electrodes was 
verified using first spike timing and total spike rate 
(see methods). Time course of the first spike timings 
of the responses to two stimulation sites recorded 
from selective electrode is shown in Fig. 2 A,  and 
spike rate of the responses to two stimulation sites re-
corded from selective electrode is shown in Fig. 2 B 
(black line - response to stimulation site 1, red line - 
stimulation site 2).  We also demonstrated that in av-
erage (6 cultures) the number of electrodes with statis-
tically high selectivity using total spike rate character-
istics is greater than number of electrodes using first 
spike timing characteristics but not significantly 
(Fig.2 C).  
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3 Conclusion 
We found that culture networks can respond se-

lectively to electrical stimuli applied to different spa-
tial sites. This selectivity appears in particular elec-
trode (e.g. neuron groups) that can reliably distinguish 
the type of the stimulus in its spatial location. We also 
proved that spiking rate characteristics of the response 
can be more efficient to estimate the selectivity than 
precise first spike timing.  

The evoked response dynamics found eventually 
indicates that culture networks contain different sig-
naling pathways activated selectively by appropriate 
stimulus. The response selectivity with robust statisti-
cal characteristics can be further used to the design of 
closed-loop solutions of culture network based control 
systems (e.g. neuroanimats) where the selective elec-
trodes generated distinguishable responses are associ-
ated with different sensory signals. 

A  

B  

C  
Fig. 2. Time course of the first spike timings of responses to two 
stimulation sites recorded from selective electrode (A), the spike 
rate of responses to two stimulation sites recorded from selective 
electrode (B) (black line - response to stimulation site 1, red line - 

stimulation site 2). (C) Average number of electrodes responded to 
more than 80% of stimuli, average number of electrode statistically 
selective to stimulus source using total spike rate and first spike 
timing as response characteristics. 
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Abstract 
In an in vitro experiment about 10,000 neurons can be counted on a multielectrode array (MEA) neurochip. In the 
past we have developed a model called INEX which shall be used to run such a simulation of a MEA neurochip 
experiment with 10,000 neurons.  
Similar to processors on a CPU which can be represented by number of cores, the GPU provides a certain num-
ber of so called shaders. Since recently, it is possible to run complex algorithms on these shaders which can be 
controlled via interfaces like OpenCL and CUDA. Using this method can significantly decrease the run time of al-
gorithms. 
 

1 Background/Aims 
In an in vitro experiment about 10,000 neurons 

can be counted on a multielectrode array (MEA) neu-
rochip. In the past we have developed a model called 
INEX [1] which shall be used to run a simulation of a 
MEA neurochip experiment with 10,000 neurons.  

General Purpose Computation on Graphics Proc-
essing Units (GPGPU) describes a system for mas-
sively parallel processing of computer algorithms. 
Similar to processors on a CPU which can be repre-
sented by number of cores, the GPU provides a cer-
tain number of so called shaders. In the past these 
shaders were used for projection and manipulation of 
geometric data on the computer screen. Since recently, 
it is possible to run complex algorithms on these 
shaders which can be controlled via interfaces like 
OpenCL [2] and CUDA [3]. Using this method can 
significantly decrease the run time of algorithms. 

2 Methods 
The INEX model is based on an inhomogeneous 

Poisson process to simulate neurons which are active 
without external input or stimulus as observed in neu-
rochip experiments. It is accomplished using an Ising 
model with Glauber dynamics. The INEX model is 
implemented in C++. 

For parallelisation the OpenCL1.1 interface of the 
Khronos Group was used. All runs were performed on 
an Intel I7 930 Nehalem CPU and a NVIDIA GTX460 
GF104@1024MB GPU. The splitting of the algorithm 
follows the network volume (in this case up to over 
10,000 neurons). Take note that CPU and GPU are 
designed for different use cases. A combination of 
these two platforms would exhibit negative impact on 
the performance. 

To compare the run times of this simulation with 
the single core GPU implementation we realized the 
model algorithm also on a single core CPU. To make 
the run times and results comparable, the parameter 
sets of the model, which are usually chosen randomly, 
were fixed. Thus, two identical spike trains, each with 
a length of 30 minutes, were separately generated with 
GPU and CPU. The algorithm was run simulating for 
10 to 10240 neurons in eleven steps, always doubling 
the number of neurons (Table 1). 

3 Results and Discussions 
With increasing number of neurons the GPU im-

plementation shows a clear run time advantage (Table 
1, Figure 1) compared to CPU. The run times for 
2560, 5120 and 10240 neurons had to be extrapolated 
for the CPU variant. GPU as well as CPU exhibit an 
exponentially increase of run time. However, it grows 
much slower in case of the GPU. For 10240 neurons 
the GPU was almost 12 times faster than the CPU. For 
the GPU, the relatively constant development of the 
run time up to 320 neurons is justifiable with the high 
maintenance workload which is due to transport to the 
GPU and back in the system. This effort can be ig-
nored with increasing number of neurons because the 
algorithm itself needs significant more run time. 

4 Conclusion 
The developed OpenCL algorithm is very per-

formant in the current version. The usage of multicore 
processors or shaders requires higher maintenance ef-
forts; therefore their positive effect on run time is best 
observed for large networks. 
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Table. 1. Performance comparison between single 
core CPU and single core GPU with increasing num-
ber of neurons; run time in minutes. 

 

 
Fig. 1. Visualisation of Table 1: Performance comparison between 
single core CPU and single core GPU with increasing number of 
neurons. 
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Number of  
Neurons  CPU  GPU 

10  0.067  2.772

20  0.110  2.586

40  0.203  2.693

80  0.425  3.142

160  1.018  4.026

320  3.079  5.882

640  10.588  9.247

1280  101.505  20.229

2560  415.119  56.343

5120  1,823.782  192.688

10240  8,502.237  721.584
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Abstract 
Molecular mechanisms underlying the generation of synchronized bursts during long-term development remain 
unclear. In order to clarify the mechanisms of this phenomenon at a molecular level, we cultured rat cortical neu-
rons for 1 month and analyzed the gene expression involved in the changes in network activity. Synchronized 
bursts were observed starting at approximately 2 weeks and the rate increased gradually during the culture peri-
ods. Reverse transcription PCR analysis revealed that the transcription factor gene creb were found to be consis-
tently expressed during the culture period. However, the expression level of immediate early gene arc increased 
up to 1-month culture period. These results suggest that the generation of synchronized bursts is correlated with 
the increase in immediate early gene expression during long-term development of cultured neuronal networks. 
 

 

1 Introduction 
Recently, molecules involved in higher functions 

of the nervous system, such as memory and learning, 
have begun to be identified. At the network level, ex-
haustive analysis of gene expression has been per-
formed during pharmacologically induced neuronal 
plasticity [1]. However, the molecules involved in 
network construction and the generation of synchro-
nized bursts during long-term development remain 
unclear. We previously presented changes in synaptic 
density (both excitatory and inhibitory) and electrical 
activity during long-term development [2]. In addition 
to these methods, we performed gene analysis to link 
gene expression to network activity. Expression levels 
of the transcription factor gene creb and immediately 
early gene arc were investigated during 1-month cul-
ture periods. 

2 Materials & Methods 
Cell culture, electrical activity recordings, and 

immunofluorescence staining were performed as de-
scribed previously [3]. We cultured cortical neurons 
derived from Wistar rats at embryonic day 17 for 1 
month. The spontaneous electrical activity of cortical 
culture was recorded using MED64 extracellular re-
cording system (Alpha MED Scientific) and im-
munofluorescence staining was performed using anti-
bodies against anti-microtubule associated protein 2 
(MAP2), anti-vesicular glutamate transporter 1 
(VGluT1), and anti-vesicular transporter of -amino-
butyric acid (VGAT). Gene expression was analyzed 

by reverse transcription PCR (RT-PCR) using gene-
specific primers. Total RNA was extracted from the 
cultures every week during the 1-month culture pe-
riod. RNA was then reverse transcribed and 40 cycles 
of PCR were performed.  

3 Results & Discussion 
Figure 1A shows the developmental changes in 

network activity of rat cortical cells cultured for 1 
month. Synchronized bursts were observed starting at 
approximately 2 weeks and the rate increased gradu-
ally during the culture period. Immunofluorescence 
staining of MAP2, VGluT1, and VGAT revealed that 
both excitatory and inhibitory synaptic boutons in-
creased around the dendrites and somata over 1 month 
(Fig. 1B). To analyze specific gene expression during 
these periods, we performed RT-PCR using gapdh, 
creb, and arc primers (Fig. 1C). Both the housekeep-
ing gene gapdh and transcription factor gene creb 
were found to be consistently expressed during the 
culture period. However, the immediately early gene 
arc was not identified at 1-7 DIV, but the expression 
level increased up to 28 DIV. In addition, the increase 
in the expression of arc resembles the increase in the 
synchronized burst rate (Fig. 1A). Since arc mRNA 
expression is known to be induced by increased levels 
of synaptic activity [4], these results suggest that the 
generation of synchronized bursts is correlated with 
the increase in arc expression during the culture pe-
riod. Based on these results, we have begun to quan-
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tify the expression level of arc and investigate the ex-
pression of other genes. 
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Fig. 1. (A) Changes in network activity during long-term development of rat cortical cultured neurons. The upper left frame shows the ex-
tracellular potential traces recorded in each electrode. Firing rate data are shown as the mean + standard error of the mean (SEM), whereas 
the synchronized burst rate are shown as the mean – SEM (for both n = 6). (B) Immunofluorescence micrographs of cultured cortical neu-
rons. Blue color indicates MAP2. Green color indicates VGAT. Red color indicates VGluT1. (C) Electrophoresis of gapdh, creb, and arc 
genes extracted from cultures every week during a 1-month culture period. The genes were amplified by RT-PCR using gene-specific prim-
ers. 
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1 Background/Aims 
Plasticity in primary dissociated neuronal cultures 

can be induced by both low [1] or high [2,3] fre-
quency stimulation. We compare effects of both 
stimulation types by estimating values of expression 
of gene c-fos. It is so called immediate early gene cod-
ing for a transcription factor which participates in the 
process of neuronal plasticity. 

2 Methods/Statistic 
Dissociated hippocampal cultures were obtained 

from P0 BALB/c mice and grown on microelectrode 
arrays to 21 DIV. Electric stimulation was applied for 
10 minutes. Two protocols of electric stimulation were 
used: low frequency (single pulses at 0.1 Hz) or high 
frequency (bursts of 6 pulses spaced at 10 ms with 
300 ms interburst intervals) stimulation. Each group, 
as well as a control group (without stimulation), con-
sisted of 3 neuronal cultures. In 2.5 hours after begin-
ning of stimulation cultures were fixed and c-Fos ex-
pression was detected using immunofluorescence mi-
croscopy. 

3 Results 
Low and high frequency of electric stimulation 

resulted in significant increase of c-Fos expression in 
neuronal cultures (5.5 or 4-fold, respectively, р < 
0.001), compared to non-stimulated samples (Fig.1). 
However, no significant difference was found between 
stimulation protocols. 
 

 
Fig. 1. Mean intensity of c-Fos immunofluorescence normalized to 
intensity of Hoechst staining (nuclei). HFS, high frequency stimula-
tion; LFS, low frequency stimulation; No stim, non-stimulated cells. 

4 Conclusion/Summary 
Our results demonstrate that high as well as low 

frequency stimulation induce comparable levels of c-
Fos expression. Considering c-Fos as a molecular 
marker of neuronal plasticity both protocols effec-
tively produce modifications of neural networks in 
vitro. 
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Abstract 
High-resolution assessment of how the electrical properties and physical motility of multiple individual neurons 
contribute to the organization of a network in vitro requires a neuron-electrode interface that provides single cell 
accessibility and high spatial resolution. Here we present a method to trace the spatial distribution of average 
spike shapes (footprints) of the same cell during its development on a high-density complementary metal–oxide–
semiconductor (CMOS) based microelectrode array (MEA) and demonstrate changes in its footprint over time. 
 

1 Introduction 
Examination of developing neuronal cultures in 

vitro reveals morphological and electrical phenomena, 
at the cellular and network level that lead to stable 
functional and structural relations among neuronal 
cells in a mature culture [1]. Neuronal cell migration, 
axonal pathfinding, and synaptic pruning represent 
constitutive processes of neuronal development. 
Besides its role in development, neuronal motility 
plays a role in regeneration of nervous system in vivo 
[2] and in cortical neuronal networks in vitro [3]; 
moreover, synaptic rewiring represents a basis for 
activity-dependent structural plasticity in the 
developing and adult brain [4]. Many of these 
phenomena can be investigated at the morphological 
and molecular level of a single cell, nevertheless it is 
challenging to trace electrical activity of multiple 
individual neurons during in vitro development. To 
circumvent this limitation we utilized a high-density 
complementary metal–oxide–semiconductor (CMOS) 
based microelectrode array (MEA) [5] for long-term 
recording of neuronal activity during development; 
principal component analysis (PCA) based spike 
sorting was used to identify the respective cells. 

2 Material and Methods 

2.1 Cell culture preparation 
Sparse cultures (1000 cells/mm2) of neocortical 

cells were grown on high-density MEAs and were 
maintained in Jimbo medium at 37 ° C and 5% CO2. 
One third of the medium (300 µl) was replaced on a 

daily basis after each recording session. In order to 
prevent contamination, culture chambers were sealed 
with lids, covered with a fluorinated ethylene-
propylene membrane [6]. 

2.2 Recordings 
A High-density CMOS-based MEA that 

comprises 11,011 platinum electrodes and 126 
recording channels was utilized for long-term 
recording (35 days in vitro (DIV)) of electrical activity 
of developing networks. Two sets of 126-electrode 
configurations were used for the recordings: (i) A 
sequence of 95 configurations, each with randomly 
selected electrodes, to sample general network activity 
over consecutive days, and (ii) a sequence of 147 
overlapping high-density configuration blocks to 
extract clusters of extracellular signals produced by 
individual cells. 

2.3 Statistics 
Self-organization of the network architecture, 

followed by the characteristic development of general 
network activity distribution, are presented as 
topographically mapped electrical “images” extracted 
from median spike heights and firing rates throughout 
the 3.5 mm2 array on the successive days, over three 
different developmental periods (Fig.1). From the 
data, which were recorded in a series of 102-electrode 
high-density configuration blocks, we extracted 
clusters of extracellular electrical signals and assigned 
them to individual cells using PCA/clustering-based 
spike sorting. 
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Fig. 1. Topographically mapped electrical “images” reconstructed from the neural activity, recorded with 95 configurations, each with 126 
randomly selected electrodes, over a duration of 60 sec per configuration. Color bars represent the median amplitude of recorded spikes (a) 
and firing rates (b).

2.4 Immunocytochemistry 
The cortical neurons cultured on MEAs were 

fixed with 4% formaldehyde at 35 DIV. After 
permeabiliztion with 0.25% Triton X-100 in 
phosphate buffered saline (PBS) for 10 min, the 
cultures were incubated with PBS containing 0.1% 
Tween20 for 30 min. The cultures were incubated with 
primary antibodies (anti-GABA IgG rabbit (Sigma-
Aldrich), anti-MAP2 IgG chicken (Sigma-Aldrich), 
anti-tau-1 IgG mouse (Millipore)) overnight at 4ºC 
and then incubated with secondary antibodies (anti-
IgG rabbit, anti-IgG chicken and anti-IgG mouse 
(Invitrogen)) for 1 h at room temperature. 
Fluorescence observation was performed using a 
Leica DM6000 FS fluorescence microscope. 

3 Results 
We were able to trace the spatial distribution of 

average spike shapes of the same cell (footprints) 

during the developmental process, perceiving fine 
changes in its extracellular spike waveforms (Fig.2). 
For validation of our results, we immunostained two 
of the cultures and assigned the obtained spike 
waveform footprints to the imaged cells. 

4 Conclusions 
Network and single-cell electrophysiological 

analysis of growing neuronal networks on high-
density CMOS-based arrays can be performed in 
combination with PCA/clustering-based spike sorting 
at a much greater level of detail than with 
conventional multi-electrode arrays. Long-term 
maintenance of neuronal cultures together with 
continuous collection of electrophysiological data 
with this system offer a valuable approach to 
investigate the network structural and functional 
dynamics and development of cortical neuronal 
cultures in vitro. 

 
Fig. 2. Tracing the footprints of a preselected cell over three consecutive days (blue - DIV 6, green – DIV 7, red – DIV8).
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Abstract 
Tetanic stimulation was applied to affect network connectivity, as assessed by conditional firing probabilities. We 
showed that the first period(s) of titanic stimulation at a certain electrode significantly alters functional connectivity, 
but subsequent, identical stimuli do not. These findings support the hypothesis that isolated networks develop an 
activity-connectivity balance, and that electrical stimulation pushes a network out of this equilibrium. Networks 
then develop a new balance that supports the activity patterns in response to the stimulus. Accordingly, subse-
quent stimuli no longer disturb the equilibrium. Similar results were obtained with slow pulses (~0.2 Hz) instead of 
tetani, suggesting that connectivity changes are driven by network activation, rather than the tetanus itself. 
 

1 Background/Aims 
A well-known method in plasticity research is tet-

anic stimulation, traditionally applied intracellular to 
induce long term potentiation. Recent studies [3,4] 
showed that extracellular tetanic stimulation affects 
network connectivity, whereas other studies found it 
difficult to detect changes on a network scale [6]. The 
monitored parameters like e.g. network wide firing 
rates, which may have been too global, may explain 
this discrepancy. Alternatively, intrinsic activity may 
exert uncontrolled influence on network connectivity, 
and mask induced changes. Here, we used cultured 
neuronal networks to study the effect of repeated peri-
ods of tetanic stimulation. We hypothesize that the ex-
isting balance between activity and connectivity is di-
turbed by the applied stimulation. The network adapts 
and develops a new balance that supports the induced 
activity patterns. Thus, reapplying the same input will 
not disturb the new balance; the network memorizes 
the input. 

 

2 Methods/Statistic 
To detect stimulus induced changes we estimated 

functional connectivity, through Conditional Firing 
Probability (CFP) analysis [1]. CFP describes the 
probability that neuron j fires at t=�, given that i fired 
at t=0. CFP’s are used to express functional connec-
tions between two neurons by a strength and a latency. 
We studied the effect of repeated periods of tetanic 
stimulation (2-15 min), separated by 1h periods of no 
stimulation. We analysed periods of spontaneous ac-
tivity to obtain an estimate for functional connectivity. 
Stimulation periods were repeated at least four times. 
We calculated the change in functional connectivity 
by comparing the strengths of all persisting connec-
tions before and after stimulation. To quantify changes 
we calculated the fraction of significantly changed 
connections (FSCS), as well as the mean magnitude of 
change (| |). We calculated the plasticity index (PI) 
[2] to assess the change in functional connectivity: 
PI=FSCS · | |.  

Fig 1. Plasticity index (PI) across four subsequent periods of stimulation. PI=FSCS · | |, where FSCS is fraction of significantly 
changes connections, and  | | equals the average absolute  strength change of these connections. A. shows that PI is ~3 times higher 
in the around the first two periods of  tetanic stimulation than around later periods. B. shows that experiments with long periods of 
tetanic stimulation (10 min) resulted in the first PI to be highest, whereas shorter periods (2 min) in a highest 2nd PI. C. Periods of 
similar duration with slow pulse stimulation (0.2-0.3Hz) yielded very similar development of PI. 

A B C
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3 Results 
In twelve experiments, the PI’s around the first 

periods of tetanic stimulation (PI~0.11) were signifi-
cantly higher than control values (PI~0.035) around 
periods of no stimulation, (2-tailed t-test: p=0.04). 
Two-way ANOVA revealed that PI’s significantly de-
creased around subsequent stimulation periods 
(p=0.03), differences between cultures were not sig-
nificant. Changes in functional connectivity were the 
largest around the first two periods of stimulation (Fig 
1a), three times higher than controls. Here, the differ-
ences between individual experiments were the larg-
est. In experiments with long periods of stimulation, 
the first PI was highest whereas short periods of 
stimulation led to the 2nd PI being highest (Fig 1b). 
Three experiments with slow pulse trains during peri-
ods of similar duration (0.2-0.3Hz) showed the same 
effect ((t-test p>0.70, see Fig. 1c). Subsequent stimu-
lation at a second electrode (four experiments) 
showed a similar tendency of decreasing PIs, how-
ever, differences were much smaller, and also absolute 
values did not exceed spontaneous PIs. Return to the 
first stimulation electrode showed PIs at the level of 
spontaneous fluctuations (see Fig. 2).  

 

 

 
 
 
 
 
 
 
 
 
 
 

4 Conclusion/Summary 
PI’s around the first stimulation period were sig-

nificantly higher than those around periods of no 
stimulation, showing that tetanic stimulation did affect 
functional connectivity. Interesting however, are the 
lower PI’s around subsequent stimulation periods, 
which indicate that these periods had less effect on 
functional connectivity.  We hypothesize that the first 
period of tetanic stimulation pushed the network out 
of its existing balance between activity and connec-
tivity. This balance causes stable activity patterns, at 
least on a timescale of several hours [5]. Because the 
evoked activity patterns are different from spontane-
ous patterns, synaptic connections will change. The 
network then develops a new balance between activity 
and connectivity, which now supports the stimulus 
induced patterns. Therefore, differences in activity 
patterns will be smaller when the same stimulus is re-
applied in subsequent periods, yielding smaller 
changes in connectivity. The effect of stimulation at a 
second electrode hardly exceeded spontaneous fluc-
tuations, it may have been too close to the first stimu-
lation in time and/or space. Slow pulses yielded very 
similar results, suggesting that the effects are caused 
by network activation rather than by the tetanus itself. 
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Fig 2. Development of plasticity index upon stimulation at two 
different electrodes (black line, ●) or across periods with no 
stimulation (n=10; red line, Δ). Hatched areas indicate stimula-
tion at electrode A (stim period 1-4 and 9-10;     ) or elec-
trode B (stim. period 5-8;   ) 
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Abstract 
Plasticity of neuronal networks is thought to be the basis of memory and learning in the brain and the relationship 
between inputs and plasticity has been of interest. Previous studies have revealed that different frequency or loca-
tion of stimuli make various effects to the network but few studies have quantitatively evaluated in detail how these 
factors affect to network plasticity. Therefore we investigated changes of connection properties of living neuronal 
networks cultured on Multi-Electrode Array applying diverse conditions of electrical stimuli.  We investigated how 
various conditions of stimuli changes connection strength of cultured neuronal network. As a result, both potentia-
tion and depression of connectivity were observed under condition of stimuli and the most significant change was 
observed 100 Hz stimulation from only one electrode. 
 

1 Background/Aims 
Plasticity of neuronal networks is thought to be 

the basis of memory and learning in the brain and the 
relationship between inputs and plasticity has been of 
interest. Previous studies have revealed that different 
frequency or location of stimuli make various effects 
to the network [1] but few studies have quantitatively 
evaluated in detail how these factors affect to network 
plasticity. Therefore we investigated changes of con-
nection properties of living neuronal networks cul-
tured on Multi-Electrode Array applying diverse con-
ditions of electrical stimuli.  

2 Methods/Statistics 
We cultured cortical neurons obtained from Wis-

ter rat embryos on MED210A (Alpha MED Scientific 
Inc.), which has 8 × 8 indium–tin–oxide (ITO) elec-
trodes coated with platinum black. Each electrode on 
MED was 20μm square and the distance between the 
centres of the electrodes was 200μm. A culture in 
24DIV was used in the experiment. 

The experiment was constructed of 24 sessions. 
In each session, 30 sets of stimuli were induced at ten-
second interval. A set was constructed of ten biphasic 
pulses induced at frequency different according to 
sessions. Amplitude of a pulse was 1.5V, and it lasted 
for 100μs in +/- phase respectively. 24 conditions 
were combinations of twelve frequencies of electrical 
stimuli (1Hz, 5Hz, 10Hz, 20Hz, …, 90Hz, 100Hz) 
and a choices of two electrodes to induce stimuli 

(electrodes A and B, illustrated in Fig. 1). We inserted 
60-minute intervals before the start of the stimulation 
and between sessions. 

Connection properties were estimated from spike 
trains obtained from recorded signal in real-time. We 
derived the probabilistic model from leaky integrate 
and fire model with multi-timescale adaptive thresh-
old [2] including post-synaptic potentials (PSP) as 
synaptic interactions between neurons, and estimated 
them using extended kalman filter regarding the 
model as a state-space model. Maximum heights of 
estimated PSP were showed as connectivity strength. 

 
Fig. 1. The diagram of electrodes embedded on MEA. The electrode 
A and the electrode B is showed as the red square and the green 
square respectively.   

3 Results 
We extracted only connections that had PSP 

stronger than 2mV (the network diagram is illustrated 
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as Fig. 2). Some changes were observed in strength of 
extracted connections (Fig. 3). The most significant 
change occurred in 800 minutes after the start of the 
experiment, it is just after 100 Hz stimulation from 
electrode A was induced (Fig. 4). Besides, we calcu-
lated changes of connections strength induced by one 
session of stimuli by subtracting strength at the start 
of the session from strength at the start of the next  
session. It indicates that one condition of stimuli 
evoked both potentiation and depression to the net-
work (Fig. 5), and different conditions of stimuli 
evoked different effects (potentiation, depression or 
no change) to the same connection (Fig. 6). 

4 Conclusion/Summary 
We investigated how various conditions of stimuli 

changes connection strength of cultured neuronal 
network. As a result, both potentiation and depression 
of connectivity were observed under one condition of 
stimuli and different conditions of stimuli evoked 
variant changes of one connection. These results indi-
cate possibility of controlling connections by induc-
tion of appropriate stimuli. 

 
Fig. 2. Network estimated from spike trains recorded from MEA 
(only connections that had PSP stronger than 2mV are showed). 

 
Fig. 3. Time series variations of strength of connections. 

 
Fig.4. Time series variations of mean strength of all connections. 

 
Fig.5. Changes of connection strength induced by different condi-
tions of stimuli (one point corresponds to one connection). 

 
Fig. 6. Changes of each connection (one point corresponds to one 
condition of stimuli). 
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Abstract 
In order to elucidate dynamics of a neuronal network, dissociated culture system is adequate. The rat hippocam-
pal neurons were cultured on a multi electrode array (MEA) dish. We applied shots of electrical stimuli in several 
types of inter-stimulus intervals and analysed evoked responses. We found that the response pattern of evoked 
electrical activity was affected by existence of prestimulation in the case that interval between the first stimulation 
and second paired stimulation was within 2 s. These results suggest that an origin of the hysteresis is transition of 
the internal state of the network, undertaken by synaptic transmissions. This “memory” like hysteresis function was 
observed even in stimulus-evoked electrical activity of a semi-artificial neuronal network on MEA. 
 

1 Introduction 
Cultured neurons reorganized complex networks 

on a multi-electrodes array dish, and spontaneous 
electrical activity has been observed [1, 2]. Spontane-
ous activity pattern changes depending on the culture 
days and the network structure is modified by inputs 
from outer world in activity dependent manner. The 
synchronized electrical activity has been confirmed 
also in cortical dissociated culture system [3, 4], sug-
gesting the phenomenon is a common feature of re-
constructed network on a culture dish. As for temporal 
structure of the firing-rate, the burst period was re-
ported to continue from 14 DIV to 30 DIV, though the 
burst activity fragments over 30 DIV [5, 6]. Sponta-
neous activity in neuronal network may form various 
“states” of the network. This state also influenced on 
the spike activity pattern evoked by an electrical 
stimulation. Even a single shot of the stimulation is 
expected to change the internal state of the network, 
similar as spontaneously evoked activity. So we inves-
tigated the feature of evoked activity pattern and here 
we report a “memory” like function observed in 
stimulus evoked electrical activity of neuronal net-
work cultured on MEA probe.  

2 Materials and methods  

2.1 Rat hippocampal dissociated culture 
Culture method is previously described conven-

tional one [7]. Briefly, rat hippocampal Neurons were 
dissociated and placed in an arranged cloning ring 
with a diameter of 7 mm at the center of a MEA dish 
(MED probe, Alfa-MED scientific, Japan), preventing 
from adhesion of cells on the reference electrodes lo-
cated on near border of the culture area. The density 
of seeded cells was 7800 cells/mm2. Culture medium 
consists of 45% Ham's F12, 45% Dulbecco's modified 

minimum essential medium (Invitrogen-Gibco, Cali-
fornia, U.S.A.), 5% horse serum (Invitrogen-Gibco, 
California, U.S.A.), 5% fetal calf serum (Invitrogen-
Gibco, California, U.S.A.), 100 U/ml penicillin, 100 μ 
g/ml streptomycin (Invitrogen-Gibco, Carlsbad, Cali-
fornia, U.S.A.), and 5 μg/ml insulin (Sigma-Aldrich, 
US). The conduct of all experimental procedures was 
governed by the “Kwansei Gakuin University Regula-
tions for Animal Experimentation". 

2.2 Electrophysiological experiments by 
MEA  
Extracellular potentials were collected by the 

MED64 integrated system (Alfa-MED scientific, Ja-
pan). A/D conversion of measured signals was carried 
out at a sampling rate of 20 kHz and quantization bit 
rate of 16 bit. The data were stored at a hard disk of a 
PC/AT computer. The system was controlled by re-
cording software, MED Conductor 3.1(Alfa-MED 
scientific, Japan). Electrical activity spikes were de-
tected and analysed, using MEDFAUST software, 
which we developed. We applied sequential shot of 
electrical stimuli to the neuronal network cultured on 
MEA dish via a selected electrode. The interval of the 
consecutive electrical stimuli was set to 1 s, 2 s, 2.5 s, 
5 s and 10 s. Electrical stimuli were applied 4 times at 
a trial. First 2 stimuli, stim1 and stim2, were single-
shot stimuli with an enough inter-stimulus interval 
(ISI, usually more than 60 s) for recovering a state of 
network activity. These stimuli were for a control ex-
periment. Then a paired stimulation set with short ISI 
(stim4 with stim3 as pre-stimulation) was applied. 
This experimental procedure of a sweep was per-
formed repeatedly for 30 times. Inter-sweep-interval 
was 50 s. The 60 s delay after the stim1 and 50 s of 
inter-sweep-interval were determined according to our 
previous result that effect of an electrical stimulation 
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on spontaneous activity diminished within approxi-
mately 60 s. 

2.3 Elucidation distance of similarity of ac-
tivity pattern 
Firstly, the feature vector which components were 

number of detected spikes at each electrode within a 
50 ms time window was synthesized repeatedly. Then, 
to elucidate similarity between the spatio-temporal 
pattern of evoked activity, we calculated Euclidian 
distances between feature vector of electrical spike 
patterns along time axis. 

3 Result and Discussions 
Fig.1 upper panel indicates Euclidean distances 

between the pattern by a single stimulation and by a 
paired stimulation in 23-26 DIV. There is no obvious 
differences in the case of ISI are 1s to 10s. Lower 
panel indicates Euclidean distances is obviously long 
at immediately after the paired stimulation, and then 
gradually reduces. The hysterical effect on the activity 
gradually reduces depending on increasing of the ISI. 
The long distances indicates that response pattern was 
quite different between a single stimulation and a 
paired stimulation, if ISI is enough short. Normaliza-
tion is achieved by dividing the distances between the 
pattern by a single stimulation and a paired stimula-
tion by the distances between the patterns by single 
stimulations.  

 
Fig.1 Panels indicate Euclidean distances calcu-

lated from activity in a same single culture. 
Transitions of Euclidean distance between activ-

ity evoked by the single stimulation and activity by 
the paired stimulation. Upper panel indicate transi-
tions of Euclidean distance in 23-26 DIV and Lower 
panel indicate the 75-175 DIV. The hysteresis was re-
markable only in 75-175 DIV. 

Fig.2 upper panel indicates that there is no obvi-
ous differences at all ISI in the case of short-term cul-
tures (DIV < 30). In lower panel, the state with long 
distances by a paired stimulation with 1s ISI last for 
approximately 1 s. In addition, there are some peaks 

of long distances, corresponding to second peaks. 
These results indicate that the differences were sig-
nificant only in 75-175 DIV. 

 
 

Fig.2 Panels indicate normalized Euclidean dis-
tances calculated from activity in a same single cul-
ture. These results show that large values of normal-
ized Euclidean distances appear immediately after 1s 
ISI paired stimulation in a culture of 75-175 days. 
However, the tendency is not seen in 23-36 DIV cul-
ture. 

4 Conclusion 
The cultured network can memorize that there 

had been  a previous stimulation several seconds be-
fore the second stimulation. Network hysteresis is ex-
pected to depend on internal state of the network. 
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Abstract 
A system to provide an artificial synapse between cultured neurons is presented. A complementary metal-oxide-
semiconductor (CMOS)-based MEA provides high resolution bidirectional access to record from and stimulate in-
dividual neurons in a cell culture. In conjunction with a field-programmable gate array (FPGA), this system allows 
to identify single neurons and to apply closed-loop feedback stimulation cycles within as little as 200 µs. Comput-
ing the cross-correlation between the neurons before, during, and after the feedback stimulation provides a meas-
ure for closed-loop induced plasticity. 
 

1 Background and Aims 
It is believed that memory and learning processes 

in the brain are, among other factors, governed by the 
relative timing of the activity between different neu-
rons. Applying an artificial synapse between two or 
more neurons allows the experimental manipulation of 
connectivity in the neural network under study, as pre-
dicted by spike-timing dependent plasticity rules [1]. 
Here, we present a system for sub-millisecond real-
time closed-loop feedback to record from and subse-
quently stimulate individual neurons, cultured on a 
high-density (3150 electrodes per mm2) CMOS 
(Complementary Metal Oxide Semiconductor) micro-
electrode array (MEA) [2]. 

2 Methods 
We grew cultures of E18 rat cortical neurons over 

11,011-electrode CMOS arrays. The CMOS MEA fea-
tures 126 on-chip amplifiers (0-80dB) and analog-to-
digital converters (8bit, 20 kHz), which can be con-
nected to an arbitrary subset of 126 electrodes. The 

digitized traces are streamed to a field-programmable 
gate array (FPGA), which performs band pass filter-
ing (0.5-1.8kHz) and subsequent threshold detection 
to assign events. After the detection of an event, a pre-
programmed stimulation waveform is triggered on an 
arbitrary electrode(s), which can reliably evoke action 
potentials in a defined subset of neurons, located at 
other electrodes. The delay between the trigger spike 
and the stimulation is programmable in a range from 
200 µs to seconds. Due to the small electrode pitch of 
17 µm, sub-cellular-resolution measurements are pos-
sible, and individual neurons can be identified by 
scanning through the 11,011 electrodes using high-
resolution blocks or random configurations of 126 
electrodes. Functional connectivity between identified 
neurons was computed using a custom-designed 
cross-correlation algorithm. The flexibility of the elec-
trode selection allows for searching through the whole 
culture and for specifically targeting, e.g., two neu-
rons, which are not or only weakly connected with 
each other.  

 

Fig. 1. Overview of the main components of the system. The feedback stimulation loop is closed around the CMOS MEA device and 

the FPGA. 
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3 Results 
The system was successfully applied to a neu-

ronal network grown over the array. We were able to 
detect individual neurons and to provide an “artificial 
synapse” between some of them. By using an FPGA 
in between the chip and a PC to do the filtering, spike 
detection and stimulation, feedback cycles as short as 
200 µs with a jitter below 50 µs were achieved (Fig-
ure 1). Most of the delay between the actual spike and 
the stimulation pulse comes from a two tab Butter-
worth band-pass filter. Due to the parallel nature of 
processing in FPGAs, many feedback loops can be 
applied simultaneously without introducing additional 
latency. 

4 Conclusion 
Closing the loop around the CMOS MEA and the 

FPGA allows for fast and precise feedback as a con-
sequence of the deterministic nature of the FPGA de-
sign and provides a new tool to study information 
processing and learning in neuronal networks. The 
system has been implemented and verified here, and 
future plans include examining how individual cells 
respond to various closed-loop protocols, designed to 
alter functional connectivity. Moreover we will inves-
tigate how this response propagates into the rest of the 
network. 
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Fig. 2. Representation of  140 unfiltered raw traces of recorded action potentials (red). They reliably triggered a stimulation pulse after 

200 µs. In the figure on the left, the stimulation channel was disconnected from the electrode to avoid artifacts for a clearer figure, 

whereas on the right it was connected and elicited spikes. The black bar shows the latency between the averaged negative peak of the 

recorded action potentials and the onset of the triggered stimulation pulse. The stimulation pulse reliably triggered action potentials on 

a different electrode (blue), on average after 0.5 ms. The distance from the electrode that recorded the elicited spikes to the stimulation 

site was 140 µm, and that to the trigger electrode 168 µm; the trigger electrode was at 185 µm distance from the stimulation site. Ob-

taining reliable recordings was not possible during the occurrence of the stimulation pulse due to the presence of artifacts, but was pos-

sible immediately afterwards (within less than 200 µs). 
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Abstract 
Most cell culture studies rely on taking representative, quasi-static data snapshots during limited time windows. To 
permit continuous experimentation, we devised an automated perfusion system based on microfluidic cell culture 
chambers for microelectrode arrays (MEAs). The design is based on a perfusion cap fabricated in replica-molding 
technology and on a hermetically shielded, gravity-driven perfusion mechanism. Network activity from neurons on 
MEAs was continuously recorded outside of a CO2 incubator at ambient conditions over one month under stabi-
lized temperature, osmolarity and pH conditions. Our analysis exemplarily focused on the evolution of paired spik-
ing (PS) activity consisting of two spikes separated by 2 ms in spontaneously active hippocampal cultures. It 
started as early as 10 days in vitro (DIV) and triggered patterns of network-wide spreading activity that persisted 
until the end of the recording session lasting 32 days. We hypothesize that paired-spike activity is a general cod-
ing phenomenon that is conserved in spontaneously active in vitro networks. In lack of in vivo-like sensory stimuli, 
cultured neurons may use it to substitute for natural stimuli.  
 
1 Introduction 

The common approach of performing snapshot 
experiments bears several risks: each time, data is col-
lected at different physiological cellular ‘response 
states’, which might furthermore be affected by non-
reproducible variations in cell culture handling during 
their transfer from the incubator to the experimental 
setup. Furthermore, datasets are fragmented by lack of 
observation continuity. We therefore tested a simple 
gravity-driven perfusion concept to uninterruptedly 
record spike trains from neural cultures on MEAs 
over several weeks. The setup allowed us to investi-
gate and compare the activity evolution in two sepa-
rate cortical cultures over 32 days (hippocampal) and 
59 days (cortical), respectively. We briefly discuss the 
evolution of paired-spike activity in the hippocampal 
culture.  

2 Methods 

2.1 Cell culture and perfusion setup 
Hippocampal neurons (Sprague-Dawley rat, E17, 

~50,000 cells/dish) were plated on Ti/TiN 30/200iR 
MEAs coated with poly-D-lysine/laminin (0.1 mg/ml; 
5 µg/ml) and cultured in serum-free, pH-buffered me-
dium (NBM, 2% B27, 2 mM AlaGlu, 100 U/ml Pen-
Strep, 10 mM histidine/HEPES) following published 
protocols. They were kept 7 days in a humidified in-
cubator before being transferred onto the 60 channel 
amplifier (Multi Channel Systems, Reutlingen, Ger-

many) with T-control (36.5 °C). A polydimethylsilox-
ane (PDMS) perfusion cap based on a previously pub-
lished design [1] featured ID 1.8 mm Teflon® tubing 
with in- and outlet silicone septa. Supply and waste 
Teflon tubing could be reversibly connected to these 
septa by OD 0.7 mm syringe needles. A pinch-valve 
(Velleman relay card K8056, Profilab) at the outlet 
tubing allowed timed gravity-driven medium ex-
change (~200 µl every 8 hours; relative positions with 
respect to tabletop: supply: 520 mm, MEA: 320 mm, 
valve: 10 mm, waste:  - 300 mm; Fig. 1). Extracellu-
larly recorded spikes were detected at 5.5 STDV from 
p-p noise and extracted (but not sorted) for time-
stamp-based analysis. 

 
Fig. 1 Perfusion setup and PDMS cap (inset). 
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2.2 Paired spiking (PS) versus bursting activ-
ity at individual sites 
We defined paired-spikes (PS) as the neural activ-

ity consisting of two spikes recorded from the same 
electrode that were separated by an interval of 2 ms 
followed by an inter-paired-spike interval (IPSI) lar-
ger than 50 ms. Bursting activity at individual sites 
was defined as events with more than 10 spikes sepa-
rated by an interval lower than 100 ms followed by an 
interburst interval (IBI) larger than 200 ms.  

3 Results and Discussion 
In vivo, paired-spike (PS) enhancement plays a 

crucial role in information processing at different hi-
erarchical stages within the nervous system [2, 3]. 
While spike pairing was very low at the early DIVs, it 
consistently increased after 3-4 weeks in vitro (WIV) 
(Fig. 2).  

 
Fig. 2 Network-wide number of paired spikes (PS) recorded at 
different developmental stages.  

Activity patterns consisting of PS separated by 
2 ms were rarely encountered at the very beginning of 
the recordings. Instead, random isolated spikes rather 
than synchronized rapid firing dominated neural activ-
ity [4]. During the first 3 WIVs, the IPSI was very 
large (up to 170 s) and fluctuated highly with a low 
number of repetitions at individual sites, denoting that 
PS was not yet robust (Fig. 3a & b, first period).  

 
Fig. 3 a) Plot of the duration of the most frequent IPSI in a certain 
12-hours interval over DIVs: the distribution can be separated into 
two distinct periods with fluctuating high values during the first 
3 WIVs and a second period with an almost constant value of 2-3 s. 
b) Inversely, the overall number of the most frequently occurring 
IPSI in 12 hours was low during the first period while it increased 
during the second period. 

After 3 WIVs, the IPSI dramatically decreased to 
2-3 s and remained robust up to the end of the re-
cording session. In the same period, the number of the 
most frequently occurring IPSI increased consistently. 
Furthermore, PS patterns that repeated at 2-3 s IPSI 
stayed associated to individual sites within the net-
work as pointed out by the purple circles in Fig. 4. 
Moreover, in most cases, PS were recorded from those 
electrodes that also recorded bursting activity as 

shown in Fig. 5a & b. The network location with 
dominant PS and bursting activity could change over 
the days, though (Fig. 5b). 
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Fig. 4 Cumulative number of PS and its distribution over an 
8 x 8MEA at different DIVs in 12-hours intervals. The purple 
ellipse points out a robust PS pattern. 

 
Fig. 5 a) In most cases, the highest number of PS (y axis) were 
recorded from the same electrode from which the highest number of 
bursts (x axis) were recorded b) The network location with highest 
PS (blue circle) and bursting (red dot) activity changed over time. 

4 Conclusions 
We uninterruptedly recorded spontaneous activity 

from cultured neurons over 32 DIVs. Our findings 
show that PS activity becomes more robust after about 
3 WIVs. PS might thus be used as an indicator for 
network maturity. The findings also suggest that 
neurons in culture use PS to replace the missing 
stimuli found in natural conditions within the nervous 
system. This hypothesis will be tested in future 
experiments. 
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Abstract 
The aim of this study was to verify whether return map analysis is an effective method of evaluation of the tempo-
ral dynamics underlying sequences of synchronized bursts (SBs) in neurons. The spike events of a single neuron 
and the time events of SBs were derived from electrical data of neuronal networks cultured on multi-electrode ar-
rays (MEAs). The distribution of points on a return map, corresponding to the sequences of SBs, exhibited an “L-
shaped’’ cluster. This is similar to the observation in a previous study of the spike events of a single neuron. In 
agreement with the previous study, one of the neurons in the network used here showed a similar L-shaped clus-
ter of spike events on a return map. These results expand the possibilities of the use of return map analysis for 
clarification of the temporal dynamics of SBs through comparison of the phenomenon at different scales, such as 
an entire network versus a single neuron.  
 

1 Introduction 
Synchronized bursts (SBs) in neuronal networks 

are important phenomena in the brain. Recent work 
using multi-electrode arrays (MEAs) revealed a vari-
ety of burst patterns throughout the development of 
neuronal networks. However, the detailed temporal 
dynamics, including specific characteristics underly-
ing the sequences of SBs, have not been precisely elu-
cidated. In dynamic systems, return map analysis is a 
useful tool for understanding the temporal dynamics 
of complex phenomena. Such analysis can aid in the 
understanding of unresolved phenomena because of 
its ability to clarify the universal dynamics, regardless 
of the scale of the phenomena. This is evident from 
the fact that return map analysis has been applied to 
various complex phenomena, such as individual fluc-
tuations and climate variation, and has demonstrated 
excellent resolution of the temporal dynamics. Many 
studies of neuronal firing patterns using return maps 
have focused on a single neuron [1-4]. On the other 
hand, some studies had applied the method to the fir-
ing patterns of collective neurons, such as SBs [5], but 
the universal dynamics underlying the network were 
not demonstrated clearly. In this study, we examined 
the efficacy of return map analysis for evaluation of 
the temporal dynamics of SBs in neuronal networks 
cultured on MEAs.  

2 Methods 

2.1 Cell culture 
Cerebral cortices derived from Wistar rats at em-

bryonic day 17 were dissociated on multi-electrode 
dish (MED) probes and cultured for 1-2 months. 

Spontaneous electrical activity on the 64-electrode 
arrays (8×8) was recorded several times during these 
periods using an MED64 extracellular recording sys-
tem (Alpha MED Scientific, Osaka, Japan) at a sam-
pling rate of 20 kHz. Immediately after electrical re-
cording, immunofluorescence staining was performed 
directly on the MEAs [6]. Figure 1a shows an im-
munofluorescence micrograph of cortical cultures on 
MEAs.  

 
Fig. 1: a. Immunofluorescence micrograph of cortical cultures on 
multi-electrode arrays. b. Sample return map, illustrating the rela-
tions between time intervals (see section 2.3 for a detailed explana-
tion).  
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2.2 Spike and synchronized burst detection 
In the electrical recordings, spikes were identified 

when the amplitude exceeded a noise-based threshold. 
The correlation values among spikes were calculated, 
and a group of spikes showing high correlation was 
regarded as the activity of one neuron. These proc-
esses were performed about each electrode. SB events 
were identified when the rate of firing rate during a 
100-ms time bin exceeded a threshold (e.g., Figure 
2b).   

2.3 Return map 
The abscissa and ordinate on a map indicate the 

time intervals Tn and Tn+1, respectively. As indicated 
in the upper box in Figure 1b, Tn and Tn+1 are de-
fined as the time intervals between events n-1 and n, 
and n and n+1, respectively. Thus, one point on a map 
shows the temporal relations among three events. A 
sample map is shown in Figure 1b, in which time in-
tervals among six time events are shown as four 
points.  

3 Results 
Figures 2a and 2b show, respectively, a raster plot 

of a single neuron and its firing rate over a 10-min pe-
riod. The time events corresponding to the SBs of Fig-
ures 2a and 2b are shown in the upper panel of Figure 
2c, and the return map of the data is shown in the left 
panel of Figure 2d. The distribution of points on the 
return map exhibits an “L-shaped’’ cluster, such as has 
been previously observed for a single neuron [1-3]. 
This similarity in the return map of a network com-
pared with that of a single neuron is confirmed in our 
data; Figure 2d shows the return map for the individ-
ual spike events of a single neuron, which are shown 
in the lower panel of Figure 2c over 11 s, including 
one SB.  

4 Conclusion 
We applied return map analysis, which has the 

ability to reveal the temporal dynamics underlying 
SBs, to neuronal networks cultured on MEAs. As a 
result, a cluster on a return map of SBs exhibited the 
same tendency as that of spikes from a single neuron. 
This suggests that return map analysis can effectively 
reveal the temporal dynamics of SBs through com-
parison of the phenomenon at different scales, such as 
over a network versus a single neuron. 
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Fig. 2: Return map analysis of synchronized bursts (SBs) (data from 
one culture, 31 DIV, 10 min) a. A raster plot of 78 single neurons 
over 10 min.  b. Time series of the firing rate of all neurons during a 
100-ms time bin. Dashed line shows the threshold that defines SBs. 
c. Time events of SBs and spikes. Upper panel: SB events marked 
as red points in Figure 1b.  Lower panel: Spike events of neuron 
number 25 over 11 s, including one SB indicated by the red-dash 
box in the upper panel. d. Return maps of SBs generated from the 
network (left), and of spike events generated by a single neuron 
(right).  
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Abstract 
Homeostatic synaptic scaling is a form plasticity whereby chronic reduction or elevation of activity elicits a com-
pensatory shift in the amplitude of synaptic currents.  While homeostatic changes in synaptic strength have been 
well-described both in vitro and in vivo using pharmacological treatments to manipulate activity, network spiking is 
rarely monitored during these manipulations.  In this study we used microelectrode array (MEA) recordings to 
monitor activity through chronic pharmacological blockade of spiking or fast excitatory transmission, and assessed 
subsequent changes in synaptic strength.  We found that the direction, but not the magnitude, of synaptic scaling 
could be predicted by changes in spiking activity that occurred during the treatment. 
 

1 Introduction 
Homeostatic plasticity provides a set of mecha-

nisms for maintaining appropriate levels of spiking 
activity in developing neural circuits.  For example, 
when spiking in a cultured cortical network was 
blocked for 2 days, there was a compensatory increase 
in excitatory synaptic strength (synaptic scaling) [1].  
Upward scaling also occurred when AMPAergic 
transmission was blocked.  Here, we examined the 
relationship between changes in network activity and 
synaptic strength that follow chronic blockade of spik-
ing or AMPAergic transmission. 

2 Methods 

2.1 Cell culture and drug treatments 
Primary neuronal cultures were derived from E18 

rat cortex and grown on polyethyleneimine- and 
laminin-coated MEAs. Serum-containing growth me-
dium was changed every 3 days. During the second 
week in vitro, cultures were treated for 2 days with 
tetrodoxin (TTX, 1µM) to block spiking, or 6-cyano-
7-nitroquinoxaline-2,3-dione (CNQX, 20µM) to block 
AMPAergic transmission.  MEA recordings were used 
to monitor activity during the treatments, and whole-
cell recordings were used to measure synaptic strength 
after washing the drug. 

 

 

 

2.2 MEA electrophysiology 
Extracellular action potentials were continuously 

recorded from 59-electrode MEAs (MCS 200/30iR-
Ti-pr) using the Neurorighter acquisition system 
(www.sites.google.com/site/neurorighter).  Re-
cordings were performed at 35°C and 5% CO2 in 
standard growth medium.  Network firing rate was 
computed by taking a time histogram of all spikes 
across the array. 

2.3 Whole-cell electrophysiology 
Miniature excitatory postsynaptic currents 

(mEPSCs) were recorded from pyramidal-shaped cells 
in a continuous perfusion of artificial cerebrospinal 
fluid containing TTX (1µM) and bubbled with 95% 
O2 and 5% CO2. mEPSCs were recorded using a 
HEKA EPC8 amplifier and analyzed using MiniAna-
lysis (Synaptosoft). AMPAergic mEPSCs were iso-
lated pharmacologically using bicuculline (20µM) to 
eliminate GABAergic currents, or by decay kinetics 
(τ≤6ms) (Fig. 1C,D).  Amplitude of AMPAergic 
mEPSCs is a measure of excitatory synaptic strength. 

 

  

 

Fig. 1: Measuring AMPAergic synaptic strength. (A) Sample mEPSCs 
trace. (B) Pyramidal-shaped cell in cultured cortical network grown on MEA. 
(C) Histogram of decay time constants for glutamatergic and GABAergic 
mEPSCs recorded in the presence of TTX, or (D) TTX and bicuculline. 

Fig. 2: Monitoring net-
work and individual neu-
ron activity. (A) Phase-
contrast micrograph of 
dissociated cortical culture 
on MEA. Electrode spac-
ing, 200µm. (B) Voltage 
traces recorded on each 
electrode using Neuro-
righter. (C) Magnified 
view of (A) showing neu-
rons near an MEA elec-
trode. (D) Sorted spike 
waveforms recorded on a 
single MEA electrode.
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Fig. 3: Relating network spiking activity to changes in synaptic strength after chronic TTX or CNQX treatment. (A) Unit-normalized firing rate for three 
sister cultures chronically treated with vehicle, TTX, or CNQX. TTX completely eliminates spiking while CNQX elicits a moderate reduction that slowly recov-
ers.  (B) Firing rate for individual units before, during, and after treatment with vehicle, TTX, or CNQX. Recovery of spiking after CNQX is mediated both by 
increased firing rates in individual units, as well as a general elevation in firing rate across all units as seen in the vehicle-treated culture. After the wash, firing 
rate is especially heightened in the CNQX-treated culture.  (C) mEPSC amplitudes for 3 cells from a TTX-treated culture (purple) and 6 cells from a vehicle-
treated sister control culture (grey). (D) mEPSC amplitudes for 8 cells from a CNQX-treated culture (orange) and 6 cells from a vehicle-treated sister control 
culture (grey).  (E) Percent change in mEPSC amplitude as a function of percent change in MEA-recorded activity.  The percent change in mEPSC amplitude 
was computed for each TTX- and CNQX-treated culture by comparing to vehicle-treated age-matched sister control cultures. 
 

3 Results 
Under pre-drug or vehicle-treated conditions, the vast 
majority of spikes occurred within synchronous net-
work-wide discharges or “bursts”. TTX effectively 
abolished spiking and bursting activity during the 2-
day treatment window (Fig. 3A, middle). Meanwhile, 
CNQX reduced overall spiking and initially elimi-
nated bursting; surprisingly, over the course of the 2-
day CNQX treatment, bursting gradually recovered 
(Fig. 3A, bottom). After the drugs were washed, both 
TTX and CNQX-treated cultures showed increased 
unit and network spiking activity compared to the ve-
hicle-treated sister controls (Fig. 3A,B). Both treat-
ments were accompanied by compensatory increases 
in mEPSC amplitude (Fig. 3C,D). Interestingly, some 
CNQX-treated cultures exhibited a greater degree of 
synaptic scaling than TTX-treated cultures even 
though CNQX was less effective at blocking spiking. 
While most cultures exhibited upward scaling with 
TTX or CNQX treatment, the degree of synaptic scal-
ing was poorly correlated with the overall reduction in 
network spiking activity (Fig. 3E). 

4 Conclusions 
MEAs provide excellent tools for studying the ac-

tivity dependence underlying mechanisms of homeo-

static synaptic plasticity at the level of individual units 
and small neural circuits.  In this study, continuous 
MEA recordings revealed a homeostatic recovery of 
bursting activity during CNQX treatment. This sug-
gests that another form of excitatory transmission may 
emerge when AMPAergic transmission is impaired.  
Further, MEA recordings followed by whole-cell 
patch clamp revealed a poor correlation between net-
work spiking and the degree of synaptic scaling.  This 
raises questions about what type of activity is moni-
tored within neural circuits to trigger compensatory 
changes in synaptic strength. 
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Abstract 
Structural changes were identified in cultured neuronal networks during development. Removal of magnesium or 
addition of BMI changes the characteristics and duration of spontaneous synchronized bursting. Spike sorting 
analysis suggests that these changes are related to the change of number of links between neuron clusters and 
change of spike patterns in the neuronal networks. Simulation results base on Volman model also generate similar 
changes when we change some parameters controlling the firing efficacy and number of links between neuron 
cells. 
 

1 Introduction 
Spontaneous synchronized bursting is a funda-

mental feature of developing neuronal cultures and the 
characteristic of the bursts (Figure1) is a function of 
DIV[1]. The origin of the bursting and its time depend-
ence are still unknown. The most interesting observa-
tion from the measurements of the histograms is that 
there are periodic structures[2]; suggesting that there is 
reverberations in the network. However, it can be seen 
that the periodic structures of the histogram disappear 
as the culture mature. Since the cultures are growing 
at different DIVs, intuitively these changes should be 
related to the changes in structures during the growth. 
An interesting question is how to relate the changes in 
the characteristics of the bursts with the effective 
structure of the network which also changes with DIV.  
 

 
Figure 1. Histograms within a spontaneous burst with a 5ms time 
bin at a) 10DIV, b) 17DIV and c) 20DIV. 

2 Materials and Methods 
Spontaneous synchronized activities in cultures of 

rat cortical neurons are recorded in an MEA system. 
The bursts are characterized by the histogram of the 
spike timing within a burst (Figure 1). Effective struc-
ture of the network is modified by the help of pharma-
cology. We study how these histograms change with 
the addition of bicucumlin bicuculline methiodide 
(BMI, used to suppress inhibitory connections) or 
removal of magnesium (enhancement of excitability) 
in the culture media. Spike sorting algorithms are used 
to analyse the number of links and spike patterns. We 

also worked on simulations based on Volman et al.[3] 
and compare with the experiment results. 

3 Result and Discussions 

 
Figure 2. Effects of different [Mg2+] on bursting behavior of neu-
ronal cultures. The upper panel is rastor plots and the lower panel is 
histograms within a burst. Signals were measured in rat cortical 
cultures at 29 DIV with [Mg2+] (a) 0 mM, (b) 1.0mM, and (c) 
2.0mM 

 
We found that the effective structure of the net-

work is modified by the help of pharmacology. We 
studied how these histograms change with removal of 
magnesium (enhancement of excitability) or the addi-
tion of BMI (bicuculline, suppression of inhibitory 
connections) in the culture media. 

It is known that Mg ion can block the NMDA 
(excitable) receptors of neurons. Therefore, an addi-
tion or removal of Mg ions can reduce or enhance 
network connectivity. In Figure 3 we show the effects 
of [Mg2+] on the burst histogram. It can be seen from 
Figure 3 that the removal of Mg ion will enhance the 
coherence of the reverberation while the addition of 
Mg2+ destroys such coherence. These results suggest 
that the connectivity of the network can be studied 
through the coherence of the histogram. 
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Figure 3. a) Histograms within a burst in 17 DIV culture for a) 0 μM 
and b) 0.5 μM of BMI. 

 
The drug BMI is a blocker for inhibitory connec-

tions. Therefore, the addition of BMI should be simi-
lar to the removal of Mg2+. As shown in Figure 3, with 
the addition of BMI, the distribution and duration of 
bursts are found to change significantly. The number 
of peaks in the histogram increased; suggesting a 
more coherent dynamics.  

Figure 4. After the addition of BMI, more spike patterns were found  
near one electrode. X-axis is the measured voltage amplitude and Y-
axis is the rising slope of the action potential. This was measured in 
rat cortical cultures at 24 DIV.  
 

In Figure 4 we show the result of spike sorting re-
sults. More spike patterns are found near one elec-
trode after the addition of BMI. Similar results are 
also found with the removal of magnesium. The spike 
sorting result suggests that these changes are probably 
related to the change of number of links between neu-
ron clusters and the change of spike patterns in the 
neuronal network. 

We compared those results with simulation results 
based on Volman, et al.[3]. As shown in Figure  5, the 
upper-left burst histogram is similar to that in Figure 
3(a). When the value u, which describes the firing 
efficacy, increases from 0.05 to 0.20, burst histogram 
has more periodic structures and becomes similar to 
Figure 3(c) and 3(d). In Figure 6, we show the histo-
gram change with increasing network size. When the 
number of cells increases from 40 to 100, the burst 
histogram has a longer duration and more periodical 
structures. Our simulation results support the idea that 
increase of connectivity can lead to more coherent 
reverberations. 

 
 
 
 

4 Summary 
With removal of magnesium or the addition of 

 
 
 
 
 
 
 
 
 
 

 
Figure 5. Bursting histograms from simulation. The u value which 
describes the firing efficacy changes from 0.05 to 0.20 with the 
same network size of 80 cells. Time duration of each figure is 10s. 

 

 

 
 
 
 
 
 
 
 

 
Figure 6. Bursting histograms from simulation. The network size  
changes from 40 to 100 cells with the same firing efficacy u. Time 
duration of each figure is 15s. 

 
BMI in the culture medium, changes in the char-

acteristics and duration of spontaneous synchronized 
bursting have been measured in rat cortical cultures 
grown on an MEA system. Our spike sorting result 
suggests that these changes are probably related to the 
change of number of links between neuron clusters 
and the change of spike patterns in the neuronal net-
work. Simulation results also confirm the relation of 
the structure of the neuronal network and the sponta-
neous synchronized bursting. 
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Abstract 
Firing patterns of a growing neuronal network are studied in a multi-electrode array system. Synchronized burst-
ing is observed in the cultures a few days after plating. We find that the synchronization of spikes within the bursts 
can be understood as network reverberations which have a time scale of 100 ms while the time scale of the syn-
chronization of the network is set by the depletion of neuronal vesicles which can be of the order of seconds. 
However, as the cultures mature, the reverberation of the spikes within the burst disappear indicating that there is 
either a change of intrinsic property of neurons or a change of the network structure. Results from simulation and 
pharmacological studies of reverberation model suggest that the disappearance of spike synchronization is re-
lated to a change in the network structure 
 

1 Introduction 
Spontaneous synchronized activity is an impor-

tant phenomenon in neuronal cultures, which can be 
detected at about 7 DIV for developing cultures. As 
the cultures develop, the synchronous firing patterns 
change with DIV[1].  Recent studies revealed that the 
firing patterns play an important role in the network 
developing and memory. It is believed the dynamic of 
firings are related to network structures. However, it is 
still unclear how the firing patterns related to network 
structure. In this study, we measure the firing patterns 
of cultures in a MEA system at different DIV to study 
the relation between dynamics and structures with the 
help of pharmacology. 

2 Materials and Methods 
Primary cortical cell (E17) were dissociated and 

plated on to polyethyleneimine coated micro electrode 
arrays (8x8 with 200um spacing; Ayanda Biosystem) 
with cell density of 3000cells/mm2. Cultures 
developed in DMEM with 5% horse serum and 5% 
Fetal bovine serum and incubated in 5% CO2 and 
37°C. The activities of neurons were recorded for 10 
minute by MEA 1060-INC-BC (Multi Channel 
System) with a sampling rate of 20Hz in 37 ℃ and 
5% CO2 . Spikes were detected when the signal is 
greater than seven times of standard deviation of noise. 

A synchronized burst is characterized by the 
histogram of spiking time averaged over the 60 
electrodes with 5ms time bin. These histograms are 
studied as a function of DIV (Figure 1) and 
pharmacology (Figure 2). Histograms are measured 
under different buffer solutions: magnesium free 
buffer, bicuculline methiodide (BMI) containing 
buffer and Glutamate containing buffer. 

 

3 Result and Discussions 

3.1 Effect of DIV 
Synchronized bursts with duration of the time 

scale of seconds can be observed one week after plat-
ing. As the cultures mature, the time interval between 
burst and burst duration become shorter. At early DIV, 
the structure of the histograms show that the neurons 
are firing more or less periodically within a burst with 
the time interval of 100ms; similar to  reverberation[2].  
Figure 1 shows  the changes  of  the histograms as a 
function of DIV. It can be seen that the periodic 
structures of the histogram disappear around 12 DIV 
which can be cultures dependent.  

 

 
Figure 1. Histograms of spontaneous activities within 
synchronized burst at a) 6 DIV, b) 10 DIV, c) 12 DIV 
and d) 18 DIV. Scale bar is 200ms. 
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3.2 Effect of bicuculline methiodide 
Bicuculline is a blocker of inhibitory transmission 

(GABA A receptor antagonist). Figure 2 (a) and (b) 
are the histograms before and after additional BMI. It 
shows that blocking inhibitory transmission enhanced 
the reverberation and extended the burst duration time.   

3.3 Effect of Magnesium  
The concentration of magnesium is related to the 

synaptic connectivity of the cultures[3] ; a decrease of 
[Mg] can be considered as an increase of network 
connection. Figure 2 (c) and (d) shows that the rever-
beration can be induced by the removal of  magne-
sium from the buffer.  

3.4 Effect of Glutamate 
The addition of glutamate is used to increase the 

random firings of neurons to simulate an increase of 
environment noise. Figure 2 (e) and (f) show the 
reverberation is suppressed by the addition of Glu.  

 

 
Figure 2. Results of pharmacology studies of sponta-
neous activities within a synchronized burst. a) and b) 
are the histograms with 0 and 5uM BMI respectively 
at 24 DIV. c) and d) are the histograms in culture me-
dium and BSS with no Mg respectively at 27 DIV. e) 
and f) are the histograms with 0 and 10uM glutamate 
respectively at 10 DIV. Scale bar is 200ms. 
 
 
 
 
 

4 Summary 
1. Our experiments show that network activities 
change during network development.  
2. Reverberation can only be observed at 13±3 DIV.  
3. Results of BMI and Mg suggest that the 
reverberation is the result of a better connected 
network. 
4. Result of glutamate experiments show that an in-
crease of system noise effectively reduces the connec-
tivity of the system.  
5. The disappearance of reverberation after 17 DIV 
suggest that either i) there is substantial increase in 
noise or ii) there is a decrease in connectivity in the 
network. 

Acknowledgement 
This work was supported in part by the National 

Science Council under the Grants 99-2112-M-001-
026-MY3. 

References 
[1] Segal, M., et al., Determinants of spontaneous activity in 

networks of cultured hippocampus. Brain Research, 2008. 
1235: p. 21-30. 

[2] Bi, G.Q. and P.M. Lau, Synaptic mechanisms of persistent 
reverberatory activity in neuronal networks. Proceedings of 
the National Academy of Sciences of the United States of 
America, 2005. 102(29): p. 10333-10338. 

[3] Chan, C.K., et al., Connectivities and synchronous firing in 
cortical neuronal networks. Physical Review Letters, 2004. 
93(8). 

 
 

8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012 87

Neural Dynamics and Plasticity



Effect of electrical stimulation on neural network  
dynamics 

Franz Hamilton1*, Gretchen Knaack2, Saugandhika Minnikanti1, Timothy Sauer3, Nathalia 
Peixoto1 

1 Department of Electrical and Computer Engineering, George Mason University, Fairfax, VA USA 
2 Department of Molecular Neuroscience, George Mason University, Fairfax, VA USA 
3 Department of Mathematics, George Mason University, Fairfax, VA USA 
* Corresponding author. E-mail address: fhamilto@masonlive.gmu.edu 

Abstract 
Understanding the dynamics of neural networks and how these dynamics can be manipulated is important for the 
study and treatment of various neurological disorders.  Here we investigate the application of sinusoidal stimula-
tion to networks of neurons.  We investigate this stimulation in model using the Izhikevich neural network model 
and also in vitro through disassociated spinal cord and frontal cortex neural networks plated on microelectrode 
arrays.  We observe the changes in network behavior. 
 

1 Introduction 
Endogenous fields are naturally generated electric 

fields within an organism. These fields, relatively 
small in terms of strength and frequency, can be found 
in the brain where they have a general oscillatory 
characteristic that is most frequently modeled as a si-
nusoidal wave. There is growing belief that endoge-
nous fields in the brain carry important information 
about behavioral states and could provide insight into 
the dynamics of certain disorders of the brain [1-2]. 

Frohlich and McCormick looked at applying a va-
riety of sine wave fields to an in vitro culture of cor-
onal slices of ferret visual cortex. Wave frequencies 
between 0.075-0.375 Hz were shown to entrain the 
firings of the network to the oscillation of the stimu-
lating wave [1].  Anastassiou et al. investigated a simi-
lar entrainment in slices taken from the primary soma-
tosensory cortex of 14-18 day old rats. They observed 
a phase locking of spikes for stimulating sine waves 
with frequencies less than 8 Hz. Entrainment was 
most significant at 1 Hz, and although the effects were 
observed up to 8 Hz they became less noticeable as 
the frequency of the stimulating field increased. The 
authors hypothesize that the presence of this optimal 1 
Hz frequency most likely results from the periodic po-
larization of the membrane leading to spike-phase 
preferences [2]. 

We would like to investigate this pattern manipu-
lation further.  By pattern we refer to a behavior state 
defined by some dynamic of the network. While these 
short term effects are interesting, it is unclear if such 
electrical stimulation can result in long term plasticity 
within the network. In particular, we would like to see 
if we can change the pattern of a network permanently 
by applying a specific characterized stimulation. 

We examine in vitro low frequency sine wave 
stimulation in model and in developed 21 days in vitro 

(DIV) frontal cortex and spinal cord networks plated 
on microelectrode arrays (MEAs). Looking at pre and 
post stimulation recordings, we see if the applied 
stimulation alters network dynamics. 

2 Methods 

2.1 Cell Culturing 
Frontal cortex and spinal cord was extracted from 

E17 ICR mice. After enzymatic and mechanical disso-
ciation, cells were plated on a 64-channel MEA at a 
density of 150,000 for cortex and 300,000 for spinal 
cord. All cultures were incubated at 37 °C with 10% 
CO2 and maintained in DMEM for cortex and MEM 
for spinal cord, both supplemented with horse serum, 
fetal bovine serum, B-27, and ascorbic acid for the 
first two days. At day 3, serum was removed and net-
works were maintained by a 50% media exchange 
twice a week. 

2.2 Recording and Unit Identification 
The MEA was connected to a recording system 

(64 channels at 40 kHz per channel, bandpass filter 
from 0.5 Hz to 8 kHz, 2000x gain) and temperature 
was adjusted to 37C through a heated base plate. 
Thresholds for spike detection were set to 6 standard 
deviations of the noise level of each electrode. 

Individual unit sorting was done offline using a 
scanning K-means algorithm that clusters action po-
tentials based on unit waveforms. 

2.3 Stimulation 
Stimulating sinusoidal waveforms were generated 

via an Agilent 33220A function generator. 1 Hz 20 
mvPP sine wave stimulation was applied to an elec-
trode with an active unit for 10 minutes. Recording 
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periods of 15 minutes occurred before and after stimu-
lation. 

3 Preliminary Results 

3.1 Model Network Stimulation 
We modeled sinusoidal wave stimulation of vari-

ous frequencies using the Izhikevich neural network 
model [3]. The Izhikevich model is capable of repro-
ducing biophysically accurate neural network behav-
ior with a relatively low level of computational com-
plexity compared to other more advanced models such 
as Hodgkin Huxley [3].  Fig. 1 shows the results on 
activity of a network of 20 simulated neurons when a 
multi-frequency sine wave is applied. There appears 
to be an entrainment of activity to the oscillations of 
the stimulating wave. 

 
Fig. 1.  Results of sinusoidal stimulation of various frequencies 

simulated using the Izhikevich model.  Network activity entrains to 

the oscillation of the stimulating wave. 

3.2 Network Stimulation 
Given our results found in model, we apply the 

stimulation to neural networks plated on MEAs.  
Stimulation was applied after 21 DIV to disassociated 
networks of spinal cord and frontal cortex neurons. 
Application of stimulation shows an increase in net-
work activity.  Fig.2 shows the results for stimulation 
of a spinal cord network and Fig. 3 shows the results 
for stimulation of a frontal cortex network. 
 

 
Fig. 2.  Results of stimulation on firing rate of spinal cord network 

plated on MEA.  Applied stimulation results in an increase in spike 

rate.  Black curve represents pre stimulation and red curve repre-

sents post stimulation.  Error bars reflect standard error amongst 

identified units within the network. 

 
Fig. 3. Results of stimulation on firing rate of frontal cortex network 

plated on MEA.  Applied stimulation results in an increase in spike 

rate.  Black curve represents pre stimulation and red curve repre-

sents post stimulation.  Error bars reflect standard error amongst 

identified units within the network. 

One of the principal dynamics in frontal cortex 
networks is the occurrence of bursts. Examining 
changes in the bursting behavior of a network in re-
sponse to stimulation is critical to identifying a change 
in network dynamics. Bursts were defined uniquely 
for each network using the methods described in [4].  
Results of stimulation on bursting dynamics are being 
analysed currently. 

4 Conclusion 
The application of sinusoidal stimulation has 

shown an effect on network dynamics in model as 
well as in vitro in our cultured networks.  We are cur-
rently working on applying stimulation throughout the 
developmental phase of neural networks (from plating 
to DIV 28) to see the effect on network behavior as 
compared to unstimulated networks. 
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Abstract 
Electric stimulation has been widely used to induce changes in neuronal cultures coupled to microelectrode arrays 
(MEAs). In this paper we used low-frequency current stimulation on dissociated cultures of hippocampal cells to 
study how neuronal cultures could be trained with this kind of stimulation. We show that persistent and synchro-
nous stimulation of adjacent electrodes may be used for creating adjacent physical or logical connections in the 
connectivity graph following Hebb’s Law. 

 

1 Introduction 
Microelectrode Arrays have been designed for di-

rect culturing neural cells over silicon or glass sub-
strates, providing the capability to stimulate and re-
cord simultaneously populations of neural cells. Low-
frequency stimulation have been used in the literature 
to enhance bursting activity in cortical cultures [1,2]. 

Hebbian learning describes a basic mechanism for 
synaptic plasticity wherein an increase in synaptic ef-
ficacy arises from the presynaptic cell's repeated and 
persistent stimulation of the postsynaptic cell. The 
theory is commonly evoked to explain some types of 
associative learning in which simultaneous activation 
of cells leads to pronounced increases in synaptic 
strength.  Basically the efficiency of a synaptic con-
nection is increased when presynaptic activity is syn-
chronous with post-synaptic activity. In this work we 
use this kind of stimulation to create adjacent physical 
or logical connections in the connectivity graphs using 
Hebb’s Law.. 

2 Methods 

Cell culture preparation 
Six dissociated cultures of hippocampal CA1-

CA3 neurons (Fig 1) were prepared from E17.5 sib-
ling embryos. During the extraction of the hippocam-
pus a small amount of cortical tissue will have inevi-
tably also been included. Tissue was kept in 2ml of 
HBSS. 10mg/ml of trypsin was added to the medium 
and placed in a 37° C water bath for 13 min for sub-
sequent dissociation. The tissue was then transferred 
to a 15 ml falcon containing 4ml of NB/FBS and tritu-
rated using combination of fine pore fire polished Pas-
teur pipettes (Volac). Cells were then transferred onto 

12 well plates (Corning Incorporated) containing glass 
coverslips (Thermo Scientific). 

 
Fig. 1. Hyppocampal CA1-CA3 culture on a multielectrode array 

The coverslips were pre-treated overnight with 
PDL (50mg/ml), a synthetic molecule used as a coat-
ing to enhance cell attachment. The PDL was then as-
pirated away and the coverslips washed twice with 
PBS. This was then followed by a final coating of 
laminin (50μg/ml), a protein found in the extracellular 
matrix, to further help anchor the dissociated hippo-
campal cells. The cells were maintained in a mixture 
of 500ml NB/B27 (promotes neural growth) and 
500ml NB/FBS (promotes glial growth), each sup-
plemented with Glutamax and Pen/Strep (dilution 
1/100). Glutamax improves cells viability and growth 
while preventing build up of ammonia and Pen/Strep 
helps to prevent any infections. Cell density for each 
coverslip was roughly 200000 cells. Cells were kept 
in an incubator at 37˚ C in 6% CO2.  
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Experimental setup 
Microelectrode arrays (Multichannel systems, 

MCS) consisted of 60 TiN/SiN planar round elec-
trodes (200 m electrode spacing, 30 m electrode 
diameter) arrange in a 8x8 grid were used. Two pairs 
of electrodes were selected for creating connections in 
each pair. The activity of all cultures was recorded us-
ing a MEA60 System (MCS). After 1200X amplifica-
tion, signals were sampled at 10kHz and acquired 
through the data acquisition card and MCRack soft-
ware (MCS). Electrical stimuli were delivered through 
a two-channel stimulator (MCS STG1002) to each 
pair of electrodes.  

 
Experimental protocol 

Previously, two pairs of electrodes with no logical 
connections between them were selected using con-
nectivity diagrams based on cross-correlation. In 
every stimulation session these steps were followed:  

(1) Spontaneous activity was recorded for 2 min 
after a recovery period. 

(2) Cultures were then stimulated through the two 
pairs of electrodes. A train of 5 biphasic pulses ca-
thodic-first (50 A peak, 100 s phase, 50ms ISI) was 
delivered every 3s for 10 min.  

(3) Spontaneous activity was recorded for 2 min 
after the stimulation. 

 
Analysis performed 

We observed the spontaneous activity of the cul-
tures before and after the stimulation experiments, as 
well as their evoked response to the applied stimulus. 
Extensive burst analysis, post-stimulus time histo-
grams and connectivity diagrams based on cross-
correlation between electrodes were the main analysis 
performed to the registered data (Fig. 2). The physio-
logical function of neural cells is modulated by the 
underlying mechanisms of adaptation and reconfigu-
ration in response to neural activity.  

 
Fig. 2. Connectivity graph based on cross-correlation between elec-
trodes before stimulation. Electrodes 14,25, 83 and 84 were stimu-
lated. No logical connections were observed before stimulation. 

3 Results 
The number of bursts and spikes per bursts in-

creased in some electrodes after stimulation. Also, the 

responsiveness of the network was enhanced, reduc-
ing its response latency to the stimulus.  

Connectivity diagrams based on cross-correlation 
between electrodes showed some kind of reorganiza-
tion of connections after stimulations, concentrating 
them in a few electrodes. Furthermore, adjacent physi-
cal or logical connections in the connectivity graph 
following Hebb’s law appeared in some pairs of 
stimulated electrodes (Fig.3). In some cases, the con-
nection was intermittent, lasting one to several days. 
In others, a persistent connection was created. Finally, 
some cultures did not create any kind of connections. 
In this way, Hebbian tetanization created ad-hoc per-
manent or transient logical connections by modifying 
the efficiency of the paths between the selected elec-
trodes. We speculate that the failed cultures may be 
caused by a not-homogenenous culture growth be-
tween the electrodes or by the neurobiological proper-
ties of the connections as will be confirmed using his-
tological techniques in future works. 

 
Fig. 3. Connectivity graph based on cross-correlation between elec-
trodes. A connection (red arrow) between electrodes 83 and 84 has 
appeared. 

4 Conclusions 
Persistent and synchronous stimulation of rele-

vant adjacent electrodes may be used for strengthen 
the efficiency of their connectivity graph. These proc-
esses may be used for imposing a desired behaviour 
over the network dynamics. In this work a stimulation 
procedure is described in order to achieved the desired 
plasticity over the neural cultures, and shaping in this 
way the functional connectivity of the neural culture 
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Abstract 
We developed an optogenetic feedback controller that can clamp the firing rate of neuronal populations. This sys-
tem can control network firing rate over a wide range of set points for short and long time periods. When used in 
conjunction with pharmacological agents, such as synaptic blockers, the system allows independent manipulation 
of network firing rate and other network dynamic to which it would be normally be causally intertwined. 
 

1 Background 
Neuronal and synaptic maturation is dependent 

on electrical activity patterns that occur during the de-
velopment. Because many forms of neural activation 
are causally tied to somatic spiking, deducing the in-
dependent role of spiking in network development has 
been difficult [1]. Optogenetic techniques offer a pow-
erful means for activating and/or inhibiting spiking 
activity in genetically specified neuronal populations 
using light [2]. Here, we sought to clamp multi-neuron 
spiking levels of dissociated cortical networks, as 
measured with microelectrode arrays (MEAs), to pre-
defined setpoints using optical feedback control.  

2 Methods 
Dissociated cortical cultures of neurons and glia, 

derived from E18 rat cortical tissue, were plated onto 
planar MEAs and  infected with AAV2-
CaMKllα::hChR2-mCherry at 1-5 days in vitro (DIV). 
We created an LED-based Köhler illumination system 
that extends our real-time electrophysiology platform, 
NeuroRighter [3] (NR; for optical stimulation applica-
tions. We used NR to test both PID and bang-bang 
control architectures in tracking target firing rates 
over long and short time periods. 

3 Results 
ChR2-mCherry expression appeared about 1 

week following transfection and steadily increased for 
2 weeks before levelling off (fig. 1).  The reactivity of 
cortical networks to 460 nm light pulses also in-
creased over the 20 days following transfection owing 
to the combined effect of increased ChR2 expression 
levels and network maturation. Throughout develop-
ment, we found monotonic relationships between 

pulse width, frequency, and light intensity with 
evoked network firing rates. These parameters were 
collapsed into a single control variable, u(t)  [0 1], us-
ing the following linear dependencies: Pulse Fre-
quency = 10·u(t) + 10 [s-1], Pulse Width =  5.0·u(t) 
[msec], LED Current = 1.5·u(t) [Amps]. The PID con-
troller was defined as u(t) = K·[e(t) + 1/Ti ·∑t e(t) + Td 
e′(t)] where, e(t) = F* - F(t), F* is the desired per-unit 
firing rate and F(t) is the measured per-unit firing rate, 
and K = 0.1, Ti =0.5 seconds, Td = 0.1 seconds. Sec-
ondly, we defined the integral-based bang-bang con-
troller: u(t) = ceil{∑t e(t)}. Each controller was im-
plemented within a 10 millisecond real-time loop us-
ing NR. 

 
 
 

 
Fig. 1. Expression summary of AAV2-CaMKlla-ChR2 in-vitro. 
(A) Confocal micrographs of Neuronal Nuclear protein (NeuN), 
CaMKllα, and ChR2-mCherry. (B) The relative fluorescent signal 
of ChR2-mCherry from three cultures over 26 DIV. (C) Box plot 
showing the ratios of CaMKllα+ cells, CaMKllα+ cells that express 
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mCherry, and CaMKllα- cells that express mCherry. Note the high 
true-positive and low false-negative expression rates. 
 

We found that for short-term, fast-time-scale fir-
ing rate control, the PID architecture allowed rapid 
settling times and low-variance target tracking (fig. 2). 
For long-term target tracking, the bang-bang control 
architecture provided superior stability and dynamic 
range (fig. 3). This can likely be attributed to its main-
tenance of burst-like network activity throughout 
clamping, which is the primary activity state observed 
in dissociated cortical networks.  

Finally, the bang-bang controller was capable of 
clamping firing activity even in the presence of bath-
applied 20uM CNQX, decoupling AMPAergic neuro-
transmission and somatic spiking, over a 24 hour pe-
riod. 

 

 
 
Fig. 2. Short-term, PID-based firing control. (A) Closed-
loop step response of the unit normalized firing rate, F(t),  
and the corresponding control signal, u(t), as dictated by the 
PID controller for tracking various target  rates, F*, which 
are displayed as black lines. Instances where the controller 
was unable to track the desired setpoint are shown in gray. 
(B) Time averaged unit normalized firing rates and corre-
sponding control signals for the last 30 second of each trial. 
The red squares are F* plotted against itself. For an inter-
mediate range of desired rates (2-11 Hz/Unit) the controller 
achieved perfect tracking. Error bars are ±SD. 
 

 

4 Conclusion 
Optogenetic feedback control is stable of over 

many hours, can exert control over a large range of 
firing rates, and provides a genetically specified input 
channel to complex, heterogeneous networks. Using 
optogenetic feedback, network firing rates can be de-
coupled from perturbations to AMPA-receptor-
mediated glutamatergic neurotransmission, which 
would normally have a large effect on spiking activity. 
This technique can deconstruct neuronal networks 
into independently manipulable variables of network 
activation. This has significant implications for under-
standing activity-dependent developmental processes. 
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Figure 3: Long- term bang-bang firing control. (A) Unit-normalized firing rate calculated  using 10 msec time bins. (B) Unit-
normalized firing rate calculated using 60 second  time bins. The target rate of 2 Hz/unit is shown as a thick red line. (C) Percent 
effort exerted by the bang-bang controller. Note that the controller is not close to saturation even during the ‘down-states’ that occur 
in the latter half of the 12 hour control session. 
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Abstract 
Large random  networks of dissociated neurons  developing  in vitro  and  chronically  coupled  to Micro-Electrode 
Arrays (MEAs) represent a valid experimental model for studying the universal mechanisms governing the forma-
tion and conservation of neuronal cell assemblies. Up to now, in vitro studies have been limited to measurements 
of bi-dimensional neural networks (2DNs) activity. Given the intricate relationship between structure and dynamics, 
a great breakthrough is to understand the formation and the expressed dynamics of 3D neuronal networks 
(3DNs). 
 

1 Introduction 
In vitro electrophysiological studies on cultured 

neuron have been limited to measurements of bi-
dimensional neural networks. Considering the rele-
vance of the interplay between structure and dynam-
ics, the establishment of three-dimensional cultured 
neurons would allow to better understand such inter-
actions in a model system closer to the in-vivo situa-
tion. To this end, following what recently presented by 
Pautot et al [1], we developed a new experimental 
model that is constituted by hippocampal 3D neural 
networks coupled to Micro-Electrode Arrays (MEAs). 
We demonstrated that we constructed a physically 
connected 3D neural network that exhibits a rich rep-
ertoire of activity that cannot be found in conventional 
2D neural networks and resembles the one detected in 
in-vivo measurements. 

2 Methods 

2.1 Cell culture 
In this work we present a novel experimental 

model more realistic than the commonly used for 
studying the relationship between connectivity and 
dynamics: hippocampal 3DNs coupled to MEAs. Dis-
sociated neuronal cultures were obtained from hippo-
campus of embryonic rats (E18). Neurons were plated 
onto 60-channel MEAs pre-coated with adhesion pro-
moting factors (poly-D-lysine and laminin). Taking 
inspiration from the method presented by Pautot and 
coworkers [1], we developed 3DNs by forming differ-
ent layers of micrometric silica beads (40 µm diame-
ter) on which dissociated cultured neurons are able to 
grow. Cell suspension is dropped off single beads lay-

ers and then all the layers are assembled as shown in 
Fig. 1.  

 
Fig. 1. Sketch of 3DNs structure. 

 
Using this method, we constructed a physically 

connected. Fig. 2 shows images of 3DNs: on the left it 
is reported a particular of two beads on which neurons 
are able to grow and on the right a single layer of 
beads and dissociated cultured neurons (red) is de-
picted.  

 

 
Fig. 2. Fluorescence microscopy images of 3D neural network. 
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2.2 Experimental protocol 
We performed experiments considering both the 

spontaneous and stimulus-evoked activity; network 
activity was recorded for 30 min. We delivered elec-
trical impulse both from the lowest and from the up-
most 3DNs layers. Electrical stimuli were delivered 
from MEA electrodes or by using tungsten electrodes 
covered by glass (lowest or upmost layer stimula-
tions). Test stimuli were sent sequentially at a fre-
quency of 0.2 Hz for 5 min. Probe pulse amplitude 
was fixed at 1.5Vpp or 3Vpp (lowest or upmost layer 
stimulation). The stimulus pulse was biphasic (posi-
tive phase first) and lasted for 500 μs with a 50% duty 
cycle. 

3 Results 

3.1 Spontaneous activity 

Activity patterns 
2DNs and 3DNs exhibit different types of activity 

patterns (Fig. 3). 2DNs activity is synchronous and 
prevalently formed by network burst. The activity of 
3DNs is more heterogeneous: there is synchronized 
activity, with the presence of network and super net-
work burst and period of random spike activity, with 
almost no synchronization between channels.  

 
(A) 

 
(B) 

 
Fig. 3. (A) Raster plot of hippocampal cultures at 24 DIV in 2D 
configuration. (B) Raster plot of hippocampal cultures at 24 DIV in 
3D configuration. 

 

To quantify the different type of dynamics exhib-
ited by 2DNs and 3DNs, we estimated the percentage 
of random spike value of all the experiments per-
formed. 2DNs exhibit a strong synchronous activity: 
the percentage of random spike is very low. On the 
contrary, 3DNs dynamic is composed both by syn-
chronous burst and random spikes activities: the per-
centage of random spike value is higher than the one 
estimated for 2DNs. 

Activity synchronization 
2DNs and 3DNs exhibit different level of activity 

synchronization among all the recording channels. 
2DNs exhibit a very high correlation between chan-
nels; 3DNs show very low correlation between chan-
nels in the random spike activity period.  

 

3.2 Stimulus-evoked activity 
Electrical stimulation delivered by the lowest 

layer induce a fast and synchronized 2DNs response: 
it is generated by subsets of neurons in the 2D layer 
connected with other subsets of neurons in the some 
layer. 

3DNs stimulated by the upmost layer exhibit a 
slow and synchronized response: it is generated by 
subsets of neurons in the 2D layer connected with 
subsets of neurons in the upper layers. 

Electrical stimulation delivered by the lowest 
layer induce a slow and asynchronized 3DNs re-
sponse. In this case there is both the response gener-
ated by subsets of neurons in the 2D layer connected 
with other subsets of neurons in the some layer, and 
the response generated by subsets of neurons in the 
2D layer connected with subsets of neurons in the up-
per layers. Because of the different type of activated 
circuits described, the network response is no syn-
chronized. 

We also evaluate statistical analysis considering 
all the experiments performed. This analysis confirms 
that stimulation delivered by the lowest layer induce a 
fast 2DNs and slow 3DNs response; stimulation de-
livered by the upmost layer induce a slow 3DNs. 
 

4 Conclusion 
The obtained results demonstrated that we con-

structed a physically connected 3DN that exhibits a 
rich repertoire of activity that cannot be found in con-
ventional 2DNs. This electrophysiological activity re-
sembles the one detected in in vivo measurements far 
more than the classical 2DN cultures. 
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Abstract 
The development of in vitro models of patterned neuronal networks is of significant interest in the neuroscientific 
community and requires the convergence of electrophysiological studies with micro/nano-fabrication of adapted 
devices. Considering the multitude of connections arising in un-patterned neuronal cultures, the restraint of neu-
rite outgrowth to specific pathways ensures a considerable control over network complexity. In this paper, towards 
the goal of facilitating reproducible and modular neuronal assemblies, we developed a technique to induce self-
organization of networks into two clusters connected by one or two macro-channels (i.e. in the order of 50-100 μm 
width), on commercially available MEAs. We monitored the spontaneous activity during development of our engi-
neered networks, from a few days up to eight weeks. Our results constitute important evidence that engineered 
neuronal networks are a powerful platform to systematically approach questions related to the dynamics of neu-
ronal assemblies 

 

1 Introduction 
Cell assemblies, instead of single neuronal cells, 

can be considered the functional unit of the brain, be-
ing characterized by coordinate activity and interac-
tion with other groups of cells [1]. This means brain 
architecture is inherently modular, being composed of 
local networks embedded in networks of networks, 
sparsely connected to each other [2]. Overall, these 
‘modules’ activity plays a determinant role in any hu-
man thought or action. For this reason, an in vitro 
model has to have an intrinsic modularity, in order to 
provide a ‘reduced’ but plausible in vivo nervous sys-
tem’s representation. 

In recent years, in vitro technologies supported by 
advanced substrate patterning methods have made it 
possible to force neural networks to develop a range 
of predefined modular structures [3]. While far from 
being ‘real’ brains, these in vitro designs have proved 
useful studies aimed at the characterization of activity 
dynamics in modular networks. Neuronal assemblies 
coupled to MEAs constitute a peculiar neurobiological 
model for investigating the strategies employed by the 
nervous system to represent and process information. 
Compartmentalization of cells and control over net-
work connectivity may provide an ideal tool for fur-
ther developing such in vitro neuronal systems. 

In our previous work we demonstrated the possi-
bility to functionally segregate a network in connected 
populations by integrating clustering microstructures 
on custom MEAs [4]. 

In this work, biocompatible masks have being 
coupled to MEAs’ substrate in order to make the in 

vitro experimental culture more similar to the in vivo 
one. These confined networks have been tested, by the 
recording of their spontaneous activity during the in 
vitro development. 

 
 
Fig. 1. A commercial MEA on which a PDMS mask has been 
placed. The two reservoirs can be noticed, used to load the cells into 
the designed compartments. 

2 Methods 
Hippocampal neurons extracted from rat embryos 

(E18) were cultured on planar arrays of 60 TiN/SiN 
electrodes (MultiChannel Systems, Reutlingen, Ger-
many), pre-treated with adhesion factors (Poli-D-
Lysine and Laminin).  

A double layer PDMS structure was realized by 
replication form photostructured EPON SU-8 layers to 
define, once assembled on a MEA, two connected ar-
eas for distinct neuronal populations and two input 
reservoirs for loading neuronal cells. In Fig. 2 images 
of hippocampal cultures confined due to the PDMS 
structures can be observed. 
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Fig. 2. Hippocampal cultures over MEA covered by a PDMS mask 
which confines the population into two connecting clusters. A. De-
tail of a channel connecting the two clusters (width of 50 µm). Hip-
pocampal network at 13 DIV. B. Particular of a neuronal culture in 
one compartment. Hippocampal network at 13 DIV. 

3 Results 
We monitored a total of 25 cultures over their 

spontaneous development, from few days up to 60 
DIVs. We found that the activity is partly confined to 
the two clusters, but still synchronized events occur at 
the level of the entire network, as shown in Fig. 3. 
 

 
Fig. 3. Raster plot of the activity of a patterned neuronal network. 
The top compartment shows a desynchronized activity while the 
bottom compartment shows a strong synchronized activity. 

 
On the later DIVs of the development, synchro-

nized events occurring in the whole array increase in 
frequency. 

Electrical stimulation delivered from specific sites 
of the network indicates that the evoked he activity is 
well confined, as shown in Fig. 4. 

 
Fig. 4. Post Stimulus Time Histogram of the activity of a network 
when stimulated by an electrode of the top compartment. 

4 Conclusions 
We found that: i) activity is partly segregated in 

the two clusters, which are characterized by distinct 
patterns, but the two populations are not independent; 
ii) some phenomena (i.e. the network busts) are able 
to invade both the compartments; iii) during develop-
ment the incidence of synchronized events increases; 
iv) one of the two compartments drives the network 
activity all along the development; v) electrical stimu-
lation at specific DIV is strongly confined and it is de-
pendent on the location of the stimulation. 

Our results constitute important evidence that en-
gineered neuronal networks are a powerful platform to 
systematically approach questions related to the dy-
namics of neuronal assemblies. Unlike networks in 
vivo, in which multiple activation pathways are im-
pinging on any recorded region, these partially con-
fined networks can be studied in a controlled envi-
ronment [5]. Moreover, such a system can be easily 
interfaced to artificial artifacts in order to better inves-
tigate coding properties towards the final goal of inte-
grating brains and machines. 
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Abstract 
We analyzed the relationship between the cellular composition (i.e. the ratios between interneurons  (GABAergic 
as well as parvalbumin-positive) and pyramidal cells) and the spontaneous electric activity patterns of cortical net-
works which were cultivated on MEA glass-neurochips. Morphological data were correlated with the MEA re-
cordings. Our results show a strong relationship between the number of interneurons in a certain network and 
characteristic features in its spontaneous activity pattern. While networks with numerous GABAergic or parvalbu-
min-positive interneurons were characterized by a relatively stable, synchronous bursting activity, the activity of 
networks with few or no interneurons was asynchronous or instable. 

1 Background 
Understanding native spontaneous activity of 

neuronal networks is one of the most important chal-
lenges in neuroscience. Cortical in vitro networks 
offer an enormous richness of patterns in their 
spontaneous electric activity. Our research aims at 
understanding the relationship of the underlying 
neuronal substrate and its activity pattern. The native 
cerebral cortex and our cortical in vitro networks are 
both composed of different pyramidal and non-
pyramidal cells [1,2]. We focused on the role of 
GABAergic and parvalbumin-positive interneurons in 
the spontaneous activity of cortical networks on MEA 
glass-neurochips. 

2 Methods 
Cortices were prepared from embryonic mice 

(E13-16) followed by enzymatic dissociation. Cells 
were plated at a density of 1000-2000 cells/mm2 on 
poly-D-lysine/laminin coated miniaturized 
(16x16mm²) glass – neurochips (developed at the 
Chair for Biophysics, University of Rostock, see [3]) 
with integrated 52-microelectrode arrays. The culture 
area was 20 mm2. Cultures were incubated at 10% 
CO2 and 37°C for four weeks. Cells were grown in 
Dulbecco’s modified Eagle’s medium (DMEM) with 
high glucose, stable glutamine and 10% horse serum. 
Half of the medium was replaced thrice a week. Re-
cordings were performed with our modular glass chip 
system (MOGS) coupled to a preamplifier and data 
acquisition software (Plexon Inc., Dallas,TX,USA). 
For morphological characterization, networks were 
fixed with paraformaldehyd and immunohistochemi-
cally stained against parvalbumin (marker for chande-
lier and basket cells), GABA, MAP2 and neurofila-
ment 200 kD before confocal laser scanning micros-
copy. 

3 Results 
Our in vitro networks showed a high variability in 

their cellular composition. 17 out of 20 networks con-
tained numerous GABAergic or parvalbumin-positive 
interneurons (Fig.1, and 2) and 3 networks contained 
no or only very few (1-3/mm²) interneurons (Fig.3). 
Every network exhibited a unique electric activity pat-
tern. The following differences in the spontaneous ac-
tivity were observed: networks containing numerous 
interneurons exhibited relatively stable synchronous 
bursting or superbursting activity (Fig.1, and 2). Net-
works with no or few interneurons exhibited instable 
bursting and spiking or asynchronously spiking activ-
ity (Fig.3). 

4 Conclusion 
The cellular composition of cortical in vitro net-

works is critical for their spontaneous activity pattern. 
Our results suggest that interneurons are essential for 
a relatively stable synchronous bursting or superburst-
ing activity. The patterns of spontaneous activity de-
pend on the underlying neuronal substrate. The analy-
sis of the relationship between the cellular network 
composition and spontaneous activity patterns will 
improve our understanding of the role of different 
neuron types in cortical processing. 
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Fig.1. Network with parvalbumin-positive interneurons exhibiting 
superbursting activity. Above: microscopical image of the network 
growing on MEA. Green: parvalbumin; red: neurofilament 200; bar: 
50 µm. Below: activity pattern over a time period of 30 sec. 

 

 

 
Fig.2.  Network with numerous GABAergic interneurons that ex-
hibited preliminary bursting activity. Above: microscopical image 
of the network growing on MEA. Green: MAP2; yellow (Alexa 
Fluor 488 superimposed with Alexa Fluor 594): GABA; bar: 50 µm. 

Below: activity pattern over a time period of 30 sec. The activity of 
unit 17b is suppressed during synchronous bursts (Reimer et al. Pro-
ceedings MEA Meeting 2010, 66-67) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 

 
 

Fig.3. Network without GABAergic interneurons that exhibited 
asynchronous spiking activity. Above: microscopical image of the 
network growing on MEA. Green: MAP2; red: GABA; bar: 50 µm. 
Below: activity pattern over a time period of 30 sec. 
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Abstract 
Extracellular recording of NT2N cells revealed spontaneous spiking activity initially in the third week after replating. 
Furthermore, biphasic voltage pulses above 500 µV evoked fEPSPs up to 3.7 mV. By combined application of the 
cholinergic antagonists tubocurarine (10 µM) and scopolamine (10 µM) a 15% reduction in fEPSP amplitudes was 
revealed while in the presence of the AMPA/kainate receptor blocker CNQX (10 µM) amplitudes were diminished 
by 33%. The high reproducibility of fEPSP amplitudes observed especially in astroycte-NT2N co-cultures renders 
this cell culture system a highly promising tool for future experimental studies on the effects of neuroactive sub-
stances in a human system.  
 

1 Introduction 
Human Model Neurons (NT2N) are neuronal 

cells obtained by in vitro differentiation of a human 
teratocarcinoma cell line [1]. They closely resemble 
human CNS neurons and offer a promising potential 
for therapeutic intervention in neurodegenerative dis-
eases [2]. Furthermore, NT2N cells provide a suitable 
in vitro model to study the effect of neuroactive sub-
stances in a human system. In the present study we 
evaluated the electrophysiological properties of these 
cells in a long term approach using extracellular mul-
tichannel recording. Since glial cells are well known 
to provide important metabolic partnership with neu-
rons and may support survival of neurons under 
pathological conditions we additionally tested an 
NT2N-astroycte co-culture system. 

2 Methods 

Cell cultures 
Two different types of NTN2 cultures were tested 

for electophysiological recording (Fig. 1). In one case 
NT2N cells after differentiation with retinoic acid [1] 

were plated on a MEA surface that was previously 
coated with polylysine and laminin (Fig1A). Alterna-
tively neurons were plated on a carpet of P3 mouse 
cortical astrocytes that had been seeded onto the bot-
tom of the polylysine coated MEA biochip one week 
before (Fig 1B).  

Electrophysiological recording 
For multichannel recording of spontaneous spike 

activity and evoked fEPSPs the MEA60 device was 
used (Multi Channel Systems, Reutlingen, FRG). A 
MEA1060-Inv-BC pre-amplifier was combined with 
an FA60S-BC filter amplifier (gain 1100×) and run in 

parallel with the USB-ME64 data acquisition unit 
controlled by the MC_Rack software 4.0.0. Raw elec-
trode 
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Fig.1: Hoffman modulation contrast photomicrographs of cul-
tured human NT2N cells. A. Plating cells directly on a MEA sur-
face yielded clusters of neurons connected by axon bundles. B.  
Plating cells on a layer of astrocytes elicited a uniform distribu-
tion of cells. Bars indicate 200 µm. 
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data were sampled at a rate of 25 kHz and recorded on 
a PC hard disc. Biphasic voltage pulses were applied 
via a STG 4002 stimulus generator. 

3 Results 
Three weeks after plating the cells exhibited 

spontaneous firing of action potentials. During the fol-
lowing period spontaneous activity gradually in-
creased both in amplitude and frequency. In contrast 
with primary mouse cortical cultures NT2N cells 
mostly exhibited regular firing patterns without pro-
nounced bursting activity (Fig. 2), similarly as was 
reported earlier [3]. By biphasic stimulation with 2V 
for 100 µs excitatory postsynaptic field potentials 
(fEPSPs) up to 3.7 mV could be elicited. In neuron-
glia co-cultures generally lower but more uniform 
amplitude sizes up to 2.6 mV were revealed. Input-
output curves in both cases revealed a linear relation-
ship between voltage of stimulation and fEPSP ampli-
tude with a threshold of 500 mV (Fig 3). In the pres-
ence of the AMPA/kainate receptor blocker CNQX 
(10µM) fEPSP amplitudes became reversibly reduced 
on average by 33%, suggesting a high proportion of 
glutamatergic synapses present in the cultures, while a 
combined application of the anticholinergic blockers 
tubocurarine (10µM) and scopolamine (10µM) caused 
a 15% reduction of fEPSP amplitudes. Taken together 
our pharmacological data are well consistent with re-
cent immunohistochemical findings that documented 
quite similar proportions of cholinergic and glutama-
tergic neurons in NT2N cultures, respectively [4]. 

 
 
 

 

 

 

 

 

 

 
 
 
 

 

 

 

 

4 Conclusion 
In particular when cultured in combination with 

astroytes NT2N cells proved as a most suitable system 
for experimental work with the MEA-system provid-
ing a uniform cellular distribution pattern (Fig. 1B) 
and a highly reproducible evoked synaptic activity. 
The data presented here can be considered as a 
framework for future in vitro studies on the neuro-
physiological effects of neuro-active substances po-
tentially involved in the pathophysiology of  neurode-
generative diseases. 
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Fig.2: Extracellular recording of NT2N cells 28 days after replat-
ing shows a regular spiking pattern (A). Spike sorting reveals 
signals to originate from at least three different sources (B).   
 

Fig.3: fEPSPs evoked in NT2N-astrocyte co-cultures (28 days 
after replating) by increasing biphasic voltage pulses as indi-
cated on the right margin.  
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Abstract 
Behaviours, from simple to most complex, require a two-way interaction with the environment and the contribution 
of different brain areas depending on the orchestrated activation of neuronal assemblies. We used cultured net-
works coupled to MEAs (i.e. Micro Electrode Arrays) as a simplified model system to investigate the computa-
tional properties of neuronal assemblies. The proposed neuro-robotic framework provides a suitable experimental 
environment for embodied electrophysiology as it allows long-term multisite recording and stimulation in a closed-
loop configuration. Here we present what the main components of the experimental system are and how they can 
be conveniently used to study coding mechanisms in neuronal systems. 
 

1 Background 
Wiring of the brain is based on continuous inter-

actions with the surrounding environment. The induc-
tion of neural plasticity is one of the primary proc-
esses leading to network modification and to reaction 
to the external world [1]. It is interesting to study how 
to ‘extract’ the essential information embedded in a 
biological system, while maintaining a satisfactory 
level of neuronal complexity capable to support sim-

ple behaviors. In order to reproduce a neural substrate 
for artificial applications, hybrid model systems (liv-
ing neurons coupled with a robotic system) have been 
a possible choice in the recent past [2]. In this work 
we present a new hybrid system with added function-
alities and oriented to study information coding 
mechanisms in neuronal systems. 

 

 
Fig. 1. A. Two PSTH plots depicting responses elicited by 
stimulation from one electrode (grayed out in the graph). B. Input-
output combinations graph used for selection of best matches C. 
Example of selected sensory areas (yellow and cyan) and 
corresponding motor areas (red and blue). 

 

Fig. 2. A. 70s of robot run are shown here: top graph shows sensor 
readings, followed by stimulation rate in the corresponding sensory 
area, then spiking rate in the selected motor area and consequent 
wheel speed. B. An example of a 20min-long robot run experiment, 
with path followed and hits highlighted. 
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2 Methods 
Since dissociated cultures lack predefined input 

and output sites, it is necessary to define ‘sensory’ and 
‘motor’ areas of the network. Stimulation by delivery 
of 30 electrical stimuli (1.5 V peak to peak, biphasic 
pulses, 500 μs total duration) from 8-10 sites provides 
the information needed to obtain an effective connec-
tivity map of the electrodes, necessary to define those 
I/O areas 

Three different schemes implemented allow the 
exchange of data between biological and electronic 
modules: i) coding, ii) decoding and iii) learning. For 
coding, distance sensors relay information on obsta-
cles to the network through the frequency of stimula-
tion. In the decoding case, firing rate of the network in 
selected “motor areas” drives the robot wheels.  

High frequency stimulation trains trigger the 
modification of connectivity to progress toward the 
desired behaviour: following each robot hit, a 2 sec-
ond-long, 20 Hz stimulation is delivered to the corre-
sponding sensory area [3]. 

 

 
Fig. 3. Performance of the neuro-controlled robot during an 
obstacle-avoidance task. A. Mean velocity of the robot calculated in 
pixels/s. B. Mean distance between two consecutive collisions, 
calculated in pixels. The values are obtained in N=4 experiments for 
each case (red = emtpy MEA; green = open-loop MEA; blue = 
closed-loop MEA). The closed loop experiments give the best 
results for both parameters. Statistical analysis was carried out by 
using one-way ANOVA (*p<0.05) for normal distributions 
(Kolgomorov-Smirnov test of normality), while for mean 
comparison the Tukey-test was used. 

3 Results 
The PSTH area between each couple of stimula-

tion-recording electrodes is computed (two examples 
are reported in fig. 1A). The best I/O combinations are 
selected on a graph like that in fig. 1B. Those specific 
pathways have been utilized for driving the robot and 
for implementing simple reactive behaviors (e.g., ob-
stacle avoidance). Fig. 1C reports the selected sensory 
(i.e. input - stimulation) areas and the motor (i.e. out-
put – recording) regions, characterized by 8 electrodes 
each. 

While collisions are fairly frequent even in the 
case of a neuron-controlled robot, such as the case de-
picted in Fig. 2, the behaviour of the robot is still 
much closer to the desired one rather than in an open-
loop configuration, or in the absence of a biological 
substrate. As can be observed from the graph in Fig. 
3B, the average path travelled between hits is signifi-
cantly higher in the case of a close loop. This finding 
is further reinforced by the fact that the average speed 
throughout the experiment is also higher in this case 
(Fig. 3A), a condition that should, all other being 
equal, make control harder to obtain 

4 Conclusions 
We presented our neuro-robotic architecture based 

on a neural controller bi-directionally connected to a 
virtual robot. The behavior of the robot during the 
closed-loop experiments resulted significantly better 
than that in open loop. Additionally it was signifi-
cantly different from the performance of the ‘empty’ 
MEA, proving that the activity driving the robot is ac-
tually neurally-based.  

Our results prove that a culture of dissociated 
neurons can be successfully interfaced in a bi-
directional way with a robot with sensors and actua-
tors. The presence of a robot bi-directionally con-
nected to a simple neuro-controller based on living 
neurons allows to perform experiments in the context 
of the embodied electrophysiology paradigm, provid-
ing time-varying stimuli, testing learning schemes and 
managing sensory feedbacks in a more realistic envi-
ronment. Our neuro-robotic framework can be ex-
ploited in order to study the mechanisms of neural 
coding and the computational properties of neuronal 
assemblies with the final goal to facilitate progress in 
understanding neural pathologies, designing neural 
prosthetics, and creating fundamentally different types 
of artificial intelligence. 
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Abstract 
In vitro development of dissociated neuronal networks has been extensively studied on MEAs by analysis of spike 
and burst patterns. In this long-term study of murine ES-derived networks, precisely timed repetitive activity 
patterns on a 200 ms time scale have been regularly detected after 24 DIV, and occurred at highly increased 
frequency during distinct developmental phases with no substantial change in overall activity. 
 

1 Background 
Spontaneously recurring precisely timed neural 

activity patterns have been observed in vivo, in brain 
slices and even in dissociated neuronal networks 
lacking the intact brain’s cytoarchitecture [1,2,4]. In 
accordance with large-scale computational models of 
neuronal networks equipped with spike time 
dependent plasticity (STDP), these patterns have been 
proposed as universal emergent feature in self-
organizing neuronal networks, possibly related to 
Hebbian cell assemblies. In the present work, the 
emergence and development of such patterns has been 
examined for the first time in a long-term study of 
murine ES-derived neuronal networks on 
microelectrode arrays. 

 
Fig. 1. Schematic spike raster plot representation displaying 45 
milliseconds of an MEA recording with 8 electrodes (A—H). 
Yellow bars indicate spikes belonging to the pattern A—D—E—A 
with four spikes on three different electrodes (complexity). Blue 
arrows indicate time differences T1,2,3 between pattern spikes iden-
tical in millisecond precision in both instances of this pattern. 

2 Methods 
Neural precursor cell enriched serum-free 

embryoid bodies (nSFEB) were derived from murine 
embryonic stem cells and subsequently cultured as 
aggregates on 200/30iR-Ti-gr MEAs as described in 
Illes et al. [3]. After a proliferation stage of 7—10 

days, neuronal maturation was induced by withdrawal 
of FGF-2. Recordings were performed in culture 
medium at 39 different days between 10 DIV and 
204 DIV after withdrawal of FGF-2. Fig. 1 shows a 
schematic representation of a precisely timed spike 
pattern. For the well-established “two tape” template 
matching algorithm [1,4], a novel matrix based 
implementation in MATLAB was developed. Spike 
time stamps were ab initio discretized in 1 ms wide 
bins, optimizing efficient template handling in sparse 
binary arrays. For pattern detection, a sliding template 
window of 200 ms was applied, and only patterns 
with a minimum complexity of 3 spikes occurring in 
at least 3 instances were retained. Statistical 
significance of pattern occurrence was assessed by 
comparison with surrogate data obtained by jittering 
all spike time stamps by ±2 ms. 

 
Fig. 2. Exemplary spike raster plot (120 sec) of an MEA recording 
(23 active electrodes with >10 spikes) in culture medium at 89 DIV. 
Most electrodes exhibited single spike activity rather than 
coordinated population bursting. 90% of all 2,876 spikes were 
detected on the 15 most frequently firing electrodes. 
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3 Results 
MEA recordings in culture medium typically 

exhibited overall single spike activity rather than 
coordinated network bursting (see Fig. 2 for a typical 
spike raster plot at DIV 89). On the average, the 
overall number of spikes per minute increased 8.7-
fold from ~300 at 10 DIV to ~2,600 at 45 DIV and 
remained between 40% and 60% of its maximum 
activity during the observation period (see Fig. 3). 
Pattern analysis was performed on 250 recordings 
obtained from 7 MEAs on 39 different DIV. No or 
only single electrode patterns caused by tonic firing 
were detected in 78 (16, resp.) recordings. Of the 
remaining 156 recordings, 84 (72) exhibited 1–30 
(>30) different patterns on more than one electrode. A 
median number of 23 different patterns were detected 
that occurred more than 3 times and involved at least 
3 spikes from 2 neurons. 

Variable Mean SD
Max. complexity 4.0 2.0
Avg. complexity 3.1 0.3
Max. # instances 7.6 11.4
Avg. # instances 3.2 0.3
Max. # electrodes 3.1 1.4
Avg. # electrodes 1.9 0.6
Avg. pat. length [ms] 92.0 37.0  

Table. Pattern characteristics (mean and standard deviation) of 156 
recordings with multiple electrode patterns, obtained between 10 
and 204 DIV. 

Patterns were frequently detected from 24 DIV 
onward. Despite only slight changes in spike activity, 
pattern occurrence exhibited pronounced oscillatory 
behavior at 83—90 DIV, at 101—110 DIV and at 
122—146 DIV, clearly separated by distinct 
patternless periods (see Fig. 3). For different MEAs, 
pattern incidence peaked at different DIV. Maximum 
and average pattern complexity, number of electrodes, 
number of instances and average length varied only 
slightly with DIV or with pattern frequency (see 
Fig. 2, Table). 

4 Conclusions 
Neuronal network development in vitro exhibits 

periodic phases of increased frequency of precisely 
timed spatiotemporal patterns in spontaneous activity. 
These patterns describe novel functional aspects of 
neuronal network development in ES-derived cultures 
beyond established spike- and burst analysis. 
Systematic evaluation of pattern occurrence after 
exposure to pharmacological agents may reveal 
chronic drug effects on synaptic modulation. 

 

 

 
Fig. 3. Top: Average number of spikes between 10 and 204 DIV. 
Bottom: Average number of patterns (≥3 spikes, ≥2 electrodes, ≥3 
instances). Both data are averaged across 156 recordings and 
normalized by the average of the largest three values for each MEA. 

Acknowledgement 
This work was supported by the German Ministry 

of Education and Research (BMBF: FKZ 0315641A) 
and the European Union (EURO-TRANS-BIO project 
ESSENCE). 

References 
[1] Abeles M., Gerstein GL. (1988). Detecting spatiotemporal 

firing patterns among simultaneously recorded single neurons. 
J Neurophysiol 60:909–924. 

[2] Ikegaya Y. et al. (2004). Synfire chains and cortical songs: 
temporal modules of cortical activity. Science 304:559–564. 

[3] Illes S. et al. (2009). Niche-dependent development of 
functional neuronal networks from embryonic stem cell-
derived neural populations. BMC Neuroscience 10:93. 

[4] Rolston JD. et al. (2007). Precisely timed spatiotemporal 
patterns of neuronal activity in dissociated cortical cultures. 
Neuroscience 148:294–303. 

 
 

8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012 105

Neural Dynamics and Plasticity



Two-dimensional analysis of the dorsal-root-ganglia 
neuron-electrode interface through time 

Amanda Ferreira Neves¹*, Polyana Ferreira Nunes¹, Débora Vasconcelos¹, Celina Monteiro da 
Cruz Lotufo² e João-Batista Destro-Filho¹, Denise Cristina Da Silva¹ 

1 School of Electrical Engineering, Federal University of Uberlandia, Uberlandia, Brazil 
2 Institute of Biomedical Sciences, Division of Physiology, Federal University of Uberlandia, Uberlandia, Brazil 
* Corresponding author. E-mail address: amanda.nvs@gmail.com 

Abstract 
Morphological monitoring of neural networks on micro-electrode array (MEA) permits to investigate the relation 
between cell and microelectrode, which is relevant for recording a good signal. Using images acquired at different 
days-in-vitro, we performed a quantitative study of the evolution of neural network topology on MEAs. This investi-
gation presented a characterization of neuron-microelectrode interface, applied to dorsal root ganglia cultures, al-
lowing further insights on electrical activity recordings. 
 

1 Introduction 
Nociceptors are primary sensory neurons with 

soma located at dorsal root ganglia (DRG) that are 
specialized in detection of painful stimulus. MEAs are 
probably a good means to detect changes in nocicep-
tors excitability and a first step to test for this applica-
tion is to monitor the cell culture topology by means 
of fluorescence confocal and scanning electron mi-
croscopy in order to evaluate the relation between cell 
and electrode, critical to recording a good-quality sig-
nal [1,2,3]. 

As well as MEA microelectrodes, rat-DRG neu-
rons have diameters ranging from 10 to 40 μm [4]. In 
consequence, DRG neurons are more likely to cover 
MEA microelectrodes [5]. As discussed by [2], a sub-
stantial part of neuron soma must be in contact with 
the microelectrode surface to record a good signal, 
thus, the DRG culture on MEA devices represents an 
ideal system for monitoring neuron-microelectrode 
interface. 

Here, our goal was to characterize the evolution 
of DRG neurons topology on MEA microelectrodes. It 
was performed a quantitative analysis in terms of cell 
distribution to compute a map of the distances be-
tween neurons and microelectrodes, using images ac-
quired from the same cultures at different days in vitro 
(DIVs) using confocal microscopy. 

2 Methods 

2.1 Biological procedures 
Dissociated cell cultures were prepared from Wis-

tar rats (100 g), according to protocol described by 
[6], which was approved by the local Ethic Committee 
for Animal Experimentation. Dissociated cells were 
then plated on 60-channel MEAs (Multichannel Sys-

tems), precoated with matrigel. Fluorescent images of 
the culture stained with the voltage-sensitive dye Di-
BAC4(3) were acquired daily, during three days, using 
a laser scanning confocal microscope (Zeiss LSM 
510).  

2.2 Quantitative Assessment 
Neuronal distribution around microelectrodes was 

quantified manually using ImageJ software (version 
1.37c, National Institute of Health, USA). 

For each culture, the number of neurons on im-
ages was counted and, to assess if neurons belonged 
to a microelectrode area, it was enclosed a square area 
(200 μm side) whose center was placed exactly at the 
microelectrode, as shown in Fig.1. Since electrode-to-
electrode distance is 200 μm, the entire surface of the 
array, divided into smaller microelectrode areas, was 
assessed.  

 
Fig.1. A- Diagram outlining an example of the proposed quantifica-
tion, wherein four neurons (in green) round a microelectrode (in 
black); B- Real photograph of a DRG neuron and microelectrode 
interfacing in culture, taken by confocal fluorescent microscopy 
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Only neurons located at distances smaller than 
140 μm from electrode center were considered. Neu-
rons farther than 140 μm would be closer to the next 
microelectrode. For better understanding, see the ex-
ample in Fig.1. As the microelectrode diameter (30 
μm) is more or less the same dimension as the large 
DRG cells diameter (30-40 μm), neurons were classi-
fied according to their distance to microelectrode (D) 
as potentially connected (D<35 μm), for example neu-
ron 1 in Fig.1; neighboring (36<D<70 μm), such as 
neuron 2 in Fig.1; distant (71<D<105 μm), as shown 
in neuron 3 of Fig.1; and remote (106<D<140 µm), 
such as neuron 4 in Fig.1. 

3 Results and Discussion 
Neuron counting and neuron-microelectrode dis-

tances (D) were assessed using the images from two 
cultures, which were compared to each other, and the 
results can be seen at Table 1 and summarized in 
Fig.2. Classifying neuron distances is important be-
cause their vicinity to microelectrodes establish the 
quality of signal recordings by the array, so that a sub-
stantial part of the neuronal soma need to be in contact 
with the microelectrode surface in order to obtain a 
good signal [2]. 

 
Table 1 - Results of Neuron Classification 
DIV Connected Neighboring Distant Remote D (μm)* 

MEA-1 CULTURE 
1st 12 38 71 26 79,96 ± 28,37
2nd 3 33 30 22 81,75 ± 28,21
3rd 5 28 24 4 71,30 ± 24,93

MEA-2 CULTURE 
1st 4 35 59 14 81,28 ± 26,54
2nd 4 33 29 14 76,93 ± 28,71
3rd 10 22 26 8 61,42 ± 29,86

* Data are reported as mean ± standard deviation. 

 
Both cultures presented a diffuse neuronal adhe-

sion in which, at DIV 1, most part of neurons were 
found distant from microelectrodes; many were lo-
cated neighboring; few were seen remote and in con-
tact with microelectrodes. According to [5], this was 
expected since we did not use any technique to guide 
neuronal growth.  

Considering culture time, at DIV 3, the number of 
cells reduced to 50% on average compared to DIV 1 
(Fig.2). The most significant decrease occurred be-
tween DIV1 and DIV 2 in which neuronal loss was 
40% on MEA-1 and 30% in MEA-2. For primary cul-
tures, as in this case, it is expected that at least one 
third of the plated cells die under culture conditions 
[7]. 

Notice that neuronal death took place mainly to 
those cells located at larger distances, so that 94% of 
connected and 68% of neighboring neurons remained. 
Results point out that the recorded signal from MEA 
could remain throughout days without major interfer-

ence on its amplitude, since there was not a significant 
loss in neighboring and connected neurons.  

 
Fig.2. Amount of neurons estimated at different distances to the 
microelectrodes (D), regarding the time of culturing. 

4 Conclusion 
Results suggest that it is possible to improve neu-

ronal activity recordings using MEA, considering only 
the evolution of the neural distribution topology. For 
long-term studies, recordings of electrical activity 
from DRG neurons with MEA are a possible new tool 
for the study of nociceptores sensitization and devel-
opment of new analgesic drugs. 
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Abstract 
Present in the dynamics of cultured networks are periods of strongly synchronized spiking, termed 'bursting', 
whose role is not understood but dominates network dynamics and, due to their presence in cultures regardless of 
cell origin and their resistance to attempts to remove them, have been suggested to be an inherent feature in cul-
ture dynamics. Bursts have been demonstrated to contains distinct spatiotemporal motifs, repudiating the possibil-
ity that they are random or chaotic activity. However, the speeds of these propagating wavefronts has been meas-
ured as 5-100mm/s, and hence much faster than can be accounted for by local connectivity. 
In attempting to represent cultured networks using 2D network models, typical connectivity models, such as ran-
dom connectivity, prove to be insufficient for recreating some of the distinct phenomena associated with the dy-
namics of cultured networks, noticeably the fast propagation speeds. 
 

1 Methods 
Here, we introduce a simple but biologically plau-

sible connectivity model that is able to reproduce phe-
nomena. The relative simplicity of the connectivity 
scheme allows us to simulate a network of 12,500 
neurons within a 1.5mm radius circular area on a 2D 
plane, resulting in a model that is comparable in den-
sity and size to experimental networks. We then ex-
tend this model to incorporate some of the subtle 
structural inhomogeneities observed experimentally, 
such as clustering of soma positions, to investigate 
their implications for network dynamics. 

2 Results 
We demonstrate that our simple but biologically 

plausible representation of network connectivity is 
able to emulate burst propagation with speeds compa-
rable to those observed experimentally. Furthermore, 
the inclusion of structural inhomogeneities strongly 
facilitate burst propagation as well as form the emer-
gence of distinct burst motifs. Importantly, our model 
confirms that bursts are indeed an inherent feature of 
such networks, as they are an inescapable by-product 
of network connectivity and structure. 
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Simulation of neuronal network without and with 
self-inhibition 
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Abstract 
We developed a pulsing model called INEX which simulates neuronal activity as observed in neuronal networks 
cultivated on multielectrode array (MEA) neurochips. In an in vitro experiment approximately 500,000 cells of the 
frontal cortex of embryonic mice are cultivated on such a MEA neurochip (experiments are carried out by 
NeuroProof GmbH, Rostock, Germany). Circa 10,000 neurons and 90,000 glia cells of the total amount survive. 
Circa 20% of these neurons are interneurons (Brunel, 2000) which tend to self-inhibition (also known as recurrent 
or autaptic inhibition; Bacci et al., 2003). In this work we examine self-inhibition of neurons using the INEX model. 
 
1 Methods 

The INEX model is based on an 
inhomogeneous Poisson process (Heeger, 2000) to 
simulate neurons which are active without external 
input or stimulus as observed in neurochip 
experiments. It is accomplished using an Ising 
model with Glauber dynamics.  

In a first step, the four parameter types for a 
network without self-inhibition were chosen in such 
a way that the resulting spike trains resemble spike 
trains of MEA neurochip experiments with respect 
to spike and burst rate. Five simulations were run 
with this constrains. In a second step, five 
simulations have been carried out after a parameter 
fit for a network with self-inhibition. 

For validation we calculated five features for 
each of the simulated spike trains and compared 
them with the same features obtained from five 
multielectrode array neurochip experiments with 
cell cultures originated from frontal cortex of 
embryonic mice after 28 days in vitro. Furthermore, 
spike train statistics are applied to approve the 
resulting spike data (Kass et al., 2005). For this 
purpose the spike train data of one selected neuron 
were binned with a width of five seconds. A bar 
chart shows how many bins occur with a given 
number of spikes per bin. The binned INEX data 
were also plotted against the binned MEA data in a 
Q-Q plot. 
 

 

2 Results 
The simulated spike trains without self-

inhibition show typical spike and burst patterns as 
known from experiments with MEA neurochips. 
Synchronous spiking and bursting is typical for 
frontal cortex neurons. The simulated spike trains 
with self-inhibition showed the typical spike and 
burst patterns again. 

The validation of the spike trains with 
parameter fitting and without self-inhibition 
showed that all calculated averaged features of the 
INEX data are within the standard deviation of the 
MEA neurochip data. For the simulated spike trains 
with self-inhibition, except the burst rate all 
calculated averaged features of the INEX data are 
within the standard deviation of the MEA 
neurochip data. The plotted bar chart as well as the 
Q-Q plot of the simulated data and the MEA 
neurochip data exhibit similar behaviour. 
 
3 Conclusion 

Calculated features adapted from spikes and 
bursts as well as the spike train statistics show that 
the presented model without self-inhibition as well 
as with self-inhibition and parameter fitting can 
simulate neuronal activity similar to activity as 
observed on multielectrode array neurochips. We 
could show that our model is able to simulate the 
self-inhibition of interneurons. 
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Electrophysiological imaging of epileptic brain 
slices reveals pharmacologically confined functional 
changes  
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Abstract 
Microelectrode arrays (MEAs) are employed to study extracellular electrical activity in neuronal tissues. Neverthe-
less, commercially available MEAs provide a limited number of recording sites and do not allow a precise identifi-
cation of the spatio-temporal characterization of the recorded signal. To overcome this limitation, high density 
MEAs, based on CMOS technology, were recently developed and validated on dissociated preparations (Ber-
dondini et al. 2009). We show the platform capability to record extracellular electrophysiological signal from 4096 
electrodes arranged in a squared area of 2.7 mm x 2.7 mm with inter-electrode distance of 21 µm at a sampling 
rate of 7.7 kHz/electrode. Here, we demonstrate the performances of these platforms for the acquisition chemi-
cally evoked epileptiform activity from brain slices. Moreover the high spatial resolutions allow us to estimate the 
effect of drugs in spatially modulating Inter-Ictal ((I-IC) activity.  

 

1 Introduction 
Electrophysiological recording of neuronal activ-

ity in slices is a common experimental method for in-
vestigating complex brain processing circuits, brain 
plasticity or neuropharmacology. To this end, it is cru-
cial to enable recordings of electrophysiological activ-
ity from large neuronal populations at sufficient spa-
tial and temporal resolution, thus making possible to 
localize and track electrically or chemically evoked 
neuronal activity and to identify induced functional 
changes. Conventional electrophysiological include 
the use of electrodes and light-imaging methods to re-
cord action potentials from multiple single neurons as 
well as local field potentials generated by neuronal 
ensembles. Patch-clamp and field electrodes, ap-
proaches based on micro-positioned single glass pi-
pettes, enable intracellular or extracellular recordings 
respectively, from single neurons or from neuronal 
populations surrounding the electrode respectively. 
Optical imaging based on  fluorescent Ca2+ indicators 
[1]  or voltage sensitive dyes (VSDs) [2, 3] are the 
current choice for spatially resolving electrical activity 
in the brain, but this approach suffers a modest tempo-
ral resolution due to sampling frequencies in the range 
of 1-3 kHz. Moreover, this approach does not offer a 
high signal to noise ratio and is not suited to record 
continuously for long periods of time (usually it can 
records for few seconds after a triggered electrical 
stimulus). Consequently, these recording perform-
ances are not sufficient to effectively track the electri-
cal activity propagations over large areas of the brain 

tissue in real time, either due to insufficient spatial or 
temporal resolutions.  

2 Materials and Methods 
Horizontal cortico-hippocampal slices (400 μm of 

thickness) were placed on the active area of the chip 
(Fig.2). A platinum anchor of the same dimension was 
used to keep the slice in position for the whole re-
cording. Epileptic-like discharges were induced in 
slices by treatment with the convulsant agents 4-
aminopyridine (4AP) at a concentration of 100μM [4] 
and/or bicuculline (BIC) at a concentration of 30μM. 
Epileptiform activity was stable during recordings for 
at least two hours. Epileptiform activity in the form of 
I-IC was detected  with a previously described Preci-
sion Timing Spike Detection algorithm (PTSD) [5] 
and represented in raster plots (see fig.1B). This algo-
rithm, originally developed to detect spiking activity, 
has been re-adapted to detect Inter-Ictal (I-IC) events. 
To this aim, the threshold was set to 5 times the stan-
dard deviation of the noise while the refractory period 
and the peak lifetime period were set to 50 msec and 
40 msec, respectively. Movie sequence frames as re-
ported in Fig.1 were generated in Matlab after low 
pass filtering of single electrode traces. 

3 Results 
The large-scale high-density electrode array allow 

us to visually describe the involvement of cortical and 
hippocampal circuitries during propagation of 
epileptiform activity (Fig. 2).  In this experiment the I-
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IC was observed to originate in CA3 and propagating 
to CA2 (10 ms) and CA1 (30 ms). By litterally imag-
ing the extracellular activity it is possible to study the 
spatial extention of the epileptic event which might be 
reflect different mechanisms of propagation through 
the network (e.g. synaptic versus non-synaptic propa-
gation). 

 
 
 
Fig. 1. Inter-Ictal like propagation. (A) Color-map coding voltages 
of extracellular activity.  The map sequence is showing the consecu-
tive activation of the distinct areas: CA3 first, then CA2 and finally 
CA1. (B) Inter-Ictal (I-IC) activity recorded in three representative 
electrodes in the hippocampus (CA3, CA2, CA1). Red vector is 
indicating the direction of propagation of the signal (C) Raster plot 
representation of detected I-IC events. (Left) On the large scale 
raster plot (10 minutes) the distribution of  I-IC events seems to be 
synchronous on all the electrodes whereas on the close up (right) it 
is possible to note that different hippocampal regions are recruited 
at different times.   

 
Moreover, our method enable to spatially depict 

the firing rate of different cortico-hippocampal regions 
over the active area of the chip (Fig. 2). In this ex-
periment by adding BIC to the extracellular solution 
containing 4AP, the mean firing rate of I-IC events 
was found to spatially increase differently in different 
cortico-hippocampal regions (cfr. Fig. 2 middle and 
left) 

 

 
Fig. 2. (left) Cortico hippocampal slice over the active area. The 
mean firing rate has been calculated for every pixel in the slice un-
der 4AP treatment (middle) and under 4AP+BIC treatment (right)  

4 Discussion 
Our system enables us to literally imaging the ex-

tracellular activity and to describe signal propagations 
over large areas. The spatial extention and propagation 
latencies of I-IC can be finely appreciated with the 
system. These are important aspects to evaluate the 
different types of synchronization mechanism which 
could play a role in the propagation of epileptic events 
(for review see[6]). 

A part from propagation studies our system ap-
pears also to be a useful tool to assess the effect of 
chemical compounds in different regions in brain 
slices. 
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Abstract 
Here we report on recording action potentials from a predefined neural population in the mouse retina by using a 
microelectronics-based high-density microelectrode array, containing 3,150 electrodes/mm2. Single-cell action po-
tentials are recorded constantly on multiple electrodes; thus, every action potential has a unique spatial distribu-
tion, which helps to improve the spike sorting process, and enables to distinguish the activity of densely packed 
retinal ganglion cells. Different physiological types of retinal cells can be distinguished, based on their light re-
sponse. Finally, the variety of possible electrode configurations enables to target a specific population of retinal 
ganglion cells for extracellular recordings. 
 

1 Background and Aims 
The retina is a multilayered, light-sensitive sheet 

of neural tissue that encodes visual stimuli as complex 
spatio-temporal patterns of action potentials (Wassle, 
2004). The final output of the retina is encoded in the 
ganglion cell layer, in which densely packed neurons, 
called retinal ganglion cells (RGCs), generate action 
potentials that proceed along the optic nerve to higher 
brain regions. The study of physiologically identified 
RGC types demonstrates that the synchronous activity 
of these neurons convey significant information about 
the visual stimulus (Pillow et al., 2008).  

Here we used a high-density microelectrode array 
(MEA) (Frey et al., 2009; Frey et al., 2010) (Fig. 1), 
fabricated in standard microelectronics or CMOS 
(Complementary Metal Oxide Semiconductor) tech-
nology, to record the light-induced activity of mouse 
RGCs and to characterize the physiological type ac-
cording to their response to light stimulation. We util-
ized the dynamic-configurability capabilities of the 
MEA to select defined populations of RGCs.  

 
 
Fig. 1. (a) HD-CMOS MEA. (b) Mouse retina patch placed on the 
electrode area. 

 
 
 

2 Methods 
The high-density MEA  features 11,011 platinum 

electrodes at an electrode density of 3,150 electrodes 
per mm2. Amplification (0-80dB), filtering (high pass: 
0.3-100 Hz, low pass: 3.5-14 kHz) and analog-to-
digital conversion (8 bit, 20 kHz) are performed by 
on-chip circuitry. 126 channels can be simultaneously 
utilized for recording and/or stimulation.  

Wild-type C57BL/6J mice (P30) were obtained 
from Charles River Laboratories (L’Arbresle Cedex, 
France). The retina was isolated under dim red light in 
Ringer’s medium (in [mM]: 110 NaCl, 2.5 KCl, 1 
CaCl2, 1.6 MgCl2, 10 D-glucose, 22 NaHCO3), con-
tinuously bubbled with 5% CO2 / 95% O2. A section 
of the retina was placed such that the ganglion cell 
layer was in direct contact with the MEA surface. In 
order to stably secure the retina directly above the 
MEA, a permeable membrane (polyester, 10 μm 
thickness, 0.4 μm pore size) was lightly pressed 
against the tissue. 

The light stimuli were designed using Psychtool-
box within the software application Matlab and were 
projected onto the electrode array by an LED projec-
tor with a refreshing rate of 60 Hz (Acer K10). The 
light stimulus was focused only on the electrode array 
area of the MEA chip by two camera lenses (Nikkor 
60 mm 1:2.8 G ED, Nikon), a mirror (U-MBF3, 
Olympus) and a 5X objective (LMPLFLN5X Olym-
pus). The light projection setup was assembled on an 
upright microscope (BX5IWI, Olympus). 

The light-induced activity of RGCs was recorded 
at a time resolution of 50 μs and band-pass filtered 
(500 Hz-3 KHz). An independent-component analysis 
(ICA) (Hyvarinen, 1999)-based algorithm was used 
for online spike sorting during the experiment. 
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3 Results 
Light was exclusively projected onto the elec-

trode array area during the experiments. This way, it 
was possible to record light-evoked action potentials 
from RGCs in the absence of light-induced artifacts in 
the recorded signals (Fig. 2).  
 

 
 
Fig. 2. An example of light-evoked responses from mouse RGCs, as 
recorded by the MEA. The white bar indicates the projection of a 
light stimulus brighter than the background light level (“light on”). 
The black bar indicates the projection of a light stimulus darker than 
the background light level (“light off”). The action potentials as 
recorded from one electrode are shown. 
 

 
Single-cell action potentials were consistently de-

tectable on multiple electrodes of the CMOS-based 
MEA chip (Fig. 3) 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Fig. 3. Spatial distribution (footprint) of averaged signals of two 
neighboring RGCs over an area of 0.025 mm2.  

 
 
 

Furthermore, it was possible to target a popula-
tion of RGCs by taking advantage of the high-density 
packing of the electrodes and the rapid dynamic con-
figurability of the MEA system. We found the follow-
ing process to be efficient: (i) Scanning the MEA for 
activity characteristic to the RGCs of interest, (ii) per-
forming online spike sorting, and, finally, (iii) select-
ing a configuration of electrodes that could most ef-
fectively be used to stimulate and record from chosen 
RGCs (Fig. 4). 
 

 
 

Fig. 4. (a) A region of interest within the piece of retina is stimu-
lated with light and sequentially recorded from using high-density 
electrode blocks (indicated by rectangles 1, 2 and 3 in figure 4b). (b) 
A defined subset of electrodes can be selected at the location of a 
RGC of interest: These electrodes are selected so as to obtain the 
highest signals for each targeted RGC (indicated by red circles). 
 
 

4 Conclusions 
The ability to target specific populations of RGCs 

is a prerequisite for the design of experiments, aimed 
at understanding the population code of individual as 
well as combinations of visual channels. 

In future studies, the method for cell identifica-
tion and targeting system will be used to select de-
fined physiological types of RGCs in an effort to de-
code further details of the retinal code. 
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Abstract 
The developing retina exhibits spontaneous waves of activity spreading across the ganglion cell layer. These 
waves are present only during a limited perinatal period, and they are known to play important roles during the 
wiring of visual connections. Using the high density large scale (4,096 electrodes) Active Pixel Sensor (APS) MEA 
(BioCam 4096, 3Brain Gmbh), we have recorded retinal waves from the neonatal mouse retina at near cellular 
resolution (21x21µm electrodes, 42µm separation) (Berdondini et al., 2009). We found that the spatiotemporal 
patterns of the waves undergo profound developmental changes as retinal synaptic networks mature, switching 
from slow random events propagating over large retinal areas to faster, spatially more restricted events, following 
several clear repetitive, non-random propagation patterns. This novel pan-retinal perspective of wave dynamics 
provides new clues about the role played by retinal waves during visual map formation. 
  

1 Introduction 
During perinatal development, neighbouring ret-

inal ganglion cells (RGCs) fire in correlated bursts of 
action potentials, resulting in propagating waves (for 
review see [1,2]). The spatiotemporal wave patterns 
are hypothesised to provide cues for the establishment 
of retinal receptive fields and for the binocular organi-
sation and visual map formation in retinal targets. In 
mouse, retinal waves are present from late gestation 
until eye opening (postnatal day (P) 12). The earliest 
waves are mediated by gap junctions (Stage I), fol-
lowed by lateral connections between cholinergic 
starburst amacrine cells (late gestation to P9; Stage II). 
Finally, once glutamatergic connections become func-
tional and RGCs respond to light, waves switch to glu-
tamatergic control (P10; Stage III). Despite such ma-
jor developmental changes in network connectivity, 
there has been no clear report of parallel changes in 
wave dynamics, a problem we attribute to the use of 
recording approaches with relatively low spatiotempo-
ral resolution. In this study, we have used the high 
density large scale APS MEA (BioCam 4096 from 
3Brain Gmbh) [3], allowing us to investigate with un-
precedented precision how the spatiotemporal proper-
ties of retinal waves change during development. The 
64x64 APS MEA records at near cellular resolution 
(21x21m electrodes, 21m separation) and high 
temporal resolution (7.8 kHz/channel for full frame 
rate acquisition). The channels are integrated over an 
active area of 2.67x2.67 mm, which is large enough to 
cover most of the neonatal mouse retina. An example 

of pan-retinal propagation during a spontaneous epi-
sode of correlated activity is illustrated in Figure 1.  

 
Fig. 1. Spontaneous activity propagating across a postnatal day 11 
mouse retina, in presence of the GABAA antagonist bicuculline. 
Each dot (pixel) represents one electrode on the MEA. Propagating 
patterns are visualized in time lapse single frames (from left to right 
and top to bottom) of activity raw data acquired every 0.5 s. The 
extracellular signals are shown in a false colour map by computing 
the signal variance. 

2 Materials and methods 
All experiments were performed on retinal 

wholemounts isolated from wild type (C57bl6) mice 
or from the Cone rod homeobox (Crx) knockout 
mouse, a model of Leber congenital amaurosis [4]. 
Retinas were isolated between P1-14 and mounted on 
the APS MEA, RGC layer facing down onto the elec-
trodes. All the analysis, from burst detection to the 
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computation of wave metrics was done using custom 
written codes in Matlab or in R. 

3 Results 
We found that Stage II cholinergic waves recruit 

relatively few cells, they are initiated at random 
locations and slowly propagate with a high degree of 
randomness, covering large retinal areas (Fig 2). They 
become larger, denser and faster up to P6. P8-9 Stage 
II waves become smaller and slower, a phenomenon 
reversed by blocking GABAA receptors with 
bicuculline.  

Fig. 2. Stage II waves (P4). Central panel: raster plot of consecutive 
waves recorded over 1000s. Top panel: 2-dimensional projections 
of the first 3 waves. Bottom panel: pan-retinal average firing rates 
over all electrodes.  

Stage III glutamatergic waves are faster and 
denser, and they are more restricted spatially, 
following few repetitive, non-random propagation 
patterns (Fig 3).  

Fig. 3. Stage III waves (P10). Central panel: raster plot of 
consecutive waves recorded over 600s. Top panel: 2-dimensional 
projections of waves 7, 8 and 9. Bottom panel: pan-retinal average 
firing rates over all electrodes.  

These findings are consistent with the hypothesis 
that the large and highly variable Stage II waves are 
important to guide the segregation of retinal 
projections into eye specific domains in the brain 
visual areas. The spatially more constrained late Stage 
II waves may be important to refine retinotopic 
projections. Stage III waves occur just before eye 
opening, after the central retinal projections have 
already matured. We propose that these late waves 
with characteristically small, dense and highly 
repetitive activity patterns may be important for 
strengthening retinal connections associated with the 
formation of RGC receptive fields. 

To test this idea, we have looked at spontaneous 
activity patterns during the first few postnatal weeks 
in the Crx-/- mouse that carries a genetic mutation 

leading to photoreceptor degeneration between 1-6 
months postnatal, resulting in complete blindness [4]. 
Because glutamatergic retinal connectivity is known 
to be abnormal from early developmental stages in 
inherited retinal dystrophies [5] (even before 
photoreceptor death), we postulated that Stage III 
waves may be abnormal in the Crx-/- retina. We found 
that Stage II waves were normal, whilst Stage III wave 
patterns were indeed completely disrupted (ranging 
from absence of correlated activity to very slow and 
prolonged episodes), demonstrating aberrant 
glutamatergic wiring before degeneration even starts 
in the outer retina. Glutamate-mediated slow 
oscillations (~10Hz) and strong bursting become 
apparent in the RGC layer during the third postnatal 
week and continue throughout the degeneration 
period.  

4 Discussion and concluding remarks 
In this study, we have demonstrated that the APS 

MEA is a powerful tool to investigate the 
spatiotemporal behaviour of developing retinal 
networks. Indeed, thanks to the unprecedented size 
and resolution of the system, we have achieved a 
novel pan-retinal perspective of early activity 
dynamics during retinal maturation, providing clues 
about the role played by early retinal activity during 
wiring of the visual system in health and disease. 
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Abstract 
The interstitial cells of Cajal (ICCs) in the myenteric plexus interact with enteric nervous system (ENS) and gener-
ate slow waves to maintain phasic contractions of smooth muscles and the healthy peristalsis in the gastrointesti-
nal (GI) tract [1]. In this study, both morphological and functional changes in the GI tract of an AD mouse model 
were identified and this provides a foundation for the investigation into degenerative diseases by studying the GI 
tract. 
 

1 Introduction 
Alzheimer’s disease (AD) is associated with a 

deposition of amyloid plaques and a loss of choliner-
gic neurons in the central nervous system (CNS). 
Studies have shown that GI motility is always dis-
turbed in Parkinson’s disease but there is a dearth of 
information on the GI tract during AD. In the present 
study, the structural and functional changes in the GI 
tract of Alzheimer’s transgenic mice (Tg2576) were 
investigated. 

2 Methods and Materials 
Six-month old Tg2576 mice (n = 8) and their wild 

type controls (n = 8) were used. 

2.1 Morphological studies 
Fluorescent immunohistochemistry was per-

formed on whole mounts of the GI tract (antrum, duo-
denum, jejunum, ileum and colon). Morphologies of 
ICCs, enteric neurons and two types of enteric glial 
cells were observed using confocal microscopy, and 
cell areas were quantified using ImageJ software (Na-
tional Institutes of Health). Statistical comparisons 
were made using Student’s t-test (Prism Version 5, 
GraphPad Software Inc., U.S.A.).  

Paraffin wax sections of antrum, duodenum, jeju-
num, ileum and colon were prepared and subjected to 
antigen retrieval using 80% formic acid. Sections 
were then incubated with antibodies against amyloid 
beta protein. After incubating with HRP-conjugated 
secondary antibodies, the presence of amyloid plaques 
was visualised using Zeiss Axioskop microscope. 
 
 

2.2 Functional studies 
Whole muscle layers of antrum and ileum con-

taining myenteric plexuses were isolated and placed 
into the recording chamber of a microelectrode array 
(MEA) (Multichannel Systems, Germany, Figure 1). 
Baseline recordings (3 min) were obtained after 60 
min perfusion in the presence of nifedipine (1 μM). 
Three minute recordings were then taken following 
the addition of 1 μM or 5 μM nicotine. The back-
ground noise was removed by 2.5 Hz low-pass and 
0.1 Hz high-pass filtering. Power spectrums were 
generated using Spike2 (Version 7, Cambridge Elec-
tronic Design Limited, England). Statistical compari-
sons were made using One-way ANOVA. 
 

 
 
Figure 1: Whole-muscle layer of ileum was placed directly on the 
electrodes in the recording chamber of the MEA system. Scale bar = 
1 cm 
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3 Results 

3.1 Morphological Studies 
The fluorescent immunohistochemistry of whole 

mount tissues showed significant losses of neurons 
and glial cells in the ileum of Tg2576 and a significant 
loss of S100 positive glial cells in the antrum of 
Tg2576 (P<0.05). No morphological changes in en-
teric nervous system were observed in the duodenum, 
jejunum, and colon. However, the ratios of GFAP to 
S100 positive glial cells increased in the duodenum, 
jejunum and colon of Tg2576 and this reflects the oc-
currence of inflammation in these three GI regions. 
Also, there were no significant differences in the 
numbers of ICCs in all GI regions (P>0.05).  

The ileal paraffin wax sections showed the pres-
ence of amyloid plaques in Tg2576 but not in the wild 
type controls. No amyloid plaques were identified in 
other GI regions and the brain of both Tg2576 and 
wild type controls.  

The MEA study demonstrated that nicotine sig-
nificantly increased electrical activity in the ileum and 
antrum of the wild type controls but not in Tg2576 
(P<0.05). The effect of nicotine in Tg2576 mice com-
pared with their wild-type control may be related to 
morphological differences in the GI tract. 

4 Conclusion 
These results support the hypothesis that the ENS 

is the gateway for the pathological changes, which 
occur initially in the gut and then spread to the CNS 
through autonomic/sensory nerves or circulation [2]. 
The present study also demonstrates that the biopsy of 
GI sections may provide a method for an early diag-
nosis for AD. 
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Abstract 
Over the years, retinal implants have been developed to restore limited functional vision in patients blinded by 
outer retinal diseases like retinitis pigmentosa (RP) and age–related macular degeneration through electrical 
stimulation of the surviving neurons. The most extensively characterized animal model is the rd1 mouse. However, 
the recently identified rd10 mouse, which has a relatively delayed onset and slower progression of degeneration 
may be a more appropriate model for human RP. To support ongoing efforts to optimize prosthetic retinal 
stimulation [1], optimal stimulation paradigms need to be established for this new mouse line. Here we investigate 
retinal ganglion cell (RGC) responses to different stimulation paradigms in adult wt and rd10 mice. 
 

1 Introduction 
Retinitis pigmentosa (RP) and age-related macular 

degeneration (AMD) are two forms of outer retinal diseases 
which result in a substantial loss of photoreceptors. 
Although, the remaining inner retina undergoes some 
physiological and morphological changes, the characteristic 
cellular layering is still preserved, offering the opportunity 
to restore vision by electrical stimulation of the residual 
neurons via retinal implants. The most extensively 
characterized animal model is the rd1 mouse. However, the 
recently identified rd10 mouse, which has a relatively 
delayed onset and slower progression of degeneration, may 
be a more appropriate model for human RP. In order to 
support ongoing efforts to optimize prosthetic retinal 
stimulation, paradigms need to be established for this new 
mouse line. Here, we investigate retinal ganglion cell (RGC) 
responses to electrical stimulation in adult wt and rd10 
mice. 

2 Materials and Methods 
RGC spiking responses were recorded in vitro from 

patches of wild-type and rd10 retina using a planar multi-
electrode (Multichannel Systems, Reutlingen, Germany). 
Prior to electrical stimulation, spontaneous activity was 
recorded. Stimuli were applied epiretinally via one of the 60 
electrodes of a multielectrode array (MEA) while the 
remaining electrodes recorded electrically evoked responses 
(MC Rack, MC-Stim Multichannel Systems; Fig 1A and B). 
Stimuli consisted of square-wave, monophasic (either 
cathodic or anodic) constant-voltage pulses with varying 
voltages and durations. Stimulus randomization was 
employed to compensate for recording instability-induced 
biases that have been previously observed. The stored data 
were processed and analyzed offline (Offline Sorter, Plexon 

Inc, TX; Neuroexplorer, Nex Technologies; and Matlab) to 
generate rastergrams, peristimulus histograms, and stimulus-
response curves. 
                (A) 

               
       (B) 

        
Fig1:(A) Standard planar MEA (30µm diameter electrodes, 200µm 
interelectrode distance, Multichannel systems, Reutlingen, 
Germany) . (B) Simultaneous epiretinal stimulation and recording 
from the retina (image from Eckhorn et al,2001[2]). 

3 Results 
In agreement with recent reports, spontaneous activity 

was higher and more oscillatory in rd10 retina than in the 
wild-type [3]. For the wt retina, we found pulse voltage and 
duration requirements that are in agreement with previously 
published reports. In both wt and rd10 cells, a dependence 
on duration was seen only for a few transitional voltages 
(near threshold; Fig. 2). Both above and below these 
voltages the influence of duration was not significant. A 
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subset of cells demonstrated an asymmetric preference for 
either negative or positive voltage pulses (Fig. 3). 
Additionally, ganglion cell responsiveness decreased with 
increased interelectrode distance out to around 800µm from 
the site of stimulation. Finally some cells in rd10 retina 
showed an initial suppression of spontaneous activity upon 
epiretinal stimulation. 
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Fig. 2. Sample voltage-duration response functions for an rd10 
retinal ganglion cell. 

4 Conclusion 
Our preliminary findings present one of the first 

examinations of electrical stimulation in rd10 retina. 

Based on these findings, we propose tentative 
stimulation parameters appropriate for activation of 
rd10 retina. The relevance of our results to the 
continued development of efficient stimulation 
protocols for retinal prostheses is examined. 
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Fig. 3. Asymmetric voltage responses.3D plots showing 
asymmetric voltage responses to cathodic and anodic pulses in rd10 
retinal ganglion cells.           
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Abstract 
Neuronal responses to external stimuli attenuate over time when the stimuli remain invariant. Based on 
multi-electrode recording system, through simultaneously recording the activities of a subtype of bullfrog’s retinal 
ganglion cells (dimming detectors) in response to sustained dark stimulations, we measured how the stimulus 
information encoded in firing rate and neural correlation changed over time, and found that there existed a 
transition in the coding strategy during the adaptation, i.e., at the early stage of the adaptation, the stimulus 
information was mainly encoded in the firing rate; whereas at the late stage of the adaptation, it was more encoded 
in the synchronized activities. Our results suggest that in encoding a sustained stimulation, the neural system can 
adaptively utlize concerted, but less active, neuronal responses to encode the information, a strategy which may 
be economically efficient. 
 

1 Introduction 
One of the principle goals in vision research is to 

elucidate how visual system encodes, decodes and 
transfers external information. It has been proposed 
that concerted activity among visual neurons is an 
important element of signal transmission [1]. On the 
other hand, adaptation is widely observed in visual 
activities in responses to sustained stimulations [2]. 
The mechanisms and properties of adaptation have 
both been intensively studied [2-4]. However, study 
about how the visual system encodes information 
during adaptation process is still lacking. 

By using a multi-electrode recording system, we 
simultaneously recorded the activities of bullfrog 
retinal ganglion cells (RGCs) in response to sustained 
dark stimulations. We measured the time-dependent 
properties of information representation during the 
adaptation process and decomposed the stimulus 
information into parts carried by firing rates and 
correlation [5]. Our results suggest that concerted 
activities between RGCs are essential and effective for 
visual information encoding during adaptation. 
Although at the early stage of the adaptation, the 
stimulus information was mainly encoded in firing 
rates, at the late stage of the adaptation, it was more 
encoded in neuronal correlation. 

2 Methods 
Experiments were performed on isolated bullfrog 

retinas. Bullfrogs were dark adapted for about 40 min 
before experiments. We used a multi-electrode array 
(MEA, MMEP-4, CNNS UNT, USA) to record RGCs’ 
firing activities in response to the stimulus protocol, 
which was 15-s flickering pseudo-random images 
followed by 15-s light-OFF stimulation and repeated 
20 times. All procedures strictly conformed to the 

humane treatment and use of animals as prescribed by 
the Association for Research in Vision and 
Ophthalmology. 

Based on the recorded data, we used an 
information theory approach to measure the amount of 
the stimulus information encoded in the neural 
activities [5,6]. Stimulus information was decomposed 
into portions carried the firing rates of neurons, and 
the pair-wise correlation between neurons. 

3 Results 
Dimming detector is a special type of bullfrog 

RGCs, which respond to a large darkening or dimming 
stimulation [7]. In our experiments, the adaptive 
response of dimming detector to sustained dark 
stimulation was analyzed.  

To generate repeatable and reliable adaptive 
behaviors, the retina was exposed to 15-s flickering 
pseudo-random checker-board followed by 15-s dark 
stimulation (Fig. 1A). At the onset of the dark 
stimulation, the firing rate of the dimming detector 
first increased dramatically and then decreased 
gradually to a low level close to the background 
activity (Fig. 1B). The whole adaptation process lasted 
for about 5 seconds, then the firing of these cells 
ceased due to response characteristic of dimming 
detectors. In our study, we focused on this 5-s 
adaptation process.  
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Fig. 1. Adaptation process of dimming detector. (A) The stimulation 
protocol. CB represents checker-board. (B) The raster plot of the 
activities of a dimming detector in 20 trials. 

 
The information ratio contributed by the firing 

rate and synchronized correlation (SC) of 20 neuron 
pairs was compared during the adaptation. It is shown 
that the information ratio contributed by SC was less 
than 5% at the beginning (0 ~ 0.5 s) of neuronal 
response to dark stimulation, but was increased to 
more than 50% after about 2 s and remained high till 
the end of the adaptation (Fig. 2B).  
 

 
Fig. 2. Information encoding during adaptation. (A) An example of 
synchronized correlation between neurons (SC). (B) Information 
contained by firing rate and SC. Error-bars indicate ±SEM. 

4 Conclusion 
In summary, we investigated the dynamical 

nature of information representation during the retinal 
adaptation to a prolonged stimulation. Our results 
reveal that the attenuation of individual neurons’ firing 
rates, a typical phenomenon associated with the 
luminance adaptation, is not a simple process of 
ignoring the sustained input, but rather indicates a 
dynamical transition from the independent firing rate 
coding to the correlated population coding. The latter 
encodes the stimulus information by using the 
concerted, low firing of neurons, and hence is 
economically more efficient. 
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1 Background/Aims 
Autosomal dominant optic atrophy (adOA) is a 

progressive disease which leads to visual acuity loss, 
central and color vision defects, and optic disc pallor. 
The Opa1enu/+ mouse is a model for adOA and carries 
a mutation in the optic atrophy gene 1 (OPA1) [1]. 
OPA1 is a ubiquitously expressed GTPase, which 
plays a major role in mitochondrial fusion. However, 
Opa1enu/+ mice show mostly an ocular phenotype, 
characterized by slow, progressive loss of retinal 
ganglion cells (RGCs). A loss of >60% of RGCs in 1 
year old mice was detected in histological studies [2]. 
However, except for electroretinography (ERG), no 
measurements of the effect of this mutation on retinal 
function have been performed.  

The retina performs first processing steps of light 
stimuli. After activation of photoreceptors (rods and 
cones), the information is transmitted to intermediate 
neurons and eventually to RGCs, which transmit the 
processed visual stimulus to the brain. Many different 
RGC types exist and can be classified based on their 
functional properties such as response to light incre-
ment/decrement, transient/sustained activity, preferred 
direction and frequency of light stimuli etc.  

The aim of this study is the functional characteri-
zation of RGC types in mutant (Opa1enu/+) and wild-
type (Opa1+/+) mice in order to determine which RGC 
types are primarily affected by the mutation. 

2 Methods 
We used a perforated 60-electrode MEA 

(Multichannel Systems) with an electrode diameter of 
30 µm and 200 µm spacing. 3-4 mutant and wildtype 
mice of each age group (1, 6, 12, 18 months) were 
dark-adapted. The retina was extracted from the eye 
bulb, placed ganglion cell-side down on the MEA, 
and the photoreceptors were stimulated with different 
light stimuli including full-field flashes of various 
intensities, bars moving in different directions or 
velocities, moving sine gratings, white noise flicker, 
and natural movies. This stimulus batch was repeated 
at different absolute brightness, starting with scotopic 
conditions (only rods active), and then switching to 
mesopic (rod and cones) and photopic (cones only) 
conditions. The RGC responses, i.e. the retinal output, 

were recorded, followed by semi-automated spike 
extraction and clustering (Offline Sorter, Plexon). 
Spike clustering based on amplitude and principal 
component analysis lead to "units" containing spike 
time-stamps originating from a single RGC. For each 
unit, we analyze the responses to each stimulus and 
extract one or several characteristic response parame-
ters. Finally, we compare the units, i.e. the RGC types, 
found in mutant and wild type retinas. 

3 Results 
In our perforated-MEA recordings we obtain 

good signal-to-noise ratios for mouse retinas. Up to 
five different units can be detected on each active 
channel, of which we normally are able to extract one 
to two units. Recordings from mutant and wildtype 
mice are currently processed and analyzed. 

4 Conclusion 
About 25-30 clean units can be extracted from a 

single mouse retina with a 60-electrode MEA and 
about 20 additional multiunits can be separated from 
noise. With the described technique, we expect to 
successfully classify RGC types, and thereby to 
identify the types which are affected by the Opa1-
mutation. 
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Abstract 
Retinitis Pigmentosa, a retina disease, results in photoreceptor loss, retina circuitry remodelling and various elec-
trophysiological alterations of retinal cells. In addition, the increased spontaneous activity of Retinitis Pigmentosa 
mouse-models (rd1) retinae hampers the assessment of preserved light stimulation responsivity. We aim at identi-
fying ways of reducing the spontaneous activity of rd1 mouse retinae while preserving light stimulation responses. 
 

1 Background 
Retinitis Pigmentosa (RP) results in photorecep-

tor loss, retina circuitry remodelling and electro-
physiological changes of cells [1]. To apply vision res-
toration techniques (e.g., stem-cell derived photore-
ceptor transplantation [2]) one needs to consider these 
changes, which requires a detailed understanding of 
the electrophysiological behaviour of degenerating 
retinae. However, increasing spontaneous activity 
hampers the detection and analysis of light responses 
in degenerating retinae. Using a high-density CMOS-
based microelectrode array (HDMEA) [3], we inves-
tigated light responses from silenced rd1 mice retinae 
for the analysis of electrophysiological changes dur-
ing degeneration. 

2 Methods and Materials 

2.1 Retina preparation 
Three- and nine-week-old mice were sacrificed, 

and neural retinae were extracted. Animal procedures 
followed the RIKEN guidelines, and experiments 
were performed under dim red light.  

2.2 Optical stimulation setup 
A microscope (Olympus BX51), equipped with a 

projector set-up (Fig. 1), was used for optical stimula-
tion. The retina on the HDMEA chip was perfused 
with recording solution containing (in mM); 120 
NaCl, 3.1 KCl, 23 NaHCO3, 0.5 KH2PO4, 6 Glucose, 
1 MgSO4 2 CaCl2 and 0.004% phenol red. A mem-
brane held the retina in place, and a coverslip pro-
vided a suitable air/liquid interface, allowing for light 
projection. 

 
Fig. 1. Light stimulation set-up. A microscope was equipped with a 
projector, and the HDMEA chip (inset) was placed on the stage. A 
custom-built perfusion system was integrated. A membrane holds 
the retina on top of the electrodes, and a coverslip provides a suit-
able liquid/air interface. 

2.3 Data analysis 
Extracellular action potentials were recorded 

from retinal ganglion cells (RGC) with the HDMEA. 
All signals were bandpass-filtered within a range of 
300-3000 Hz. Spike threshold was set to five times 
the rms noise. Mean firing rates (MFR, spikes/minute) 
were calculated from the total activity of 120 HDMEA 
channels. Raster plots were used to reveal activity pat-
terns. Light responses were visually observed to iden-
tify ON-like and OFF-like responses. 

2.4 Experiments 
First, we increased inhibition in order to silence 

the RGC, while preserving light responses. We ap-
plied a GABA transaminase inhibitor to nine week-old 
rd1 mouse retinae, up to 16mM. Experiments included 
a baseline and a washout phase. Spontaneous activity 
was recorded for ten minutes, while the first five min-
utes were not used for data analysis.  

In a next step, we tested the light responses of si-
lenced three week-old rd1 mouse retinae. A uniform 
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blue light pattern (approximately 1.6 x 1.6 mm2) was 
projected on the retinal sample for two seconds.  

 

 
Fig. 2. Increasing inhibition by means of a GABA transaminase 
inhibitor eliminated spontaneous activity in nine week-old rd1 
mouse retinae; (a): mean firing rates (spikes/min.) during the four 
experimental phases (baseline, 8mM, 16mM, and washout) during 
application of the GABA transaminase inhibitor; (b): raster plots of 
all phases. Fifteen seconds are shown for each phase. 120 channels 
of the HDMEA were used. Each phase lasted ten minutes; the first 
five minutes were not included in data analysis.  

Manual inspection revealed ON-like and OFF-
like responses. The repeatability of an ON-like light 
response was evaluated by projecting the same light 
pattern three times, with at least five-minute intervals 
in between to allow for opsin recovery. 

3 Results 
16mM of a GABA transaminase inhibitor 

eliminated the spontaneous activity of nine week-old 
rd1 mice retinae (Fig. 2). The silenced, degenerated 
retinae maintained partial light responsivity (Fig. 3 for 
three week-old retinae). ON-like responses featured 
increased latency (Fig. 3a). The first ON-like response 
to the same stimulus was faster than subsequent 
responses (Fig. 3b). Finally, all identified cells showed 
temporally sustained responses. 

4 Conclusions/Summary 
Light responses of silenced three-week-old rd1 

mouse retinae revealed increased latency mainly for 
ON-like responses. Such disproportional degeneration 
was also seen by Stasheff [1], at P14-15, although no 
reliable light responses were observed after P21. We 
silenced the increasing aberrant spontaneous activity, 
while maintaining partial light responses in retinae of 
a mouse model of photoreceptor degeneration. The 
high resolution capabilities of the HDMEA will allow 
further quantitative analysis of electrophysiological 
properties during retina degeneration in early and late 
disease stages. 

 

 

 
Fig. 3. Light stimulation: OFF-like and ON-like responses in si-
lenced three week-old rd1 mouse retinal ganglion cells; the thick 
black lines at the top mark light exposure. (a): OFF-like (top) and 
ON-like (bottom) responses recorded from ganglion cells. (b): pro-
jection of the same stimulus three times reliably evoked ON-like 
responses at different response times. Data for each of the three tri-
als are shifted by 100 µV. 
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Versatile light stimulation of guinea pig retina with a 
laser system 
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Abstract 
Retina samples from guinea pigs were stimulated with light patterns presented by a laser system to identify 
different response types.  Functional characterisation of the retinal ganglion cells showed sustained ON, transient 
ON and OFF behaviour.  The activity of individual cells also depended on the size and the duration of  the laser 
stimuli. 
 

1 Background/Aims 
The physiological characterization of electrical 

response properties in mammalian retina is aided by 
the use of microelectrode arrays and by versatile light-
stimulation protocols [1]. Classical functional 
description of retinal ganglion cell responses is based 
on the increase or decrease of electrical activity upon 
incremental or decremental light stimuli (ON vs. OFF 
cells), on the response duration (transient vs. 
sustained) or the response latency (brisk vs. sluggish). 
However, these response properties are not mutually 
exclusive if different stimuli (small vs. full field, short 
vs. long) are presented to the same cell. Here we 
present first experiments that are aimed towards a 
complete mapping of ganglion cell responses to 
spatially, temporal and light-intensity modulated 
stimuli.  

2 Methods 
Ex vivo retinas from guinea pigs were prepared 

following the description given in [1]. A portion of the 
whole mount retina was interfaced ganglion cell side 
down on a Microelectrode Array (MEA 60, TiN 
electrodes, diameter 30µm, pitch 200µm, ITO lead). 
Light-induced ganglion cell action potentials were 
recorded extracellular with a MEA system (bandwidth 
0.3 – 3.0 kHz, sampling rate 25 kHz). Voltage 
waveforms were analyzed offline and assigned to 
corresponding units using Offline Sorter (Plexon). 
Here, ganglion cell activity was assessed using raster 
plots and post-stimulus-time-histograms (PSTHs) of 
the action potential’s timestamps. Light stimulation 
(diode laser, 473 nm) was performed using a digital 
mirror device (DMD) that was coupled through an 
optical fibre to the microscope fluorescence port 
(Zeiss Axiovert 200). Arbitrary stimuli could be 

selected by custom software. The stimulus intensity in 
the objective’s (10x) focal plane ranged between 50 
µW/mm2 – 1.5 mW/mm2.  

3 Results 
Stimulation of the whole mount retina with an 

ultrashort (1 millisecond) bright (1.5 mW/mm2) light 
pulse elicited different light responses in the ganglion 
cell population. The majority of neurons displayed 
either an ON transient or ON sustained response 
(Fig.1a). However, the activity of a few ganglion cells 
was inhibited over more than 500 milliseconds 
(Fig.1a, right panel). Stimulation of the same retinal 
portion using a long (1 second) light pulse of the same 
intensity revealed that ON and OFF polarities were 
preserved (Fig. 1b) but some transient cells now 
displayed a sustained behaviour (Fig. 1b, middle 
panel). A switch from sustained to transient response 
was observed when light responses following small 
spots (10 micron diameter) or full field flashes were 
compared (data not shown). 

4 Summary 
The presented combination of light-stimulation 

by a laser-powered DMD and extracellular recording 
by a microelectrode array (MEA) allows for fast 
functional screening of electrical response properties 
in the retina. 
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Fig. 1. Functional characterization of three retinal ganglion cells following light stimulation. Rasterplots (upper rows)/PSTHs (lower rows) of 
selected ganglion cells recorded on a 60 electrode microelectrode array (MEA).  
 
(a) Light stimulation with a 1 millisecond full field incremental flash induces sustained ON (left panel), transient ON (middle) and OFF (right 
panel) behaviour in the selected cell. The vertical line marks the onset of the light stimulus. The stimulus was repeated five times. Red and 
blue ticks mark the occurrence of an action potential that is assigned to a ganglion cell recorded on the same electrode. 
(b) Light stimulation with a 1 second long full field incremental flash induces sustained ON (left panel) and OFF (right panel) behaviour in 
the selected cells. The ON response (middle) becomes more sustained now. The presented ganglion cells were spatially separated by ~ 200 – 
400 µm.  
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Effects of symmetric and asymmetric current stimuli 
on retinal ganglion cell (RGC) response modulation 
in retinal degeneration model (rd1) mice 
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Abstract 
As a part of Korean retinal prosthesis project, we investigated effects of current stimuli on evoking RGC responses 
in degenerate retina for the long term goal of acquiring the optimal stimulation parameters for the upcoming 
prosthesis. Well-known animal model of RP, rd1 mice were used for this study. In this study, we used both 
symmetric and asymmetric current pulses and compared the efficiency of both pulses on electrically-evoked RGC 
response modulation.  
 

1 Introduction 
Retinal prosthesis has been developed for the 

patients with retinitis pigmentosa (RP) and age related 
macular degeneration (AMD), and is regarded as the 
most feasible method to restore vision. Extracting 
optimal electrical stimulation parameters for the 
prosthesis is one of the most important elements. 
Previously, we compared voltage pulse and current 
pulse, and proposed preliminary optimal stimulation 
parameters [1]. Here, we used charge balanced 
biphasic current pulse and we tested polarity effect of 
evoking RGC responses by using anodic (or cathodic) 
phase-1st biphasic pulse and compared the efficiency 
of symmetric and asymmetric pulse on RGC response 
modulation. 

2 Material and Methods 

2.1 Recording of retinal ganglion cell activity 
The well-known animal model for RP, rd1 

(Pde6brd1) mice at postnatal 9 to 10 weeks were used. 
From the ex-vivo retinal preparation (n=15), retinal 
patches were placed ganglion cell layer down onto 8 × 
8 MEA and retinal waveforms were recorded. 

2.2 Electrical stimulation & data analysis 
8 Χ  8 grid layout MEA (electrode diameter: 30 

µm, electrode spacing: 200 µm, and impedance: 50 
kΩ  at 1 kHz) was used for stimulation and recording 
the ganglion cell activity. The 50 identical pulses 
consisted of symmetric or asymmetric current pulses 
were applied. For symmetric pulse, the amplitude (a) 
and duration (d) of pulse were the same, while for 
asymmetric pulse, a current pulse of amplitude a and 
duration d, followed immediately by a pulse of 

amplitude a’ and duration d’ (Fig. 1). Stimulation 
frequency was 1 Hz. For amplitude modulation, 
duration of the 1st pulse was fixed to 500 μs and the 
amplitudes of the 1st pulse (a ) were modulated from 2 
to 60 μA, while those of 2nd pulse (a’ ) were 
modulated from 2 to 10 μA. For duration modulation, 
amplitude of the 1st pulse (a) was fixed to 30 μA and 
the durations of the pulse (d) were modulated from 60 
to 1000 μs. The amplitude of 2nd pulse (a’) was fixed 
to 10 μA, to avoid evoking substantial RGC responses 
and the durations of the 2nd pulse were modulated 
from 180 to 3000 μs (d’). The electrically-evoked 
retinal ganglion cell (RGC) spikes was defined as 
positive when the number of RGC spikes for 400 ms 
after stimulus was 1.3 times higher than that for 400 
ms before stimulus in post-stimulus time histogram. 
By this definition, we included both short and long 
latency spikes. We fitted the amplitude modulation 
curve and duration modulation curve with sigmoidal 
function (y=(a-d)/(1+[(x/c) ^b), y=a/(1+[(x/b)]^c), 
respectively). 

 

 
Fig. 1. Symmetric and Asymmetric biphasic pulse used in this 
study. (a) anodic phase-1st pulse, (b) cathodic phase-1st pulse. 
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3 Results 
RGC responses were well modulated both with 

symmetric and asymmetric biphasic pulses. But the 
response patterns of amplitude modulation and 
duration modulation are different; in duration 
modulation curve (Fig. 2A), with cathodic phase-1st 
pulse, the modulation range is broader regardless of 
symmetric or asymmetric pulse. In amplitude 
modulation curve (Fig. 2B), cathodic phase-1st pulse 
shows better modulation curve with symmetric pulse 
not with asymmetric pulse. 

 
Fig. 2. Electrically-evoked RGC response curves (A) Duration 
modulation curve, (B) Amplitude modulation curve obtained with 
application of biphasic current pulses shown in Fig. 1. 

 

4 Summary & Conclusion 
The result showed that the RGC responses were 

well modulated both with symmetric and asymmetric 
pulse. In general, cathodic phase-1st pulse seems to be 
more effective in modulating RGC responses except 
amplitude modulation with asymmetric pulse. 
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Stimulus discrimination of retinal ganglion cells 
influenced by firing synchronization 
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Abstract 
Our perception of visual environment relies on the capacity of neural population to encode and transmit the 
information in incoming stimuli. Studying how neural population activity influences the visual information 
processing is essential for understanding the sensory coding mechanisms. In the present study, by using 
multi-electrode array system (MEA), we simultaneously recorded spike discharges from a group of bullfrog’s 
RGCs. To examine how synchronous activity between RGCs influenced stimulus discrimination, we evaluated the 
visual pattern discrimination performance via single neuron activity and synchronized sequence of multiple 
neurons. It was found that the enhancement in synchronous activity decreased the discrimination performance. 
Our result suggests that population activity exhibits distinct patterns in response to different stimuli, and the gap 
junctional connections contribute to the modulation of the neural network performance during visual process. 
 

1 Introduction 
Perception of the environment relies on the 

ability of neurons to transmit neuronal signals 
effectively and encode/decode environmental 
stimuli efficiently. Population activity of neurons is 
implicated in improving the transmitting and coding 
processes [1]. In the retina, correlated firing plays 
an important role in visual signal transmission from 
retina to the central visual part [2], and correlated 
activity among a large group of population can be 
reflected by the correlated activity between 
pair-wise neurons [3]. 

It is now clear that gap junctional connectivity 
between RGCs are highly plastic, which is 
effectively adjusted by the neuromodulator 
dopamine (DA) [4], resulting in the changes of gap 
junctional conductance, as well as the strength of 
synchronous activity [5]. One intriguing question 
comes from a consideration of how DA-induced 
changes in the gap-junctionally-coupled network 
affect the performance of neuron population in 
discriminating different spatial patterns. 

The present study aimed to examine the role of 
synchronous activity of RGCs in stimuli 
discrimination and the DA-induced effects on the 
discrimination performance. It was found that the 
performance of single neuron activity did not 
exhibit obvious changes with and without 
exogenous DA application. The performance of 
multi-neuronal activity was related to the 
synchronization strength and the size of the 
synchronized network. 

2 Methods 
Bullfrogs were dark adapted for 30 minutes 

prior to the experiments. Isolated retinas were used 
for electrophysiological experiments in accordance 
with guidelines for the care and use of animals as 
prescribed by the Association for Research in 
Vision and Ophthalmology. We used a 
multi-electrode array (MEA60, MCS GmbH, 
Germany) to record RGCs’ firing activities in 
response to the stimulus patterns. A trial of stimulus 
consisted of 3 different spatial patterns presented in 
random order: checkerboard (CB), horizontal 
gratings (GT) and full-field illumination (FF) (Fig 
1). Each pattern was presented for 0.5 s with 1-s 
intervals. Totally 100 trials were displayed 
continuously with 1-s inter-trial-interval. The same 
stimulus was applied both in control experiment 
and with dopamine application. 

To estimate the contribution of single neurons 
and neuron population to patterns discrimination, 
we performed the classification analysis using 
support vector machines method (SVMs) on single 
and synchronized sequences. 
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Figure 1. Three stimuli patterns used in the present study. A: 
Checkerboard (CB). B: Gratings (GT). C: Full-field illumination 
(FF). 

3 Results 
We presented bullfrog retina a series of 

repeated stimuli while multiple RGCs’ responses 
were recorded with multi-electrode array system. 
Only those cells showed good stability and 
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ON-OFF transient responses were further 
investigated (Fig 2). 

There was no obvious change in correct rate of 
stimulus discrimination during control and DA 
application, and the mean correct rate exhibited a 
slight but not significant decrease with DA 
application (0.683 ± 0.006 vs 0.673 ± 0.006, p = 
0.118), suggesting that DA exerted no noticeable 
effect on single neurons in stimulus discrimination.  

DA enhanced gap junctional connection 
between RGCs, and the synchronization strength 
of neuron pair was significantly increased by DA. 
The DA-induced increase in synchronization 
resulted in a decreasing tendency of correct rate 
(0.750 ± 0.007 vs 0.704 ± 0.007, **p < 0.001). 

 

 
Figure 2. Typical responses of RGC to stimuli ON-OFF. Responses 
of a RGC evoked by checkerboard (CB), grating (GT) and full-field 
white (FW) in control and DA application (1 μM) respectively, with 
stimulus presented as 0.5s-ON and 1s-OFF and repeated 100 times. 
Each dot denotes a spike firing. (Bottom) Stimulus protocol. 

4 Conclusion 
The application of DA induced increase in 

synchronization strength between ganglion cells, 
but decreased the stimulus discrimination ability, 
which may be considered as a blurring-like effect in 
stimulus discrimination. These results suggested 
that the ability of neuron population in 
discriminating stimuli is influenced by the 
synchronized activity of RGCs, and DA probably 
contributes to the modulation in population coding. 
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Abstract 
The microelectrode array is a successfully established method to investigate electrophysiological properties of 
neurons. We adapted this technique for enteric neurons and measured the effect of the inflammatory mediator 
bradykinin. 
Bradykinin leads to a triphasic change of excitability. The stimulation is mediated by B1-, as well as B2-receptors. 
It is likely that the expression of B1-receptors is driven by the procedure of cell culture. Prostaglandins are in-
volved in the mediation of the effect of bradykinin. 
 
 

1 Introduction 
The enteric nervous system plays a crucial role in 

the regulation of intestinal functions such as epithelial 
ion transport, barrier function of the epithelium, blood 
flow in the mucosa or gastrointestinal motility [1].  
Since microelectrode arrays (MEAs) have been suc-
cessfully used to investigate the electrical properties 
of neurons of different origins, we wanted to apply 
this technique to enteric neurons, in particular 
myenteric neurons which control the motility of the 
gut. 

Our interest is focused on the cross-talk between 
the immune system and the enteric nervous system, so 
we performed experiments with the potent inflamma-
tory mediator bradykinin, which plays an important 
role in the genesis of inflammatory bowel diseases [2] 
. 

2 Methods 
Myenteric neurons were enzymatically isolated 

from newborn rats and plated on poly-L-lysin/laminin  
coated 200/30iR-Ti-MEAs (Fig.1). After an incuba-
tion period of one to three days action potentials were 
recorded. The administration of bradykinin and bra-
dykinin-receptor agonists and antagonists was per-
formed with a pipette. The measurement took place 
over a period of 12 minutes after the administration of 
the substance and the frequency of action potential 
was expressed as spikes per 30 seconds. 
 

 
Figure 1: Myenteric ganglionic cells cultured on a MEA. Neurons 
are marked against MAP2 (green, open arrows) and glial cells 
against S-100 (red, filled arrows). Cell nuclei staining was per-
formed with DAPI (blue). For better orientation, the immunohisto-
chemical photo was merged with a light microscopical photograph 
of the same MEA depicting the positions of the electrodes relative 
to the cells. 

3 Results 
The myenteric neurons displayed a spontaneous 

activity which could be reversibly inhibited by tetro-
dotoxin (TTX) (Fig.2). 

The addition of bradykinin led to a triphasic 
change of excitability, which consisted in a biphasic 
stimulation interrupted by an inhibitory phase (Fig.3).  

Experiments with agonist and antagonists of bra-
dykinin receptors showed that the constitutively ex-
pressed B2-receptor as well as the inducible B1-
receptor is involved in this effect. Real-time PCR and 
immunohistochemistry confirmed this hypothesis.  

In the presence of a cyclooxygenase inhibitor the  
effect of bradykinin was reduced. 
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Figure 2 A+B: Original tracing of MEA-measurement of myenteric 
neurons with (B) and without (A) tetrodotoxin as blocker of  
voltage-dependent Na+-channels. 

 
 
 

 
Figure 3: Influence of bradykinin on the electrical activity of 
myenteric neurons.  
After measuring the baseline (“Control”) bradykinin was added to 
the buffer solution and the frequency of action potentials in “spikes 
per 30 seconds” was detected for 720 seconds. 
The graph shows the means ± SEM of 34 electrodes. 
 

4 Conclusions 
MEAs have been successfully established in dif-

ferent fields of neurosciences. In this study we show 
that MEAs are promising tools to investigate enteric 
neurons, too. 

We examined the effect of the inflammatory me-
diator bradykinin on myenteric neurons. 

Bradykinin leads to an excitation of myenteric 
neurons. This effect is mediated by B1- as well as B2-
receptors, which allows the assumption that the induc-
ible B1-receptor is upregulated during cell culture on 
the MEAs. 

Due to the inhibition of the effect of bradykinin in 
the presence of a COX inhibitor it seems most likely 
that the effect of bradykinin is at least partly mediated 
by prostaglandins. 

In future experiments the effect of bradykinin on 
inflamed tissue will be investigated. 
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Post stroke plasticity impairment and its depend-
ence on interhemispheric interactions 
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Abstract 
Brain activity desynchronisations after a focal cortical stroke are widely known. In rats the general activity level in 
both hemispheres is changed for at least one month. The unilateral stimulation of row B on the deprived side of 
the snout results in the visualized representation of the non-deprived row B widening. After focal cortical stroke the 
widening was no more observed. The results presented here show the bilateral widening of the homotopic areas 
of the rows B representations in the animals deprived for one month just after the stroke. This confirms our suspi-
cion that the cortical plasticity impairment after stroke depends on the destabilization of interhemispheric interac-
tions.  
 

1 Introduction 
Brain activity desynchronisations after a focal 

cortical stroke are widely known [1]. In rats the gen-
eral activity level in both hemispheres is changed for 
at least one month [2]. The ischemic hemisphere suf-
fers from diaschisis and in the same time the contra-
lateral hemisphere activity is strongly up-regulated. 

Rodent whisker representation in the somatosen-
sory cortex has a highly somatotopic organization. 
Each whisker has its sensory representation in the area 
of the barrel field (BF) of the contralateral hemisphere 
(Fig. 1).  
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Fig. 1. Tangential section of the rat’s brain stained for cyto-

chrome oxidase (CO) activity. 

 
Fig. 2. Row B representation visualised by the autoradiography 

of the [14C]2DG incorporation on tangential sections. 

One month unilateral, partial whiskers depriva-
tion results in the row representation widening. The 

widening can be visualized by [14C]-2 deoxyglucose 
(2DG) brain mapping (Fig. 2).  

As we previously presented the widening extend 
depends on whether the unilateral or bilateral whisk-
ers stimulation during brain mapping was performed 
[3]. When the deprivation starts just after the stroke 
the widening is no longer visible in the 2DG brain 
mapping with bilateral rows B whiskers stimulation 
[4].  

This time I present the effect of unilateral whisk-
ers stimulation during 2DG brain mapping in deprived 
rats after the focal cortical stroke.  

2 Materials & Methods 

2.1 Unilateral partial hiskers deprivation  
Sensory deprivation was performed by trimming 

all the whiskers contralateral to the stroke except for 
the row B. The trimming was repeated every second 
day for one month. 

2.2 Unilateral photothrombotic focal stroke 
in the cortex 
Rats were anasthetised by 3% isoflurane/air mix-

ture. The body temperature was controlled and sus-
tained at the 36.5ºC ± 0.5˚C. A catheter (0.75 mm) 
was inserted into the rat’s femoral vein. An incision 
was made down the midline of the head and the skull 
surface exposed and cleaned. An fibre-optic bundle 
mounted on a cold light source was placed stereotaxi-
cally on the exposed skull bone, with its light centre 
(Ø = 1.5 mm) 4.5 mm posterior to bregma, and 4 mm 
lateral to, the midline (aperture E/2; 2750K, KL 1500 
LCD, Schott, Germany). The Rose Bengal (0.4 ml, 10 
mg/ml; Aldrich 330000) was injected intravenously 
through a catheter implanted into the femoral vein and 
the skull surface was illuminated for 20 minutes. 
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2.3 The functional brain mapping 

Brain mapping 
After a month of vibrissae deprivation, the 2DG 

functional brain mapping were performed. The ani-
mals were put in a restrainer and the whiskers of the 
non-deprived side were cut close to the skin apart 
from row B. [14C] – 2DG (7 µCi/100 g, American Ra-
diolabeled Chemical, spec. act. 55 mCi/mmol; 
St.Louis, MO, USA) was injected intramuscularly. 
The whiskers of rows B were stroked unilaterally in 
rostro-caudal direction with frequency of 2Hz. After 
30 minutes of stimulation, the rats were killed by i.p. 
Vetbutal (0.4 ml/100 g; Biovet, Pulawy, Poland) injec-
tion and perfused with 4% paraformaldehyde (Sigma-
Aldrich; St.Louis, MO, USA). Then the brain was re-
moved and the cortex of both hemispheres flattened 
between glass slides, frozen in heptane at -70°C. He-
mispheres were cut on a cryostat at -20°C into 40 µm 
tangential sections, which were collected alternately 
on specimen slides and cover slips. The sections on 
cover slips were immediately dried and exposed on 
Kodak Mammography film for 2 weeks with a set of 
[
14C] standards (American Radiolabeled Chemicals; 

St.Louis, MO, USA). The remaining sections were 
stained for cytochrome oxidase (CO) activity to iden-
tify the barrel field. 

Image analisis 
The autoradiograms were analyzed by a computer 

image analysis program (MCID, Res Inc., Ontario, 
Canada). The software allows displaying an image of 
a stained section (from which the autoradiogram was 
obtained) and an adjacent cytochrome oxidase stained 
section which was superimposed on the autoradio-
gram so that the relations of the barrel field and the 
position of the stroke could be accurately determined 
(Fig. 1). The width of the 2DG labeled cortical repre-
sentation of row B whiskers was measured on every 
section at three locations across the row. Pixels with 
2DG-uptake intensity exceeding the mean of the sur-
rounding cortex by more than 15 % were considered 
as labeled representations. Results tested first for the 
relatively equal widening within layers were averaged 
for all sections (layers II to VI) of one hemisphere. 

3 Results and discussion 
Results 

The unilateral stimulation of row B on the de-
prived side of the snout (in contrast to bilateral whisk-
ers stimulation) results in the visualized representation 
of the non-deprived row B widening by 25% (1156μm 
(unilateral) vs. 918μm (bilateral); p<0.05). However, 
the unilateral stimulation of the non deprived row B 
on the intact side of the snout results also in its repre-
sentation widening when compared to the healthy de-
prived animals (1142μm vs 845μm; p<0.05) and the 

uni- vs. bilateral whiskers stimulation is pronounced 
(31%, 1142μm vs. 846μm; p<0.05).  
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Fig. 3. The width of the 2DG incorporation in the rows B repre-

sentations of the deprived and non-deprived hemispheares and its 
dependence on uni- vs. bilateral whiskers stimulation in the healthy 
and post stroke animals. * Mean ± SD; * P < 0.05 

As the whiskers–barrel cortex connectivity is sup-
posed to be completely crossed we may expect that 
the callosal connections interact with basic plasticity 
rearrangements and that the post stroke cortical activ-
ity remodelling and the interhemisferic activity bal-
ance results with abnormal experience-dependent 
plasticity mechanisms. 

4 Conclusion/Summary 
The results confirm our suspicion that the cortical 

plasticity impairment after stroke depends on the de-
stabilization of interhemispheric interactions. The lo-
cal field potential recording and the current source 
density analysis with simultaneous 2DG brain map-
ping will allow us to follow more precisely the signal 
transmission within the cortex during brain plasticity 
changes. 
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Abstract 
In order to establish widespread neuronal and glial cell interaction in culture, we attempted the magnetic nanopar-
ticles (MNPs)-based 3-Dimensional neuronal and astrocytic network construction. Here, the monolayer neuronal 
networks were covered with MNPs-injected astrocytes by using external magnetic force, and evaluated the modu-
lation of spontaneous activities by using microelectrode arrays (MEAs). As a result, we observed the time-
dependent modulation of synchronized periodic bursting activities during 48 hours culture. Therefore, the results 
suggested the spontaneous activities of neuronal networks were modulated by astrocytic networks. 
 

1 Introduction 
To reveal the complex brain function, the investi-

gation of neuron-glia interaction is one of the impor-
tant themes. Actually, it is known that synaptic trans-
mission is modulated by an astrocyte in the pre- and 
postsynaptic terminal [1, 2], and its phenomenon is 
related with the synaptic activity and plasticity [3, 4]. 
However, until now, the modulation of network-wide 
neuronal activities depending on neuronal and glial 
cell interaction was not understood. Furthermore, an 
astrocyte makes an activation spread to the surround-
ing astrocytes through gap junctions [5], and these ac-
tivations interact with the wide scale neuronal net-
work activity [6]. Therefore, it is necessary to evaluate 
functional connections between neuronal networks 
and astrocytic networks. Here, in this study, we dis-
cussed the 3-Dimensional co-culture method for net-
work-wide interaction of neurons and astrocytes by 
using the magnetic nanoparticles (MNPs)-injected as-
trocytes (MNPs-AS) and the external magnetic force. 
In addition, we evaluated the time-dependent modula-
tion of spontaneous activities of MNPs-AS integrated 
neuronal networks by using MEAs during stable stage 
of neuronal network activities. 

2 Materials and Methods 
The schematic view of the methods of 3-

Dimensional astrocytic network integration on the 
monolayer neuronal network is shown in Fig.1. 
Briefly, the methods described below. The neuronal 
and glial cells were dissociated from E18-19 rat corti-
cal tissue by using trypsin-EDTA, and some of these 
cells cultured on the MEAs or the polystyrene dishes. 
Here, to separate the neuronal cells and astrocytes 

during MNPs injection, neuronal cells cultured on 
polystyrene dishes were killed by cold medium stimu-
lation (4℃, 10 min) and subculture. Next, magneti-
cally-collected MNPs-AS were re-plated on the cul-
tured monolayer neuronal networks by using the mag-
netic-hold device which was set up under the MEAs 
dish. After MNPs-AS integration on the monolayer 
neuronal networks, the spatiotemporal patterns of 
spontaneous electrical activities were evaluated by the 
extracellular recording using MEAs during network 
reconstruction. 

Fig. 1. Schematic view of 3-Dimensional integration of astrocytes 
on the monolayer neuronal networks by using MNPs-As and exter-
nal magnetic force.
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Fig. 2. Morphological changes of neuronal networks and modulation of neuronal network activities by MNPs-AS integration. Time-
dependent changes of (a) morphologies (0, 2, 24 h) and (b) spontaneous activities (0 and 48 h). Number of (c) spikes and (d) synchronized 
periodic bursting activities during MNPs-AS integration. (N=4, ±SD). 

3 Results and Discussion 
The time-dependent (0, 2, 24 hours) morphologi-

cal changes of 3-Dimensional neuronal networks 
which applied MNPs-AS integration were shown in 
Fig. 2 (a). These images showed the astrocytes were 
able to integrate on the monolayer neuronal networks 
with high-density by external magnetic force after 2 
hours culture. And the obvious morphological changes 
of integrated MNPs-AS were observed during 24 
hours culture. Here, the time-dependent changes of 
the wave forms of spontaneous electrical activities af-
ter MNPs-AS integration were shown in Fig.2 (b). 
These results indicated the spatiotemporal patterns of 
spontaneous activities were widely modulated during 
48 hours culture. In particular, the spontaneous syn-
chronized bursting activities were organized to the pe-
riodic bursting activities in the whole of MNPs-AS 
integrated area. And the quantitative results of time-
dependent changes of spontaneous activities were 
shown in Fig. 2 (c) and (d). In these results, the de-
crease of spike frequencies observed at 2 hours cul-
ture. However, the synchronized bursting activities 
were highly increased at 2 to 48 hours culture. In ad-
dition, the number of bursting activities was increased 
during culture period.  

Therefore, these results suggested the monolayer 
neuronal network activities were modulated by 
MNPs-AS integration. And the spontaneous activities 
were activated and organized by high-frequency syn-
chronized bursting activities during MNPs-AS inte-
gration. 

4 Conclusion 
In this study, we observed network-wide modula-

tion of spontaneous activities by using MNPs-injected 
astrocytes and magnetic force-based 3-Dimensional 
co-culture method. These results revealed the astro-
cytic networks were interacted with the neuronal net-
works related with its spontaneous activities. 
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Abstract 
The ventral tegmental area (VTA) is implicated in a synchronizing loop with the prefrontal cortex and the 
hippocampus [1]. In-vivo, but also in-vitro, the VTA is characterized by spontaneously firing dopaminergic neurons 
(frequency 1-4 Hz). It is not clear whether these neurons operate in isolation or whether they form a large (partly) 
synchronized network. Recording simultaneously from a large population of VTA neurons using 3D MEAs allows 
investigation of this question. Here we describe analysis techniques aimed at quantifying the level of coupling and 
synchronization of multiple (>20) dopaminergic neurons in the local VTA network. 
 

1 In vitro ensemble recordings 
In acute brain slices the substantia nigra and VTA 

can be readily identified by colour and shape. When 
positioned on 3D MEA60 chips more than 20 
spontaneously active dopaminergic neurons can be 
stably recorded for several hours (Fig. 1). 
Interneurons (recognized by higher firing rates and 
lack of dopamine receptors) are rarely picked up, 
probably due to their small soma size, which leads to 
low amplitude spikes with a small signal to noise 
ratio. The spikes of the principle cells can be 
transformed to point processes and an analysis of the 
relationship between these spike trains allows us to 
determine the coupling state in the network.  

2 Methods 

2.1 Preparation and recording 
Acute brain slices (300 m), that contained the 

VTA, were prepared from male Wistar rats [2] and 
positioned on a 3D MEA-60 chip (Qwane inc.) under 
slight magnification. The slice was submerged at all 
times in artificial cerebral spinal fluid (composition in 
mM: NaCl 120; KCl 3.5; MgSO4 1.3; NaH2PO4 1.25; 
CaCl2 2.5; D-glucose 10; NaHCO3 25), perfused at 2 
ml/s and kept at 32 °C (bubbled with 95% O2 / 5% 
CO2). The recording of the spontaneous baseline 
activity in the network lasted up to 1 hour to ensure 
acclimatization of the slice to the recording 
conditions. The D2-receptor agonist quinpirole (1 M) 
was used to identify dopaminergic neurons as the 
induced hyper-polarization quickly and completely 
silenced them. The 60 electrode signals were sampled 
at 20 kHz and were further analysed using software 
written in the Python language. 

 
 

2.2 Network analysis 
The synchronization between a given pair of 

dopaminergic VTA neurons was analysed using the 
PPC (Paired Phase Consistency) [3]. Briefly, the two 
spike trains were converted to point processes 
(resolution 1 ms) and divided into time segments. For 
each segment the phase of the binary signal was 
computed using the Fourier transform. From these the 
relative phase (from in-phase to anti-phase) between 
the two spike trains was computed for each time 
segment separately. Finally the PPC, which is an 
unbiased form of the classic phase-locking-value 
(PLV), measures the similarity / consistency of these 
relative phases over all time segments. The PPC 
measures the strength of the synchronization between 
two neurons from 0 (random phase relationship) to 1 
(fully synchronized spike timing) and can be negative 
to remain unbiased. To obtain an overall measure of 
synchronization of spontaneous activity in the VTA 
network, we computed the PPC across all stationary 
pairs (214 pairs from five separate recordings) during 
baseline conditions. Additionally an identical analysis 
was performed on shuffled data, where for each 
neuronal pair the time segments of one neuron were 
randomized.  

 
Fig. 1. Spontaneous activity of two dopaminergic neurons ( traces 
were high-pass filtered at 200 Hz). 
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3 Results 
The spontaneous firing rates of the dopaminergic 

VTA neurons were observed to be around 1-2 Hz (Fig. 
1). The autocorrelation functions show that the 
dopaminergic neurons have a dominant oscillatory 
frequency, which was extracted by calculating the 
intervals between the peaks in the autocorrelation 
function (Fig 2). The oscillation frequency was used 
to focus the PPC analysis on the relevant frequency 
domain. 

 
Fig. 2. Auto-correlation function of the binary spiketrain of a typical 
dopaminergic VTA neuron, showing regularly oscillating side lobes 
(normalized to lag-0). 

The average PPC, which measures the strength of 
the network synchronization, was significantly higher 
than zero (t-test, p<0.0001, mean=0.0042, 
SEM=0.0003, blue bars Fig. 3). Although it has been 
proven that the mean PPC is an unbiased estimate of 
phase coupling [3], we also determined the PPC 
distribution for the same spike trains after random 
shuffling (red bars Fig. 3). The shuffled PPC values 
are tightly distributed around zero confirming the 
significance of the measured baseline phase coupling.  

.  
 

 
Fig. 3. PPC distribution of the spontaneously active VTA network 
(blue bars) has a higher than zero average and shows higher network 
strength than the randomized network (shuffled, red bars) 

 
 
 

The PPC estimates the square of the classic PLV 
therefore the values found here (0.001-0.015) 
represent weak to moderately strong phase coupling. 

4 Conclusions and discussions 
Our in vitro MEA experiments were able to 

record ensembles of dopaminergic neurons in the 
VTA. These  neurons fire in a highly rhythmical 
fashion and have one dominant oscillation frequency. 
Together these auto-oscillators form a weakly coupled 
network, in which there is a significant amount of 
phase locking between the spike activity of the 
neurons.  
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Abstract 
The subiculum is the principal target of CA1 pyramidal cells and thus serves as the major relay station for the 
outgoing information of the hippocampus. Subicular pyramidal cells are classified as regular- and burstspiking 
cells. In regular firing cells, induction of long-term potentiation (LTP) relies on the activation of postsynaptic NMDA 
receptors. In contrast, in burst-spiking cells, LTP is induced by presynaptic NMDA receptor-mediated Ca2+-influx 
that results in the activation of the cAMP-PKA cascade (Wozny et al., 2008 a,b). Activation of beta-adrenergic 
receptors at CA1-subiculum synapses induces a cell-type-specific form of chemical LTP in burst-spiking but not in 
regular-spiking cells (Wojtowicz et al., 2010). 
 

1 Methods/Statistics 
Using a multi-channel electrode system, we 

simultaneously recorded field-EPSPs in acute rodent 
brain slices from 59 electrodes located in the 
subiculum, presubiculum, parasubiculum and the 
medial and lateral EC to assess if beta-adrenergic 
receptor activation changes the information transfer 
from the hippocampus to its parahippocampal target 
structures.  

2 Results 
We demonstrate that beta-adrenergic receptor 

activation modulates trafficking of hippocampal 
output and therefore may play an important role in the 
facilitation of interaction between the hippocampus 
and distinct parahippocampal target structures.. 

3 Conclusion 
Activation of beta-adrenergic receptors in the 

subiculumgates hippocampal output information to 
specific target regions in the parahippocampal cortex.

 

 
 
Fig. 1. Relative rise of amplitudes over time in control and pilocarpine treated rats after β-adrenergig receptor activation by Isoproterenol. 
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Abstract 
Neuronal signalling in cell cultures is strictly tied to the topology of the biological network. This paper develops 
quantitative assessments to relate parameters characterizing the culture morphology with both classical and new 
quantifications of electrical activity. 
 

1 Introduction 
Electrical activity profile of a cell culture is quite 

dependent on the morphology and connections among 
neurons [1]. In fact, several computational methods 
exist for estimating neural connectivity based on elec-
trical recordings [2,3], which are closely related to 
neurocomputational models of cultures [4]. Few 
works in the literature consider imaging information 
tied to electrical activity [4,5]. In this paper, our goal 
is to build simple statistical models to investigate the 
relationships existant among electrical activity vari-
ables and some parameters tied to cell morphology, 
the last ones estimated from imaging performed on the 
culture plated on a planar MEA. 

2 Methods and Matherials 

2.1 Laboratory procedures 
Primary cultures of cortical neurons of rat hyppo-

campus were performed by extracting the tissue of 
embryos at 18 days of development, considering all 
procedures requested by Ethics Committee of Univer-
sity of Genoa. The cultures were grown on planar 
MEAs containing 60 microelectrodes, with 30 m di-
ameter and 200 m spacing between them (Mul-
tichannel Systems, Reutlingen, Germany). Data was 
monitored and recorded by the commercial software 
MCRack (Multichannel Systems, Reutingen, Ger-
many). 

The spontaneous activity of a mature culture of 
39 days in vitro (DIVs) was recorded during 20 min-
utes just one time, which was immediately followed 
by imaging at a Olympus microscope, including the 
magnification of 10 X. A complete set of pictures of 
all electrodes was taken, by using a Samsung device 
of 3.1 Megapixels of resolution,  

Electrical activity was analysed by two different 
techniques. The first one was classical spike analysis 

[3], leading to the following quantities that character-
ize spike and burst profiles: average interburst inter-
vals (abbreviated by IBI [s]) and average mean time 
elapsed between two consecutive spikes (MISI [ms]). 
The second technique involves a nonlinear-
dynamical-system approach [3], so that to estimate the 
following average parameters on the raw MEA signal 
(i.e., considering the pure amplitudes of the signal be-
fore performing burst analysis): kurtosis (CURT), 
skewness (OBL), standard deviation (DP) and Hurst 
coefficient (HURST), all of them adimensional. For 
both techniques, “average” considers average taken 
over all channels and during all the recording time. 

Images were analysed by an expert biologist that 
could identify neurons and circle them, so that to gen-
erate another set of images (abbreviated S1) com-
posed of just traces highlighting neuronal borders as a 
result of visual analysis. In the following, by means of 
image processing, the microelectrode tracks were 
separated in another set of data, and then computa-
tionnally added to S1. The resulting images were then 
processed by means of the ImageJ platform, so that to 
estimate the following parameters: the average dis-
tance between one cell and all the other ones in the 
image (DM [micrometers]), where “average” consider 
all identified cells by the biologist. The fractal dimen-
sion tied to the image (DF) and its entropy (ENT) 
were also estimated, based on [4]. These quantities 
characterize the randomness of cell distribution 
throughout the MEA surface, but also considering the 
microelectrodes. 

2.2 Statistical methods 
Regression analysis is a technique to model and 

investigate the relationship between variables. In a 
multiple linear regression, there is an expected value 
of Y for each value of Xi with i=1...n [6]. In this case, 
the expected value of Y is given by (1) 
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Where β0 corresponds to a linear coefficient; βi is the 
coefficients of variable Xi (with i=1...n); e is a ran-
dom error supposing normal distribution, zero-mean 
and variance σ2. 

Linear correlation between variables is measured 
by Pearson’s linear correlation coefficient, represented 
by letter R, which can vary between -1 and 1. The ex-
treme values concern to perfect correlation, and 0 
means no correlation at all. 

P-values should be considered in linear regression 
studies. Considering α = 0,05 and the hypothesis to 
test the relevance of coefficients βi: H0: βi =0; H1: 
βi≠0.  If p-value is less than or equal to α, reject H0 
and the respective variable contributes to the model 
[6]. 

The difference between the estimation of the fit-

ted model ( Ŷ ) and the actual value of the dependent 
variable (Y) corresponds to the residue, that should be 
random and present normal distribution to validate the 
model. There is also the possibility of model adjust-
ment for the models that could not be validated [6]. 

Only data of 33 channels were considered, since 
after preliminary analysis some of them were consid-
ered possible outliers.  

 

3 Results 
The two most significant models obtained from 

this database are presented in this section. 

3.1 Model 1 
DPDFOBLHURST *021.0*1237.0*008.03.0 

  
(2) 
Pearson’s coefficient value is R = 0.8294 and P-value 
is P = 0.00001. 

 
The first model presents HURST as dependent 

variable. It was used the step-by-step technique to dis-
close the most significant independent variables, that 
are skewness of electrical activity signal, fractal di-
mension of images and standard deviation of electrical 
activity signal amplitude.  

3.2 Model 2 

MISIIBI

ENTCURTDM

*1281.0*0595.0

*0819.0*0205.0469.86


        (3) 

Pearson’s coefficient value is R = 0.5871 and P-value 
is P = 0.0156.  

The second model presemts DM as dependent 
variable. The same technique of model 1 was used to 
derive model 2. The independent variables are CURT, 
ENT, MISI and IBI. The second model was not vali-
dated because its residuals are not random.  

4 Discussion and conclusions 
For the first model, considering the very high 

value of its Pearson coefficient and the low p-value, a 
quite interesting result arises. It states that the nonlin-
ear characteristics of the raw signal (HURST) may be 
derived or estimated based on both signal high-order 
statistics (OBL, DP) and the randomness of the cell 
distribution (DF), which is closely related to the cul-
ture morphology.  

For the second model, one may conclude that the 
distance between cells (DM) may be derived from 
both spike (MISI) and burst (IBI) characteristics, but 
also considering the nonlinearities of the electrical ac-
tivity tied to its kurtosis (CURT), as well as the ran-
domness of cell distribution in terms of its entropy 
(ENT). However, considering the low value of the 
Pearson coefficient, this may be considered a poor re-
sult. 

In brief, it is interesting to put forward that Model 
1 attests the mutual relationship between electrical 
signaling and morphology, whereas Model 2 high-
lights that classical spike/burst analysis may not pro-
vide the best results. On the other hand, as the raw 
MEA signal is analysed, including also the biological 
noise (as in parameters CURT, OBL), we can derive a 
better relationship . 
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Abstract 
Introduction: Transplantation of induced pluripotent stem cell-derived cardiomyocytes (iPS-CMs) into damaged 
myocardium might become a therapy to improve cardiac function. There is cumulating evidence reporting beneficial 
effects of cell transplantation strategies combining a source for CMs with other cell types. From these observations we 
hypothesized that non-myocytes might be necessary for an improved functional integration. 
Aim: To investigate whether murine mesenchymal stem cells (MSCs) improve electrical and morphological integration 
of murine iPS-CMs into vital cardiac tissue  
Methods: Murine ventricular slices (thickness 300 µm) were co-cultured with iPS-CMs and MSCs for 4 days.  
Integration was evaluated by visual methods, field potential (FP) recordings and propagation maps via multi-electrode 
array (MEA) measurements. To determine the origin shift of pacemaking activity, we programmed the “LabVIEW” 
based mapping software “Mapview RuBo”.  
Results: IPS-CM clusters had an average beating frequency of 333 ± 140 (n=32). Vital slices with (n=28; 78 ± 55 
bpm) or without (n=29; 78 ± 44 bpm) iPS-CM clusters served as controls and displayed similar average frequencies 
after 4 days of co-culture.  Co-cultures of vital slices with iPS-CMs and MSCs (n=16; 238 ± 133 bpm) showed a 
significant increase in beating rates compared to the controls indicating an improved electrical integration of the iPS-
CMs. Propagation map analysis exhibit a shift of pacemaking region towards iPS-CM cluster.  
Summary/Conclusion: Improved integration of rapidly beating iPS-CM cluster induces a raised frequency of the 
slice, meaning that the iPS-CM cluster serves as a pacemaker for the cardiac slice. We conclude that non-cardiac 
cells like MSCs support morphological and electrical integration of iPS-CMs. MSCs are an easy accessible cell source 
and could be used in future as mediator cells for a successful transplantation of iPS-CMs. 
 
 

1 Introduction 
A worldwide persisting donor organ shortage 

requires the development of alternative cell replacement 
strategies to regenerate damaged myocardium (1). 
Application of embryonic stem cells and their 
differentiated derivates are often immune-rejected (1-3). 
Cardiomyocytes derived from murine induced 
pluripotent stem cells (iPS-CM) offer a promising 
ethical acceptable cell source. Unfortunately, the 
resulting purified differentiated cardiomyocytes offer 
insufficient engraftment and integration which reduces 
the functional improvement of damaged myocardium 
(4). Therefore, we tested different non-myocyte cell 
lines like mesenchymal stem cells (MSCs) to enhance 
morphological, electrical and functional integration of 

iPS-CM in vitro (5). Mesenchymal stem cells can be 
easily isolated from adults and are already often used for 
transplantation trials and tissue engineering (6). Beside 
structural advantages, positive immunomodulatory 
paracrine effects and conduction enhancement by Cx43 
are described (7, 8).  

 

2 Methods 

2.1 Generation of ventricular Slices 
Vital contracting slices were generated as described 

earlier (11). Briefly, embryonic myocardial ventricles 
(day 17,5 post coitum) were prepared and embedded in 
4% low melt agarose (Carl Roth GmbH Co. KG, 
Karlsruhe, Germany). Preparation and slicing was 
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performed in ice cold (~4°C), pre-oxygenated calcium-
free Tyrode’s solution with a vibratom VT1000s (Leica, 
Wetzlar, Germany). 

2.2 Generation of avital cardiac tissue by 
oxygen and glucose deprivation 
An ischemia mimicking slice model was produced 

by elimination of oxygen and glucose for 45h as 
previously described (11). Accordingly, slices were 
transferred into a custom made hypoxia chamber, 
fumigated with nitrogen and retained in Tyrode solution 
with deoxy-glucose instead of glucose. 

2.3 Investigation of electrical coupling by 
multi electrode measurement 
Vital slices were co-cultured with a single 

contracting iPS-CM cluster either with or without MSCs 
on multi electrode arrays (12). Field potential (FP) 
recordings were performed using the MEA System 
(sampling rate 20 kHz) with an MEA amplifier 1060 
(Multi Channel Systems). Frequency was analyzed by 
MC^Rack (Multi Channel Systems, Reutlingen, 
Germany). Origin shift of pacemaking area was 
determined by an selfmade programmed mapping 
software based on “LabVIEW” (NI, Houston, Texas; 
“Mapview RuBo”). The FPs of iPS-CM clusters were 
distinguished from FPs of ventricular slices by their 
different morphology and smaller amplitude. Data are 
represented as mean ± standard deviation, level of 
significance is set to p<0.05. 

2.4 Investigation of morphological 
Integration and force measurement 
Avital slices were co-cultured with iPS-CM clusters 

in a custom made dish with a funnel shaped cavity to 
ensure close contact up to 7 days (12, 13). Integration 
into avital tissue was judged by a scoring system 
(scores: 1-3).  
 

3 Results 

3.1 Electrical integration of iPS-CM cluster 
into vital cardiac tissue 
Successful electrical integration resulted in a 

significantly raised contraction frequency of the slice 
and a shift of conduction offspring to the clusters area. 
On the first day after co-culture procedure, the beating 
rate of the vital slice was significantly higher in co-
cultures containing MSCs and iPS-CM cluster compared 
to either vital slices or vital slices with iPS-CM clusters 
alone ([iPS-CM MSC Vital] n=16; 87 ±102 bpm vs. 
[iPS-CM Vital] n=29; 33 ± 39 bpm; p<0.05 and vs. 

[vital] slices n=25; 31 ± 52 bpm; p<0.05). During 4 days 
of co-culture the beating rate increased subsequently. 
Due to its peaks with low amplitude and their initial 
higher beating rate, the iPS-CM cluster FPs could be 
detected correspondingly to the cluster location and 
were further distinguishable from the slice FPs. 
Appearance of interfering cluster signals continued in 
almost all vital slices containing only iPS-CMs over all 
4 days. Whereas discrimination between iPS-CM cluster 
and slice signal was often not possible in MSC 
supported co-cultures accompanied by a raised beating 
rate, indicating a 1:1 coupling.  

3.2 Morphological integration of iPS-CM 
cluster into avital cardiac tissue 
During 7 days of co-culture, slices with purified 

iPS-CM cluster alone failed to obtain the highest score 
of integration (n=11/13; score 1/3). In only 2 of 13 
slices, an intermediate integration score (score 2/3) 
could be observed whereas all co-cultures containing 
MSCs achieved the highest integration score (n=13; 
score 3/3) on day 3.  

4 Conclusion 
The advantages of differentiated purified iPS-CM 

are that they can be produced from relevant patients in a 
high number with a lower teratogenic potential in 
comparison to embryonic stem cells (14, 15). Our results 
indicate that they integrate poorly in vital and avital 
cardiac tissue. MSCs support the integration. 
Additionally, a significant raise of the beating rate  as 
well as a  shift of the dominant offspring of field 
potential to the clusters area indicate improved electrical 
integration. MSCs are an easy accessible cell source and 
could be used in future as mediator cells for a successful 
transplantation of iPS-CMs. 
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Abstract 
Catheter cryoablation (CCA) is an alternative minimal-invasive surgical method to radio frequency catheter 
ablation in order to tread cardiac arrhythmias by ablating arrhythmic cardiac tissue using shock-freezing. 
In relation to mechanical changes, electrophysiological mechanisms in cardiac tissue are largely unknown during 
selective cooling which are, however, crucial to obtain a better understanding of cell death during cryoablation. 
The aim was to detect hypothermia-induced effects in registered signals in vivo such as abnormalities in the 
T wave formation or an elevated J-point, termed J- or Osborne wave. For this purpose, a pilot study with domestic 
pigs was carried out to demonstrate the feasibility of measuring the epicardial electrograms in the ablation area 
during CCA. For registering ECG a mobile measurement equipment (Multi Channel Systems, MCS GmbH, 
Reutlingen) with a flexible high-resolution multi-electrode array was used. Typical induced hypothermia effects, 
such as J waves or prolonged QT intervals could be detected. Our preliminary results demonstrate the feasibility 
of measuring electrophysiological changes in cardiac tissue in-vivo during selective cooling with a high-resolution 
electrode array. 
 

1 Introduction 
Catheter cryoablation (CCA) is an alternative 

minimal invasive surgical method to radio frequency 
(RF) catheter ablation in order to tread cardiac 
arrhythmias. In comparison to a RF heating system 
CCA permanently ablates arrhythmic cardiac tissue by 
shock-freezing [1]. This freezing process induces 
mechanical changes in form of intra- and extracellular 
ice formation which leads to cell death [2]. In relation 
to mechanical changes, electrophysiological 
mechanisms in cardiac tissue are largely unknown 
during selective cooling which are, however, crucial to 
obtain a better understanding of cell death during 
cryoablation. In particular, the measurement and 
assessment of electrical signals during ablation may 
help to further advance knowledge on cooling-induced 
cell death mechanisms. For this purpose, a pilot study 
with domestic pigs was carried out to demonstrate the 
feasibility of measuring the epicardial electrograms 
during CCA with a high resolution multi-electrode 
array (MEA). The aim was to detect hypothermia-
induced effects in registered signals in vivo, 
anticipating morphological changes in action 
potentials of epi-, M- and endocardial cells [3]. These 
may lead to abnormalities in the T wave formation, an 
elevated J-point, termed J wave or Osborne wave [3] 
and a prolonged action potential duration [4], which 
are characteristic indicators of hypothermia. 

2 Methods 
To study the electrophysiological changes on the 

beating open heart during CCA two domestic pigs, 
weighing about 50 kg, were anesthetized with 
Propofol und Dipidolor and mechanically ventilated. 
Additional application of 7.5 mg Dipidolor every 30 
minutes and a continuous administration of 40 ml 
Propofol per hour ensured the maintenance of deep 
anesthesia. To enable epicardial ECG recordings using 
a MEA, the chest was opened to expose the heart. The 
study protocol was approved by the ethical review 
committee of the Medical University of Innsbruck, 
Austria. 

Time [s] Condition 
0 – 100 before the first ablation 

100 – 340 first ablation 
340 – 470 thaw phase 
470 – 710 second ablation 

Tab. 1: Timing of the experiment 

Briefly, the cryo-tip catheter was positioned by a 
cardiologist proximally in the right ventricle and 
multiple ECG signals were recorded over a period of 
approximately 12 minutes. During this procedure the 
catheter was cooled two times over a period of four 
minutes each with a thaw phase of approximately two 
minutes in between. The ablation protocol is shown in 
Table 1. 
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2.1 Epicardial recordings 
For recording unipolar epicardial electrograms, a 

mobile ECG measurement equipment (Multi Channel 
Systems, MCS GmbH, Reutlingen) was used. The 
system comprises a flexible multi-electrode sensor 
array (EcoFlexMEA) which is directly connected to a 
miniature 32-channel preamplifier, a 32-channel 
programmable gain amplifier and a data acquisition 
system. The purpose-built EcoFlexMEA sensor 
consists of 32 gold electrodes with a diameter of 
50 microns, two reference and two ground electrodes, 
which are applied to a flexible substrate made of 
polyimide (Kapton). The recording electrodes are 
arranged in a grid pattern over an area of 7.8 x 7.8 mm 
with an interelectrode distance (center to center) of 
1300 microns. The reference electrodes were 
connected with the ground of the measuring setup. All 
signals were recorded using a 1-5 kHz bandwidth and 
amplified with a gain of 100. The sampling rate for the 
digitization was 10 kHz. 

For positioning the electrode array as accurately 
as possible in the ablation area, both the catheter and 
the array were aligned using an X-ray based 
positioning system. The array was positioned using a 
portable measuring arm. It was not fixed onto the 
epicardium by e.g. sewing or gluing. This, however, 
resulted in a breathing cycle induced movement of the 
array during ECG registration (see figure 1). 
 

 
Fig. 1. Multi-electrode array positioned onto the epicardium. The 
contraction of the heart, the respiratory movement of the thorax as 
well as lack of fixation of the array caused a slight movement of the 
array during measurement. 

2.2 Data analysis 
The breathing-cycle-induced movement of the 

array resulted in artifact-afflicted signals of single 
electrodes due to poor contact and motion. To 
minimize alteration in ECG signals four virtual 
electrodes were defined by median averaging of five 
electrodes each (see figure 2(a)) to detect putative 
J waves and QT intervals of the averaged signals. 
Figure 2(b) shows an example of one averaged 
QT interval including the detected Q- ,R-, J- and T 
waves. 

 
(a) 

 
(b) 

Fig. 2. Four virtual electrodes (adjacent epicardial areas) were 
defined (a) to improve signal to noise ratio by averaging signals of 
five electrodes each for detecting Q-,R-, J wave (peak) and T wave 
(maximal slope) automatically in the registered ECG (b). 

2.3 Q-, R- and J wave detection 
A computer algorithm optimized for the recorded 

signals was developed to detect Q-, R- and J waves by 
combining a threshold- and slope-based detection 
method. Additionally, a wavelet-based algorithm was 
applied [5] to increase the detection rate of the 
R waves. To examine effects of hypothermia by 
analyzing the height of the J wave, a baseline drift 
independent measure, as described in equation 1, was 
applied. 

 

 
Eq. 1 calculates a baseline drift independent measure to examine 
effects of hypothermia by analyzing the relative height of the 
J wave compared to the height of the R wave. 

2.4 QT interval detection 
The experimental registered ECG signals 

comprise biphasic T waves where the negative phases 
are always followed by positive phases. To estimate 
activation recovery intervals the QT time was defined 
as the time between the absolute minimum of the 
Q wave and the point of maximum slope of voltage 
(maximum dV/dt) in the ascending phase of the 
biphasic T wave (see figure 2(b)). This baseline 
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independent method relies on a correlation between 
action potential duration and activation recovery 
intervals by determining the maximum voltage slope 
in the T wave of unipolar electrograms which is 
described by Millar et al. [6] and Haws et al. [7]. 

3 Results 

3.1 RR interval 
Global effects of hypothermia on the heart lead to 

a decrease of heart rate and, thus, to a prolonged 
RR interval [8] [9] [10]. In our experiments, the heart 
was not cooled as a whole, but locally in a single spot 
using a cryocatheter. As expected the heart rates 
during the interventions remain almost equal (see 
table 2). 

 

Condition 
RR interval 

[ms] 
heart rate 

[bpm] 
before the first ablation 667 ± 8,5 89,9 ± 1,1 

first ablation 652 ± 6,3 92,0 ± 0,9 
thaw phase 686 ± 5,0 87,4 ± 0,6 

second ablation 670 ± 5,3 89,5 ± 0,7 

Tab. 2: RR interval and heart rate within the respective states of the 

ablation protocol.  

3.2 J waves 
As known from literature J waves as 

pathophysiological indicators of ECG abnormality 
appear with decreasing heart temperature [8]. This 
process is reversible with rewarming [3]. Therefore, 
the number of J waves is expected to rise with 
increasing expansion of the cooled tissue. 

 

 
Fig. 3. Number of J waves during experiment for the four clustered 
electrodes. Each data point represents the number of detected 
J waves within a time interval of 20 seconds. During freezing phase 
a temperature gradient of approx. -35°C/s (target temperature:            
-60°C), and during thawing phase a gradient of 8°C/s at the top of 
the catheter was applied. The black dotted line indicates the 
averaged trendline. 

To reproduce this, the number of J waves was counted 
at different temperature levels. 

Figure 3 demonstrates the frequency of J waves 
during freeze and thaw cycles for the clustered 

electrodes where each data point represents the 
number of detected J waves within a time interval of 
20 seconds. This suggests a correlation of increasing 
numbers of J waves and decreasing temperature. 
Amplitudes of hypothermia-induced J waves yield a 
reciprocal characteristic to temperature changes [11]. 

Because the array position is slightly changing the 
occurrence of this effect can only be verified for 
individual time points. Figure 4(a) shows the spatial 
distribution of J waves amplitudes for a single time 
step 30 seconds after start of the first freezing phase, 
indicating a temperature-dependent distribution of  
J waves amplitudes. This means, in turn, that the 
distribution of J waves amplitudes represents the 
spatial distribution of tissue temperatures during 
cooling. 

 
(a) 

 
(b) 

Fig. 4. Spatial distribution of J waves amplitudes (4(a)) and 
excitation propagation (4(b)) for a single time step 30 seconds after 
starting the first freezing phase (32 electrode EcoFlexMEA array). 
The lower left corner represents the lowest temperature. 

Figure 4(b) depicts the excitation propagation across 
the array for the same time point coded in pseudo 
colour. A spread from top right to bottom left is 
apparent. 
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3.3 QT interval 
It is known that a prolonged action potential 

duration caused by hypothermia results in a prolonged 
QT interval [8] [12]. For each virtual electrode QT 
times were determined in successive 30-second time 
intervals. For each time interval the median of 
measured QT times was calculated. Figure 5 illustrates 
the results of both experiments where the black line 
shows the averaged trendline over all electrodes. As 
expected the QT time increases during the first 
freezing process, begins to normalize in the thaw 
phase and rises again during the second ablation. 
Thus, it could be confirmed that prolonged 
QT intervals correlate to decreasing temperature 
levels. 

 

 
Fig. 5. Estimated QT interval over a freeze-thaw-freeze cycle. 
QT intervals increase during the first freezing (ablation) phase, 
begin to normalize in the thawing phase and rise again during the 
second freezing phase. The black dotted line indicates the averaged 
trendline. 

4 Discussion 
Our preliminary results demonstrate the 

feasibility of measuring electrophysiological changes 
in cardiac tissue in vivo during selective cooling with 
a high-resolution electrode array. Typical induced 
hypothermia effects, such as J waves or prolonged 
QT intervals could be detected. The problem of a 
periodic local dislocation of the array mainly caused 
by the respiratory movement of the thorax is still 
evident. In our experiments, the respiratory rate was 
estimated to be 15 breaths per minute at a heart rate of 
about  90 beats per minute. Thus, only one within six 
recorded QT intervals represented the local ablation 
site. To overcome movement of the array a fixation of 
the sensor array is planned for the next experiments. 
Note that the objective of cryoablation is to create a 
permanent conduction block in the myocardium. To 
achieve this, a lesion which is caused by a 
hypothermia-induced necrosis of the myocardium is 
created. The area of lesion is subsequently almost 
totally replaced by fibrosis [2].  

The aim of our ongoing work is to derive a 
focused understanding at cardiac muscle cell death 
during the lesion formation within the cryoablation 

process, which allows us to develop a computer model 
for simulating and assessing the abnormal 
electrophysiological mechanisms and morphological 
changes during the intervention. These findings are 
expected to contribute to reduction of duration of 
treatment and to increase the clinical acceptance using 
this ablation method. 
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Abstract 
Several studies have shown an increased risk of heart disease and stroke in patients after radiotherapy for cancer 
[1; 2]. More recently, epidemiological studies point to an increased risk of adverse cardiovascular effects at low 
and moderate doses (< 5 Gy) of ionising radiation, typically developing with a long latency [3]. With the increasing 
use of heavy ions in cancer therapy, an assessment of their possible cardiovascular late effects is important, in 
particular when young patients are treated. Essentially no information is available on the potential cardiovascular 
risks associated with the exposure to heavy ions. To address this issue we studied the induction of cellular late 
effects in primary beating cardiac myocytes after particle beam exposure. As endpoints with relevance to cardio-
vascular disease physiological and cellular parameters such as the electrical activity of cardiac myocytes, cell 
death and proliferation of cardiac myocytes are investigated 
 

1 Motivation 
There is increasing evidence that exposure to low 

doses of ionising radiation can have adverse effects on 
the cardiovascular system [4; 5]. These effects usually 
occur many years after the exposure. Especially for 
the radiation treatment of young patients, an assess-
ment of the possible late effects is important. It also 
carries an unknown risk for the planning of manned 
space missions [6]. To address the question if and to 
what extent radiation affects cardiac function, expo-
sure of avian cardiomyocytes to heavy ions and x-rays 
was performed and the electrophysiological function-
ality of the cardiac cells was measured with micro-
electrode array (MEA) chips.. The comparative 
evaluation of these parameters will help to clarify the 
role of high LET radiation in the etiology of radiation 
induced cardiovascular disease. 

 
Fig. 1.  Radiation therapy treatment with x-ray. Heidelberger 
Ionenstrahl Therapiezentrum, Germany. 

 

2 Methods 
To assess the effects of ionising radiation on car-

diac functionality, the electrical properties of cardiac 
myocytes have been measured by use of a microelec-
trode array system. For this purpose an in vitro model 
system based on avian cardiac myocytes isolated from 
embryonic chicken has been established. Tissue from 
chick embryonic heart (E8) was chopped and enzy-
matically dissociated. Subsequently the cells were 
plated on fibronectin coated MEAs [7].  

Irradiation experiments were performed at the 
GSI Helmholtz Centre for Heavy Ion Research in 
Darmstadt. The samples received various doses of 
carbon ions (25-mm extended Bragg peak, LET = 
75keV/um) and x-rays after two days in vitro. Effects 
were examined up to one week after exposure. For 
high LET radiation with C-ions, MEA containers were 
covered tightly and adjusted upright into the ion beam 
at the heavy ion synchrotron SIS18 GSI Darmstadt, 
see Figure 2. Relevant investigated electrophysiologi-
cal parameters were changes in the shape of the field 
action potentials, signal propagation and beat rate. 
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Fig. 2. (A) Covered MEA container with cell medium. The MEA is 
attached to a water filled cell culture flask to enable irradiation in an 
upright position. The markers allowed an easy tracking by the Ion-
Beam. (B) Culture flasks on the conveyer belt inside the irradiation 
chamber at GSI, photo courtesy by GSI. 

3 Results 
The experiments revealed a high resistance of the 

cells to radiation damage. The cellular networks re-
mained active and uniformly contractile even after an 
exposure to high doses above 20 Gy of x-rays and up 
to 30 Gy of heavy ions, respectively. Whereas the 
commonly applied dose in order to kill tumour cells is 
up to 60 Gy. Also no influence on signal amplitude 
and shape could be verified. However, slight changes 
in beat rate and signal propagation were detected at 
higher doses.  
 

4 Conclusion 
In summary, the data obtained so far indicate that 

the exposure to high LET particles has only minor ef-
fects on the electrophysiological functionality of car-
diomyocytes. However, further experiments are con-
ducted to statistically verify these data. Additionally, 
the impact of heavy ions on cardiac cells under pre-
stressed, arrhythmic conditions will be investigated. 
The comparison of data obtained for normal and pre-
stressed cells will provide information on possible 
combined effects of ionising radiation and other 
stressors. Furthermore, immunohistochemical staining 
and cell sorting methods will permit further insight 
into proliferation, differentiation and cell death of the 
cultures. Lastly, expanding the cell culture model from 
a two dimensional monolayer to a three dimensional 
spheroid culture will increase the comparability of the 
in vitro culture to cardiac myocytes in vivo [8]. 
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Abstract 
Rat sympathetic superior cervical ganglion (SCG), one of autonomic ganglia, neurons were co-cultured with pluri-
potent (P19.CL6) cell-derived cardiomyocytes (P19CMs) in compartmentalized co-culture device, which was fabri-
cated using photolithographic microfabrication techniques. Synapses was formed between sympathetic neurons 
and P19CMs, as confirmed by immunostaining for beta-3 tubulin, synapsin I and cardiac troponin-I. Changes in 
the beat rate of P19CMs were triggered after electrical stimulation of the co-cultured SCG neurons, and were af-
fected by the pulse frequency of the electrical stimulation. These results suggest that the beat rate of differentiated 
cardiomyocytes can be modulated by electrical stimulation of connected sympathetic neurons. 
 

1 Introduction 
Stem cell transplantation has great therapeutic 

value for heart failure such as ischemic heart disease, 
congestive heart failure and myocardial infarc-
tion[1,2]. However, little is known whether the sym-
pathetic nervous system (SNS), a component of the 
autonomic nervous system, innervates the stem cell-
derived cardiomyocytes in the same manner as the 
SNS controls the non-damaged cardiac tissue. In this 
study, device for co-culture of sympathetic superior 
cervical ganglion (SCG) neurons and plripotent 
(P19.CL6) cell-derived cardiomyocytes had been de-
veloped using microfabrication. Then, the functional 
relationship of the two components was evaluated in 
terms of changes in the beat rate of the derived car-
diomyocytes after applying electrical stimulation to 
SCG neurons. 

 

2 Materials and Methods 
We developed a device to achieve compartmen-

talized co-culture of SCG neurons and cardiac-
differentiated P19.CL6 cells (P19CMs). This device 
contained a microelectrode-array (MEA) substrate [3] 
and a co-culture chamber (Fig. 1A), both of which 
were fabricated using photolithography techniques. 
The co-culture chamber, fabricated using polydi-
methylsiloxane, were designed to separate the SCG 
neurons from P19CMs, and consisted of two culture 
compartments connected with 16 microchannels (Fig. 
1B). The co-culture chamber was fabricated based on 
our previous study [4]. These microchannels had 
pockets, which assisted neurite outgrowth from the 

sympathetic neurons. One of the culture compartments 
acted as a flow channel when the SCG neurons were 
seeded into the chamber. Suspension containing SCG 
neurons, obtained from 1- to 2-day-old Wistar rats, 
flowed into one of the culture chambers, and SCG 
neurons were trapped in each microchannel. An em-
brioid body, cluster of P19CMs induced by dimethyl-
sulfoxide, was dropped in the other chamber. The 
SCG neurons trapped outgrew their neurites toward 
the culture chamber in which the P19CMs were cul-
tured. 

 

3 Results 
SCG neurons and P19CMs were successfully 

conpartmentalized in the culture devise. SCG neurons 
were adhered to the microchannels, P19CMs to the 
chamber (Fig. 2A). According to immunostaining for 
bet3-tubuline (Fig. 2B), Cell bodies of the neurons 
were retained in a pocket, and the neurites were re-
tained near the electrode. The SCG neurons extended 
their neurites along the microchannels, and the neu-
rites reached compartment B, in which the P19CMs 
were cultured. Then, synapses of the SCG neurons 
were formed on the P19CMs, as comfirmed by using 
double immunostaining for synapsin I and caveoline-
3. Spontaneous electrical activities of the P19CMs 
were observed in synchronization with the beating of 
them (Fig. 3). Constant-voltage stimulations, biphasic 
square pulses, were applied to the SCG neurons in 
each microchannel. Evoked responses were observed 
in several electrodes after electrical stimulation was 
applied to the SCG neurons. Beat rate of the P19CMs 
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increased after applying electrical stimulation of co-
cultured SCG neurons. Two-way ANOVA revealed 
that frequency of electrical stimulation affected on the 
changes in beat rate of the P19CMs (Fig.4). 

 

4 Conclusion 
A compartmentalized co-culture method employ-

ing a MEA substrate was developed to examine the 
functional connections between sympathetic neurons 
and differentiated cardiomyocytes. First, the formation 
of synapses between sympathetic neurons and differ-
entiated cardiomyocytes was confirmed by immu-
nostaining with antibodies against �-3 tubulin, syn-
apsin I and cardiac troponin-I. Second, the observed 
spontaneous electrical activities were associated with 
synchronous beating of differentiated cardiomyocytes. 
Finally, changes in the beat rate of the differentiated 
cardiomyocytes triggered by electrical stimulation of 
the co-cultured sympathetic neurons were shown to be 
affected by the pulse frequency of the stimulation. 

 

 
Fig. 1. Device for compartmentalized co-culture. (A) The culture 
device consisted of an MEA substrate with 64 electrodes embedded 
and a co-culture chamber. Schema of the co-culture chamber. The 
chamber consisted of compartments A and B, which were connected 
via 16 microchannels. Compartments B and A had one and two res-
ervoirs, respectively. (B) Close-up of the middle part of co-culture 
chamber. Compartments A and B were 70 m in height. Each pock-
et included an electrode for electrical stimulation of, and extracellu-
lar recording from, the SCG neurons cultured in the pocket. The 
pocket also assisted neurite outgrowth from the sympathetic neu-
rons. The pockets were 50 m in width and 70 m in height. 

Acknowledgement 
We gratefully acknowledge the partial financial 

support provided by the Japan Society for the Promo-
tion of Science (JSPS) via a Grant-in-Aid for JSPS 
Fellows (22-6118) and a Grant-in-Aid for Scientific 
Research A (23240065). 
 

References 
[1] Orlic D., Hill J.M., Arai A.E., (2002). Stem cells for myocar-

dial regeneration. Circulation Research, 91, 12, 1092-1102. 
[2] Orlic D., (2005). BM stem cells and cardiac repair: where do 

we stand in 2004? Cytotherapy, 7, 3-15. 
[3] Stett A., Egert U., Guenther E., Hofmann F., Meyer T., Nisch 

W., Haemmerle, H. (2003). Biological application of micro-
electrode arrays in drug discovery and basic research. Analyti-
cal and Bioanalytical Chemistry, 377, 486-495. 

[4] Takeuchi A., Nakafutami S., Tani H., Mori M., Takayama Y., 
Moriguchi H., Kotani K., Miwa K., Lee J.K., Noshiro M., 
Jimbo Y., (2011). Device for co-culture of sympathetic neu-
rons and cardiomyocytes using microfabrication”, Lab Chip, 
11, 13, 2268-2275. 

 
Fig. 2.  Compartmentalized co-culture of SCG neurons and 
P19CMs on the microfabricated culture device. (A) Co-culture was 
maintained for more than 10 days after the start of co-culture. (B) 
Fluorescence immunostaining for -3 tubulin (green), a specific 
marker of neurons. Cell bodies of the neurons were retained in a 
pocket (see the arrow in the figure), and the neurites were retained 
near the electrode. The SCG neurons extended their neurites along 
the microchannels, and the neurites reached compartment B, in 
which the P19CMs were cultured. 5.8±2.4 somata of SCG neurons 
were confined in one pocket (n = 11). 

 
Fig. 3.  Fluorescence immunostaining for synapsin I and cardiac 
troponin-I. P19CMs were stained with the anti-cardiac troponin-I 
antibody, and the SCG neurons with the anti-synapsin I antibody. 
Synapses of the SCG neurons were formed on P19CMs. 

 

 
Fig. 4. Changes in beat rate of P19CMs after electrical stimulation 
to co-cultured SCG neurons (n = 5). Bonferroni’s multiple com-
parison post hoc test revealed that the change in the beat rate after 
stimulation with 600 pulses at 1 Hz was significantly different 
from that after stimulation with 600 pulses at 10 Hz (*P <0.05). 
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Abstract 
Multi-Electrode Array recordings in acute brain slices provides an exceptional macroscopic view of neuronal 
networks function but also provide mid-throughput, highly-sensitive, high-quality, robust and standardized assays. 
MEA based-assay can answer to most of the questions arising along Central Nervous System (CNS) drug 
development processes: 
1- To select and optimize hit and lead compounds. 2- To investigate or to confirm compounds Mechanism Of 
Action (MOA), thanks to a wide panel of protocols, within a fully physiological context. 3- To phenotype Transgenic 
(Tg) rodents over a wide range of neurophysiological properties and with a minimal number of animals. 4- To 
clarify compounds’ safety with rapid turnaround and with a small quantity of compounds. 
The power of MEA recordings is illustrated here with a few protocols performed in rodent cortex, hippocampus or 
cerebellum slices. 
In conclusion, MEA recordings, performed in industrial processes, are perfectly suited to address 
pharmacological, toxicological and drug screening issues. 
 

1 Introduction 
While the investment in Research and 

Development (R&D) of pharmaceutical companies 
increases exponentially since 25 years, the emergence 
of New Chemical Entities (NCE) is not proportional to 
the increase of R&D budget. Developing a NCE 
becomes more and more expensive each year and 
takes more time than in the past [1, 2]. The 
development and marketing of new drugs is obviously 
more difficult than in the past years: on one hand 
compounds have to be more effective than the panel of 
compounds already approved, and on the other hand 
some current R&D programs focus on diseases of 
great complexity. Another reason of the cost increase 
of new drugs is the higher stringency of regulatory 
agencies to deliver marketing authorizations. Because 
of many drugs withdrawal after marketing, regulatory 
agencies want to have maximal guarantees in the new 
drugs safety and effectiveness. 

For every 5,000-10,000 compounds that enter 
into R&D programs, ultimately only one will receive 
an approval. In clinical phases, the average attrition 
rate reaches 89%, and is even higher for CNS area. 
One major reason for such high attrition rate in the 
CNS area is a lack of predictibilty of existing CNS 
pathological models [3]. Paradoxically, the huge 
advances in genomics and proteomics over the end of 
the 20th century have concentrated a large part of the 
budget and research work of pharmaceutical 
companies, to the detriment of physiological 
approaches. 

The CNS is much more complex than any other 
organ. Recording directly into brain slices provides 
the most effective way to integrate CNS neuronal 

networks complexity, and to use the most relevant 
models for compounds evaluation in true 
physiological conditions. MEA recording is an ideal 
technique to reach this aim, since it allows non-
invasive - and multi-points - extracellular recordings. 
By providing high-content information at any step of 
drug development, MEA-based assay allows to speed-
up R&D processes and maximize the probability of 
final drug approval. The added values of the MEA 
technique along drug development are summarized in 
Figure 1 and discussed hereinafter. 

 
Fig. 1. Uses of MEA-based assays along drug development process. 
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2 Materials and Methods 
Brain slices preparation 
Brain slices are prepared from 3-5 week-old Sprague 
Dawley rats or 7-10 week-old C57black/6 mice. 
Hippocampus, cerebellum or cortex slices (350 to 400 
μm thickness) are prepared alternatively with a 
MacIlwain tissue-chopper or a Leica VT1200S 
vibratome, and let to recover at 18 – 22 °C for at least 
1 h in oxygenated Artificial Cerebro-Spinal Fluid 
(ACSF) of the following composition: (in mM; NaCl, 
126, KCl 3.5, NaH2PO4 1.2, MgCl2 1.3, CaCl2 2, 
NaHCO3 25, D-glucose 11). 
Multi-electrode array set-up 
All data are recorded with a MEA set-up from Multi-
Channel Systems (MCS). All of the experiments are 
carried out with  60 electrodes MEA (Qwane or MCS) 
spaced by 100 or 200 μm. During recordings, slices 
are continuously perfused with oxygenated (95% O2-
5% CO2) ACSF at 37°C at a rate of 3 ml.min-1. 
Recording/stimulation protocols 
fEPSP and PS recording: The brain slice is placed on 
the MEA and one electrode is chosen to stimulate the 
afferent pathway. The stimulus consists of a 
monopolar biphasic current pulse of 120 µs applied at 
a frequency of 0.03 Hz. An Input/Output curve is 
performed to adjust a stimulus intensity evoking 40% 
of maximal amplitude responses.  
Interictal-like Epileptiform Discharges (ED): The 
hippocampal slices is placed on the MEA, so that 
MEA electrodes square the largest slice area.  
CA1 or Purkinje neurons firing: MEA electrodes are 
positioned in order to record spontaneous firing of a 
maximal number of neurons.  
Data analysis 
fEPSP and PS amplitude: The amplitude values are 
normalized to the control period. Normalized fEPSP 
and PS values are averaged for experiments carried 
out in same conditions. The fEPSP and PS mean 
values (± SEM) are expressed as a function of time. 
Interictal-like ED: The ED number by 30 s sweep is 
averaged for each slice and presented cumulated (± 
SEM) as function of time. 
CA1 or Purkinje neurons firing: The neurons firing 
rate is normalized to the control period, and data from 
slices in the same conditions are averaged and 
expressed (± SEM) as a function of time.  
 

3 Uses of MEA-based assays along 
CNS drug development processes 

3.1 Hit and lead selection and optimization 
The most obvious interest of MEA-based assays 

along drug development consists in selecting 
compounds of interest among a series of hits or leads 
in an environment as close as possible to the in vivo 
situation. Neuroservice have a wide panel of tests 
available, allowing to screen numerous targets under 

physiological conditions. The added value, while 
compared to cell based assays, is that compounds’ 
target(s) is(are) the native one(s), in a true neuronal 
network, with all metabolic, signalling and regulating 
pathways functional. 

Another advantage of MEA recordings for 
functional series of compound testing is it is much 
faster than electrophysiological testing with classical 
glass electrode. Neuroservice current screening 
capability is over 100 slices/week. Such throughput is 
then well suited for screening small chemical libraries, 
for hit or lead selection and lead optimization. In 
addition, the rapid turnaround of MEA-based assays 
allows a very dynamic interaction between Chemist 
and Biologist, to investigate Stucture-Activity 
Relationship and achieve an efficient chemical 
optimization. An illustration of screening of a few 
compounds targeting Long-Term Potentiation (LTP) 
mechanism in the temporal cortex is presented in 
Figure 2. 
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Fig. 2. Evaluation of a series of compounds on LTP recorded in the 
layer II/III of adult mice temporal cortex slices (stimulation in the 
cortical layer IV). Compounds A, B, C and D modify synaptic 
plasticity with different potencies, the compound B being the more 
effective to enhance LTP. LTP is strongly inhibited by 30 µM 
D-AP5, thereby confirming that LTP is NMDA-dependent.  

 
MEA-based assay have been standardized and are 

performed as industrial processes. The reproducibility 
of such assays allows to compare data performed over 
months or years of interval with a remarkable 
confidence. Well-known pharmacological compounds 
are used to validate MEA-based electrophysiological 
measurements and to provide a reference activity; 
very consistent and reliable results are observed over 
years. As an illustration, 30 µM D-AP5 effect on LTP 
amplitude varied within a window of only 8% over 4 
years of testing (in hippocampal rat slices it decreased 
LTP amplitude by 96 ± 2% in average). The reliability 
of the data, and their subsequent statistical processing, 
is also increased by the ability to record multiple 
evoked-responses within a single slice (in parallel at 
different electrodes and within the same region of 
interest). 

3.2 MOA investigation or confirmation 
MEA-based assays can be used to investigate 

and/or to confirm the MOA of compounds within a 
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fully physiological context. In addition they allow to 
identify off-target effect(s) which cannot be observed 
while performing target-restricted measurements. 
Then, MEA-based assays performed with acute CNS 
slices constitute the better approach and the more 
reliable strategy to develop Investigational New Drug 
(IND) candidates for CNS diseases with the optimal 
information on MOA and “off-target” possible 
activities. 

Target-oriented screenings have largely evolved 
over the past decades, and cell-based and functional 
assays have replaced simple binding screenings. 
However, some compounds identified as receptors 
potent agonists, in recombinant systems for instance, 
have been demonstrated to be devoid of agonist 
properties within a brain slice as well as in vivo. For 
example, the compound AMN082 was initially 
identified as a mGluR7 selective agonist from 
experiments on transfected cells. Subsequent 
researches have proven that AMN082 activity or 
absence of activity depends on the recombinant 
system used (according the nature on the G-protein 
coupling) and that AMN082 is unable to activate 
mGluR7 receptors in rat hippocampal slices [4].  

MEA-based assays, assessing compounds 
effect(s) at the overall neuronal network level, are an 
especially suitable technique to elucidate compounds 
MOA. MEA recordings can provide insightful 
information about a compound effect on overall 
synaptic transmission and plasticity processes. Thanks 
to a wide panel of tests available, MEA-based assays 
allow to progress step by step until elucidating the 
compound MOA. Once identified, agonist, antagonist 
or allosteric modulators properties can be documented 
in a very physiological context. Complete dose-
response or dose-inhibition curves can be determined 
for compounds, yielding EC50 or IC50 as well as Hill 
coefficient. Figure 3 illustrates the dose-effect of a 
compound A targeting M1 mAChR, in the presence or 
in the absence of a sub-maximal concentration of the 
M1 mAChR antagonist Pirenzepine.  

‐8 ‐7 ‐6 ‐5

0.0

0.5

1.0

1.5

2.0

Receptor agonist A
A + 100 nM Pirenzepine

log [A], M

Fi
ri
n
g 
ra
te

n
o
rm

al
is
ed

 t
o
 C
ch
‐i
n
d
u
ce
d
 a
ct
iv
it
y

 
Fig. 3. Dose-response of compound A (a M1 mAChR agonist) on 
CA1 neurons firing, in the absence (grey circles) or in the presence 
(black squares) of 100 nM Pirenzepine. Note that the agonist dose-
response curve is right-shifted in the presence of Pirenzepine, 
thereby indicating a competitive inhibition mechanism. 

 
Thus, functional pharmacological data, together with 
the Blood Brain Barrier (BBB) crossing and 
Adsorption Distribution Metabolism Excretion 

(ADME) profile, provide a very good forecast of the 
in vivo behaviour of compounds. 

Another advantage of MEA recordings relies on 
their capacity to evaluate Drug-Drug interaction. 
Phase III clinical development consists in evaluating 
the drug candidate on volunteer patients. When a drug 
for the targeted disease already exists, it is most of the 
time co-administered with the potential new drug 
under investigation. It is then crucial to determine as 
soon as possible along the drug development process 
what could be the interaction between the potential 
new drug and the already existing one(s). Potential 
adverse side-effects of drugs co-administration could 
thus be anticipated. 

3.3 Tg rodent phenotyping  
One of the most underestimated benefits of MEA-

based assays is as a tool to investigate Tg rodent 
neuronal properties. MEA-based assays are perfectly 
suited to characterize rapidly a CNS deficit (or a CNS 
gain of function) of engineered rodents, from a few as 
5 animals per genotype. When Tg animals are 
engineered to mimic a human CNS disease, the ability 
to evaluate the drug candidate both on WT and Tg 
brain slices constitute a very elegant manner to 
confirm both target(s) and compounds’ activities in a 
pathophysiological context.  

The Figure 4 below presents the large LTP deficit 
observed in a Tg mice model for Huntington’s Disease 
(HD).  
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Fig. 4. LTP in hippocampal slices from WT (white circles) or Tg 
mice model of HD (black squares). Tg mice display a strong 
synaptic plasticity deficit while compared to WT mice. 

 
Knowing physiological differences between WT and 
Tg neuronal properties, it is possible to determine a 
compound (or a series of compounds) efficacy to 
reverse the observed deficit. Compounds can be tested 
directly on brain slices, allowing to reach a mid-
throughput, thus providing a robust screening assay. 
Further investigations can be undertaken on Tg 
animals, that can be treated with a validated 
compound, and compared with vehicle-treated ones.  

3.4 Safety/toxicology assessment  
The MEA technique has not the patch-clamp 

technique resolution but could be compared with a 
“wide angle objective” to observe compound effect(s) 
on the entirety of a neuronal network.  Then, it is a 
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technique of choice to investigate the safety of new 
chemicals entities towards CNS network properties.  

In addition MEA-based assays represent an 
interesting in vitro alternative to behavioural or 
toxicological tests performed on animals. Only a few 
milligrams of compound are required to determine its 
safety profile, which is compatible with compound’s 
availability at early development stages. In addition, 
these in vitro measurements (based on 
electrophysiological precised quantifications) require 
lesser animals than in vivo behavioural tests and are 
more ethics. 

Neuroservice provides a set of assays for 
compounds safety determination that consists in 
evaluating the compound acute or chronic toxicity on 
main neurons and neuronal network properties: 
genesis and propagation of action potentials, synaptic 
transmission and synaptic short- and long-term 
plasticity properties. Determination of the acute 
toxicity of compounds has a rapid turnaround and can 
be performed within one week for a single compound. 
In addition, compounds’ chronic toxicity could be 
investigated in slices prepared from treated rodents 
versus slices from vehicle-treated ones. 

 
Fig. 5. Compound A acute effect on cerebellar Purkinje neurons 
spontaneous firing. Illustrations of neurons firing in control 
conditions or after a 10-minute exposure to the compound A are 
shown in inset 1 and 2, respectively. 

 

A toxicological issue often encountered along 
drug development is the discovery of pro-convulsive 
side-effects [5]. It is then crucial to identify possible 
seizure liabilities early in the drug development 
process. Neuroservice provides an innovative 
screening platform utilizing MEA-based assays to 
detect the pro-convulsive properties of compounds. As 
illustrated in Figure 6, compounds displaying pro-
convulsive properties are susceptible to modify the 
Population Spikes (PS) shape, or to trigger 
Epileptiform Discharges (ED) synchronous over the 
whole hippocampal area or to increase the CA1 
neurons excitability. Compounds displaying weak pro-
convulsive properties can be characterized by testing 
them in association with sub-threshold concentrations 
of a reference pro-convulsive compound (as it is done 
for Pentylenetetrazole (PTZ) test in vivo). 
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Fig. 6 Evaluation of compounds A, B and C pro-convulsive 
properties. PS display multiple spikes after exposure to the 
compound A (black trace) whereas they display a single spike in 
control conditions (grey trace). Compound B triggers ED (black 
squares) whereas the neuronal network remains “silent” in control 
conditions (white circles). The compound C (black squares) largely 
increases the CA1 neurons excitability in physiological conditions 
(3.5 mM [K+]ext) or in conditions of enhanced excitability (7 mM 
[K+]ext) while compared to control conditions (grey circles). 
 

4 Summary 
Acute brain slice recordings with MEA can 

provide answers to most of the questions arising along 
CNS drug development: 
- Select and optimize hits or lead compounds; MEA 
recordings can facilitate the screening of a series of 
compounds in parallel, with a remarkably quick 
turnaround. 
- Investigate or confirm compounds’ targets and/or 
MOA, thanks to a wide panel of tests within a fully 
physiological context. Very precise pharmacological 
effects and profiles can thus be determined.  
- Phenotype transgenic mice or rats for a wide range 
of neuronal properties and with a minimal number of 
animals and subsequently determine compound’s 
target or drug candidate efficacy in these transgenic 
models.  
- Clarify compounds’ safety with rapid turnaround and 
a small quantity of compounds.  
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In the last years, we described that human cere-
brospinal fluid (CSF) specimens of healthy controls 
support in vitro-neuronal network activity (ivNNA) 
generated from primary rat or murine embryonic stem 
cell-derived populations. The basis for these experi-
ments is the fact that the composition of the CSF in-
fluences brain development, neurogenesis, and behav-
ior [1]. The bi-directional exchange of CSF and inter-
stitial fluid (ISF) across the ependymal and pia-glial 
membranes is required for these phenomena to occur. 
As ivNNA represent an integration of the fundamental 
aspects of brain activity that are exhibited by func-
tionally important collections of receptors, excitatory 
and inhibitory neurons of neurotransmitter-specific 
phenotypes, supporting astrocytes, and extracellular 
matrix molecules, ivNNA might serve as a reduction-
ist model of global brain activiy. In succession we in-
vestigated the impact of CSF taken from patients suf-
fering from traumatic brain injury [2] or anti-NMDA 
receptor encephalitis (submitted) on ivNNA. Addi-
tionally, we showed that the key player in hepatic en-
cephalopathy disturbs ivNNA on microelectrode ar-
rays and serves as a platform to discover counteract-
ing or therapeutic strategies[3]. The overall goal is to 
identify functionally relevant substances in pathologi-
cally altered CSF and to recover ivNNA by pharma-
cological intervention. If, additionally, human ivNNA 
is applied generated from human induced pluripotent 
stem cells, our strategy could pave the way to identify 
new therapeutic options and towards individualized 
medicine.  
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Abstract 
Insulin secretion of beta-cells within islets of Langerhans is mediated by electrical activity characterized by 
oscillations of depolarising bursts of action potentials and silent phases that are modulated by extracellular 
glucose concentration. Electrical activity thus directly combines blood glucose levels to insulin release, and 
therefore it is not only an indirect measure of insulin release but also an ideal parameter to assess beta-cell 
function. Here we show a non-invasive approach to record oscillatory activity of intact islets of Langerhans on a 
MEA based system that will allow to easily monitor alterations in beta-cell function in vitro. 
 

1 Introduction 
The proteohormone insulin is one of the key 

players for the maintenance of blood glucose 
homeostasis in humans. Pancreatic beta-cells are 
responsible for production and release of insulin after 
nutrient uptake. Elevated blood glucose concentration 
is directly sensed by the beta-cells, resulting in an 
instantaneous release of insulin finely adjusted to the 
glucose concentration. Dysfunction of beta-cells leads 
to a pathological change of the blood glucose level. 
 

Fig. 1: A Microscopic view of a single murine islet of Langerhans. 
B Microelectrode array (MEA, Multi Channel Systems). C Islet of 
Langerhans placed on top of a MEA electrode D Membrane 
potential recording with an intracellular microelectrode from a beta-
cell in an intact islet. Upward voltage deflections are Ca2+ action 
potentials on top of the so-called plateau phase. E Field potential 
recording on MEA electrode. The recording is qualitatively 
comparable to intracellular measurements. D and E in 10 mM 
glucose.  

Modern sedentary life style and malnutrition are 
among the factors that can leads to chronically 
increased insulin secretion and a subsequent 
progressive degeneration of beta-cells triggered by 
oxidative stress and low-grade inflammation. As a 
result the beta-cells cannot compensate for the 

increased insulin demand of the body. Consequently, 
blood glucose level rises, culminating in type 2 
diabetes mellitus (T2DM). Within the next 20 years a 
dramatic increase of T2DM patients worldwide is 
predicted, rising from 171 million in the year 2000 to 
estimated 366 million in 2030 [1]. The increasing 
prevalence and the fact that T2DM is still not curable 
demonstrates the importance to better understand the 

underlying cellular mechanisms of this disease. 
 

Fig. 2: Sketch of the fraction of plateau phase [%] (FOPP) for the 
quantification of beta-cell activity. 

 
The secretion of insulin is mediated by a 

characteristic oszillatory electrical activity within the 
beta-cells that is modulated by blood glucose 
concentration. This direct linkage between glucose 
level, electrical activity and insulin secretion is called 
stimulus-secretion-coupling (SSC). In brief, glucose 
enters the beta-cells via glucose transporters, resulting 
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in an acceleration of metabolism and ATP production. 
This closes ATP-sensitive K+ channels (KATP-
channels), resulting in depolarisation of the membrane 
potential (Vm) followed by the opening of voltage-
dependent Ca2+ channels. The subsequent rise of the 
cytosolic Ca2+ concentration ([Ca2+]]c) is the trigger 
for the exocytosis of insulin containing vesicles. The 
effect of repolarisation occurs due to the activation of 
voltage- and Ca2+-dependent K+ channels, 
respectively.  
 

 
Fig. 3.: Increasing extracellular glucose concentration results in 

higher FOPP. A Long term recording at different glucose 

concentrations. B Magnification of recordings in 8 and 10 mM 

glucose. 

 
Long-lasting glucose stimulation above a 

threshold (~ 6 mM glucose) initiates electrical 
activity. Thus, electrical activity in beta-cells appears 
as characteristic oscillations of depolarising Ca2+ 
action potential bursts and hyperpolarised interburst 
phases. The length of the bursts is modulated by the 
extracellular glucose concentration. 

The oscillatory pattern can be analysed by 
calculating the ratio of burst to interburst phases, 
specified as fraction of plateau phase (FOPP ~ 
percentage of time with spike activity) (Fig. 2). The 
FOPP increases in dependence of the glucose 
concentration between ~ 6 - 25 mM. 

 
 
 
 
 
 
 
 
 
 
 

 

Fig. 4: Glucose concentration response curve (CRC) plotted as 

FOPP against glucose concentration [mM]. In 3 mM glucose no 

activity was detected while 30 mM led to continuous activity. The 

obtained glucose CRC is in good agreement with findings of other 

studies using intracellular methods. 

The classical electrophysiological tools to 
measure the FOPP like the sharp microelectrode or 
patch-clamp technique require high technical skills 
and/or interfere with beta-cell function. Here we 
present a new tool to overcome these limitations, by 
using microelectode arrays (MEA) to non-invasively 
record beta-cell activity from islets of Langerhans [2]. 
The advantages of this approach include its simplicity 
and high throughput compared to classical methods. 
In the following extracellular recordings of beta-cell 
oscillations and their modulation by substances are 
shown not only to demonstrate the validity of the 
method to access beta-cell function but also to 
illustrate its suitability as pharmacological test 
platform. 

 

Fig. 5: A Application of  H2O2 induces oxidative stress. 0.3 mM 
H2O2 decreased the FOPP by 31  3 % (n=14) in 10 mM glucose. a 
and b magnification of recordings in  10 mM glucose (left trace) and 
10 mM glucose + 0.3 mM H2O2 (right trace). B H2O2 concentration-
response-curve. Data are normalized to control in 10 mM glucose 
and plotted as ∆FOPP against the H2O2 concentration.  

2 Material and Methods 
Islet preparation 
Intact islets of Langerhans were isolated from 

adult C57Bl/6 N or NMRI mice (Janvier, France) by 
collagenase digestion and subsequently cultured up to 
3 days in RPMI 1640 medium supplemented with 
10% fetal calf serum, 100 U/ml penicillin and 100 
µg/ml streptomycin.  

 
Solution and chemicals 
Extracellular recordings of Vm by MEA were 

achieved in a solution containing (in mM) : 140 NaCl, 
5 KCl, 1.2 MgCl2, 2.5 CaCl2, 10 HEPES, pH 7.4, and 
glucose as indicated. The culture medium RPMI 1640, 
fetal calf serum, penicillin/streptomycin and the Ca2+ 
binding fluorescent dye fura2-AM were provided by 
Invitrogen (Karlsruhe, Germany). 
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MEA Setup 
MEA recordings were obtained using a 

MEA1060-inv amplifier with MC-Rack software 
(Multi Channel System, Reutlingen, Germany). Data 
were filtered online (10 Hz - 3 kHz), sampled at 5-25 
kHz and low pass filtered offline at 25 Hz. Mouse 
islets were arranged on a MEA and substances were 
either applied by bath perfusion or added directly into 
the bath. All experiments were performed at 37°C 
whereby [Ca2+]c was determined by imaging 
technique. 

 
Electrophysiological recordings 
Whole islets of Langerhans with a diameter of 

100 to 300 µm were incubated for 10 min in 3 mM 
glucose and then placed on top of a MEA electrode 
(Fig. 1 C). The overall procedure for islet handling 
took less than 20 min. The MEA bath chamber was 
continuously perfused throughout the recordings. The 
measurements typically started in 3 mM glucose that 
is below the threshold to trigger electrical activity. 
Oscillatory activity was observed at extracellular 
glucose concentrations between 6 and 25 mM. 
Analysis of the oscillatory activity was obtained by 
determining the alterations of FOPP. 
 
 

3 Results 
Elevation of the extracellular glucose 

concentration from initial 3 mM to 10 mM led to a 
transient electrical activity followed by rhythmic 
alterations between bursts and silent phases. This 
oscillatory pattern was stably detectable over extended 
time periods (more than 2h). The success rate to detect 
these signals was in the order of 75 % (Fig. 3). 

The MEA-based non-invasive extracellular 
recordings were qualitatively comparable to 
conventional intracellular recordings (Fig. 1 D and E). 
Length of bursts and interbursts are dependent on the 
extracellular glucose level. At 3 mM glucose no 
activity was recorded (n=10). Concentrations of 6, 8, 
10 and 15 mM resulted in dose-dependent oscillations 
with FOPPs of 22 ± 3 % (n = 5), 36 ± 4 % (n = 5), 38 
± 3 % (n = 8), and 56 ± 4 % (n = 11), respectively. A 
further increase to 30 mM led to a transition into 
continuous activity (n = 5). The obtained 
concentration-response curve revealed a half-maximal 
stimulation at 12 ± 2 mM (Fig. 4), in line with 
previous data recorded intracellularly [3]. 

The electrical activity of the islets was influenced 
by ion channel modulators known to have an impact 
on beta-cell activity. Application of the KATP channel 
opener diazoxide (100 µM) resulted in a silencing of 
the oscillatory pattern, most likely due to 
hyperpolarization of Vm. Subsequent application of 
the KATP channel blocker tolbutamide (150 µM) on the 
other hand, partially restored the electrical activity, 

probably by depolarization of the cells beyond the 
threshold for L-type Ca2+ channels (Fig. 7 B). 
Furthermore the application of 10 µM nifedipine, a 
specific Ca2+ channel antagonist, completely 
diminished the oscillatory activity (Fig. 7 A). Next we 
investigated the link between Vm and the cytosolic 
Ca2+ concentration. Therefore MEA recordings were 
combined with simultaneous Ca2+ imaging, using 
fura2-AM as Ca2+ sensitive dye. In 10 mM glucose it 
could be shown that burst phases and transient 
increases of [Ca2+]c were highly correlated (Fig. 6). 
Taken together these findings confirmed that the burst 
activity recorded by the MEA technology is Ca2+ 
driven as shown previously by intracellular recordings 
[4]. 
 

Fig. 6: Simultaneous recordings of electrical activity and [Ca2+]c. 
The upper trace display glucose-induced electrical activity. The 
lower trace show measurements of [Ca2+]c. Each burst of APs is 
accompanied by a peak in [Ca2+]c. Glucose concentration was 10 
mM.       

 
It is well known that oxidative stress 

progressively leads to the impairment of beta-cell 
function and is crucial for the development of T2DM. 
Oxidative stress can be induced experimentally by 
confronting the cells with low concentrations of H2O2, 
a well described donor of free radicals. Application of 
H2O2 in 10 mM glucose led to a concentration-
dependent decrease of the FOPP. At 0.3 mM H2O2 the 
FOPP decreased from 44 ± 4 % to 31 ± 4 % which 
equals a reduction of 30 ± 3 % (n=14). Overall the 
half maximal inhibition of the FOPP was 0.49 ± 0.2 
mM (Fig. 5). The high sensitivity of the system to 
record even small changes of electrical activity as 
shown in the H2O2 experiments will enable us to test 
for the effects of beta-cell modulators precisely. 
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Fig. 7: A Application of 10 µM nifedipin to a oscillating islet of 
Langerhans. The specific Ca2+ channel antagonist completely 
inhibits the oscillatory activity. The effect of nifedipin is reversible.  
B The application of the KATP channel opener diazoxide (100 µM; 
middle trace) results in a silencing of the oscillatory activity. An 
additional application of the KATP channel blocker tolbutamide (150 
µM; right trace), on the other hand, restored the electrical activity.  

4 Discussion 
Here we demonstrate a novel tool to non-

invasively record physiological electrical activity of 
beta-cells in intact islets of Langerhans. The signals 
most likely reflect the summation of potential changes 
from several beta-cells rather than discrete field action 
potentials. The validity of this novel approach was 
demonstrated by using modulators with known effects 
of beta-cell activity recorded by classical 
electrophysiological methodologies such as 
intracellular recordings. In comparison to the classical 
methods, however, the MEA based technology has 
several advantages. First, recordings are easy to obtain 
and with higher success rate in comparison to 
conventional methods. Second, the non-invasiveness 
of the method conserves the natural behaviour of the 
cells. This enables detection of even small modulatory 
FOPP changes as shown by the effect of oxidative 
stress on oscillatory activity.  

To summarise, MEA-based recordings of beta-
cell oscillatory activity can be a useful platform to e.g. 
better understand the mechanism of T2DM and the 
beta-cell physiology in general.  

Several further applications are imaginable, such 
as addressing both acute and chronic effects of 
metabolites or to study transgenic animal models. In 
addition the simplicity and high throughput potential 
of the method makes it suitable as a screening tool in 
diabetes drug development. 
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Abstract 
In this work, a novel in vitro model of ammonia toxicity is introduced as a tool for studying hepatic encephalopathy 
(HE). Electrically active rat neuronal networks on microelectrode arrays (MEAs) were exposed to ammonium chlo-
ride solution, and their responses to glutamine synthetase inhibition and N-methyl-D-aspartic-acid (NMDA) recep-
tor antagonists were examined. Blocking NMDA receptors turned out to be sufficient to prevent ammonium chlo-
ride effects. Our model of ammonia toxicity could be helpful to deepen the understanding of HE and to evaluate 
potential pharmacological targets. 
 

1 Background/Aims 
HE is a neuropsychiatric syndrome in patients 

with liver disease mediated mainly by ammonia. Am-
monia neurotoxicity is associated with enzymatic 
glutamine formation in astrocytes and excessive acti-
vation of NMDA receptors [1]. The present work in-
troduces an in vitro model of HE using co-cultures 
appropriate to study the disturbance of astrocytic-
neuronal interaction on a functional level, represent-
ing complex in vivo conditions while profiting by the 
advantages of an in vitro model. 

2 Material and Methods 
Synchronous bursting behaviour of rat cortical 

cells was recorded on MEAs after 24 hours of ammo-
nium chloride exposure (5 mmol/l) as described else-
where [2]. Additionally, the glutamine synthetase in-
hibitor methionine sulfoximine and the NMDA recep-
tor antagonists DL-2-Amino-5-phosphono-pentanoic 
acid [2] and Memantine hydrochloride (n=5 MEAs) 
were applied both individually and in combination 
with ammonium chloride. 

As a statistic measuring firing synchrony, 
Cohen’s kappa (range ±1) was averaged across all ac-
tive pairs of electrodes. Numbers of bursts per minute 
and kappa are given relative to medium baseline. For 
statistical analysis, the Wilcoxon signed-rank test 
(medium set to 1) was performed. 

3 Results 
Ammonium chloride increased bursting activity 

(Fig.1) but suppressed firing synchrony (Fig. 2). Inhi-
bition of glutamine synthetase, which prevents ammo-
nia fixation in astrocytes, caused qualitatively similar 
changes, although not statistically significant (Fig. 1, 

2). Methionine sulfoximine pretreatment neutralized 
ammonium chloride induced excitation (Fig. 1), but 
could not prevent ammonium chloride induced desyn-
chronization (Fig. 2). 

While NMDA receptor antagonists did not influ-
ence burst rates after 24 hours (Fig.1), they increased 
kappa (Fig.2). Furthermore, NMDA receptor antago-
nists prevented ammonium chloride induced changes 
in both burst rate and synchrony (Fig. 1, 2). 

 
Fig. 1: Bursts/min 24 hours after application of test substances. Data 
concerning Ammonium chloride, Methionine sulfoximine and DL-
2-Amino-5-pentanoic acid adopted from [2]. 

8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012 167

Pharmacology, Toxicology, and Drug Screening



 

 

 
Fig. 2: Kappa 24 hours after application of test substances. Data 
concerning Ammonium chloride, Methionine sulfoximine and DL-
2-Amino-5-pentanoic acid adopted from [2]. 

4 Conclusions 
Ammonium chloride induced desynchronization 

of in vitro neuronal networks may appropriately repre-
sent neuronal network dysfunction in HE. This sug-
gests MEA technology to be a valuable tool for study-
ing protective measures against ammonia toxicity. The 
results of the present work support the assumption 
that NMDA receptor activation is the principal 
mechanism mediating ammonia toxicity to the brain. 
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Abstract 
Tinnitus (“ringing in the ears”) affects approximately 50 million people worldwide, with 10 million being highly debili-
tated. Pharmacotherapy for tinnitus is still in emerging stages due to time consuming clinical trials and/or animal 
experiments.  We tested a new cellular model where induced rapid neuronal firing or spiking was used as a mimic 
for the presumed type of aberrant activity that may occur in tinnitus. Spontaneously active auditory cortical net-
works growing on microelectrode arrays were exposed to 1.0 mM Pentylenetetrazole (PTZ) and showed increases 
in spike rate by 139.6 ± 27 percent and burst rate of 129.7 ± 28 percent.  Reductions of increased activity were 
observed; the potency of the drugs was linopirdine > L-carnitine > pregabalin > gabapentin.  These studies pro-
vide proof of principle for the use of auditory cortical networks on microelectrode arrays as a workable platform for 
semi-high throughput application for screening of drugs that might be used for the treatment of tinnitus. 
 

1 Introduction 
Tinnitus is a highly debilitating otological condi-

tion that has defied medical and rehabilitative treat-
ment. The sounds perceived as tinnitus are usually 
high-pitched whistles, but some individuals report 
hearing other noises such as hissing, buzzing, chirp-
ing, clicking, or other internally generated annoying 
sounds [1]. The condition affects approximately 50 
million people worldwide. Contemporary approaches 
to treatment consist of behavioral modification tech-
niques and so-called tinnitus maskers. Pharmacologi-
cal agents to treat tinnitus have not been readily forth-
coming due to unconvincing clinical trials and a lack 
of well-established animal models [2]. Previous in 
vivo animal models for testing drugs that may allevi-
ate tinnitus have also not proven effective [3]. Fur-
thermore, drug companies that are involved in bring-
ing new drugs to market have not developed an inter-
est in tinnitus. Given the number of people who are 
suffering from tinnitus, the condition cannot be classi-
fied for the development of orphan products. There-
fore, the basic mechanisms underlying tinnitus that 
would lead to better treatment regimens are not well 
understood and therefore needs further clarification.  

2 Method 
We induced a tinnitus-like excitatory activity in 

vitro in spontaneously active mouse auditory cortical 
networks growing on microelectrode arrays (MEA). 
We exposed the cultures to Pentylenetetrazole (PTZ), 
a pro-convulsant GABAA antagonist, that up-
regulated electrical firing. We surmised that GABAA 
receptors are perhaps involved in the initiation and 

maintenance of tinnitus. Auditory cortical networks 
were then treated with four experimental “tinnitus 
drugs”, Linopirdine (a potassium channel blocker), L-
Carnitine (an antioxidant), and the selective Ca2+ 
channel blockers Pregabalin (Lyrica) and Gabapentin 
(Neurontin).  

3 Results 
PTZ significantly increased spike rate and burst 

rate activity of auditory cortical networks (Table 1). 
We interpreted the increased neuronal activity to be 
presumably mimicking tinnitus, with phenotypic high 
firing of over-excited neurons. We saw a reduction of 
the increased network activity that was brought on by 
PTZ when the experimental tinnitus drugs were ap-
plied. The potency of the drugs was Linopirdine > L-
Carnitine > Pregabalin > Gabapentin (Fig. 1).  
 
Table 1. Percent increase in spike rate and burst rate under 1.0 mM 
PTZ (n = 39) 

          % Spike          % Burst 
Average  139.6 129.7 
SEM 27.2 27.7 
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Fig. 1. Concentration-response curves for auditory cortical networks 
pre-treated with 1.0 mM PTZ followed by application of linopirdine 
(LP; n = 3), L-carnitine (LC; n = 3), pregabalin (PG; n = 3), and 
gabapentin (GP; n = 3). EC50 are shown by 50% reduction with 
solid line. Note: GP does not reach 100% inhibition. 

4 Conclusions 
The in vitro auditory cortical networks growing 

on MEAs served as an effective platform for semi-
high throughput application for screening of drugs 
that might be used for the treatment of tinnitus. Our 
purpose, therefore, was to test the efficacy of several 
drugs already available on the market (repurposed 
drugs) that might attenuate increased ongoing electri-
cal activity of mouse auditory cortical neurons. We 
conclude that the MEA platform served as an efficient 
vehicle for initially screening drugs that may (or may 
not) prove efficacious for reducing the percept of tin-
nitus [4].  
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Abstract 

In in vitro experiments, the concentration-response curve of Dynorphine A shows for some features a triphasic 
shape. These concentration-response curves can exhibit non sigmoid shape, then indicating that different mecha-
nisms affect the neuronal activity. So far, there is no tool available which can cover sufficiently triphasic (i.e. the 
curve has two local extremes) concentration-response curves. 

 

1 Background/Aims 
Concentration-response curves of MEA-

neurochip experiments can be very often multiphasic. 
Considering that, it is a great need to have robust and 
reliably concentration-response curve fits especially 
for high-throughput needs and to identify certainly 
multiphasic behaviour. 

In in vitro experiments, the concentration-
response curve of Dynorphine A shows for some fea-
tures a triphasic shape. The aim is to provide a satisfy-
ing fit of such a curve.  

For the experiments frontal cortex neurons ex-
tracted from embryonic mice are cultivated on mul-
tielectrode array (MEA) neurochips [1]. The activity 
of single neurons in such networks is recorded espe-
cially the change of network activity caused by long-
term application of neuroactive substances, such as 
Dynorphine A. Dynorphine A is used in cancer pain 
treatment [2]. Based on the data, different features [3] 
are calculated adapted from spikes and bursts and 
separately displayed in concentration-response curves 
[4]. These concentration-response curves can exhibit 
non sigmoid shape, then indicating that different 
mechanisms affect the neuronal activity. So far, there 
is no tool available which can cover triphasic (i.e. the 
curve has two local extremes) concentration-response 
curves. 

2 Methods 

2.1 Data 
We applied both curve fitting approaches de-

scribed below to respectively data from nine different 
experiments which are derived by adding Dynorphine 
A with concentrations between 1E-16 and 1E-04 Mol. 

The concentration-response curve is given as one 
of twelve chosen features depending on the logarithm 
of concentration (Table 1). The features are calculated 
as means of nine experiments with Dynorphine A. 

2.2 Curve Fitting 
We present two methods to calculate multiphasic 

concentration-response curves: A fitting algorithm, 
extending the method described in Motulsky and 
Christopoulos (2003) [4], is developed to fit multipha-
sic, biologically reasonable concentration-response 
curves. To fit triphasic concentration-response curves 
the datasets have to have at least 10 data points. For a 
triphasic curve a sigmoid curve is calculated for each 
of the three phases (see Figure 1(a)). The three sig-
moid curves are added up in their corresponding 
range. We call this method multiphasic concentration-
response relationship (MCRR). Secondly, an asym-
metric Gaussian function is applied to the MEA neu-
rochip data (data by courtesy from NeuroProof 
GmbH, Rostock, Germany). The lower and upper 
boundaries as well as the starting values are chosen 
according to the datasets. Because our models are 
non-linear, the fitting method 'non-linear least squares' 
was chosen. As fitting algorithm the trust region 
method was used. 

2.3 Validation 
Firstly, the validation was done visually. Sec-

ondly, the adjusted R-squared was calculated. 

3 Results and Discussions 
We have calculated the concentration-response 

curves for twelve features and nine experiments, i.e. 
108 graphs are plotted respectively for each method. 
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Twenty-two of these 108 graphs are triphasic (one ex-
ample is shown in Figure 1) based on the definition 
that the data points possess two local extremes.  

For the MCRR method the visual validation ex-
hibits that 16 of 22 fits follow the data points well. 
The visual validation of the asymmetric Gaussian 
function showed that 20 of 22 fits are sufficient. The 
curves appear “edgy” and have to be smoothened. 

Table 2 shows the sufficient and insufficient fits 
of the triphasic concentration-response curves for the 
MCRR method and the asymmetric Gaussian func-
tion. One of the two insufficient fits with the asym-
metric Gaussian function was satisfactorily fitted with 
the MCRR method. 

The methods described above lead to new fea-
tures, e.g. area under the curve and curvature. We aim 
to use these features for classification with machine 
learning algorithms like neuronal networks or support 
vector machines to identify unknown substances.  

4 Conclusions 
Both methods, MCRR and asymmetric Gaussian 

function, deliver good fits of triphasic concentration-
response curves. The methods do not require interac-
tion by the user, e.g. for the choice of parameters; 
therefore both methods are suited for high-throughput 
evaluation. 

 

Table 1: Twelve chosen features; each depending on the concentra-
tion of the added neuroactive substance. 

Representation Feature 

Mean spike rate (spikes per minute) 

Mean burst duration General activity 

Mean per cent of spikes in burst 

Simplex (number of highly synchronized 
spike events) 

Event of summarized integrated approxima-
tion curve 

Synchronisation 

SynShare (fraction of highly synchronized 
neurons) 

Standard deviation of the burst plateau 

Standard deviation of burst rate 
(bursts per minute)  Oscillation 

properties  
Standard deviation of burst period 
(burst duration and the following duration to 
the next burst) 

Mean burst plateau 

Mean burst amplitude Burst structure 

Mean plateau position 

 
 

Table 2: Fitting results of the triphasic concentration-response 
curves. The table shows the number of sufficient and insufficient 
fits for the MCRR method and the asymmetric Gaussian function. 

 
(a) 
 
 
 
 
 
 
 
 
(b) 

 
 
 
 
 
 
 
 
 
 
 
Fig. 1. Fit of a triphasic concentration-response curve for the feature 
standard deviation of the burst rate. (a) The graph shows the three 
phases which depend on the two local extremes. The MCRR method 
was used to fit the concentrations-response curve. In this case, the 
adjusted R-squared is 0.90. (b) The asymmetric Gaussian function 
was used. In this case, the adjusted R-squared is 0.96. 
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Method MCRR 
Asymmetric  

Gaussian function 

adjusted R-squared ≥ 0.8 9 20 

adjusted R-squared < 0.8 13 2 
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Abstract 
Ghrelin is a neuropeptide regulating multiple physiological processes, including high brain functions such as learn-
ing and memory formation. However, the effect of ghrelin on network activity patterns and developments has not 
been studied yet. Therefore, we used dissociated cortical neurons plated on multi electrode arrays (MEAs) to in-
vestigate in vitro how acute and chronic exposure to ghrelin affects neuronal activity. We found that ghrelin appli-
cation has a strong stimulatory effect on neuronal activity, and causes a switch from synchronous to more dis-
persed asynchronous network firing. When chronically applied, ghrelin leads to earlier generation of “mature” ac-
tivity patterns, including neuronal bursts. 
 

1 Introduction 
The neuropeptide ghrelin plays a role in multiple 

physiological processes regulating energy metabolism, 
it has an excitatory effect on neuronal activity and 
stimulates synaptic plasticity. Recently it was related 
to dendritic spine architecture, long-term potentiation 
and cognition. However, the effect of ghrelin on neu-
ronal networks activity patterns and development has 
not been studied yet. Since this data is difficult to ac-
quire in vivo, and dissociated neuronal cultures plated 
on multi electrode arrays (MEA) are useful model for 
brain inquiry, we aimed at investigating in vitro how 
the acute or chronic exposure to ghrelin affects neu-
ronal activity patterns. 

2 Material and Methods 
Dissociated cortical neurons were cultured on 

MEAs. In the acute experiments, cultures were moved 
to the measurement set up and we recorded baseline 
activity for 1 hour. Then we replaced 300 µl of the 
medium with additional ghrelin to obtain a final con-
centration of 1 µM and recorded activity for 1 hour. In 
the chronic experiments (n=12), neurons were cul-
tured for a period of 4 weeks in a medium supple-
mented with ghrelin at 1 µM concentration. As a con-
trol we used 12 cultures from the same plating incu-
bated in plain medium. Their activity was recorded for 
at least one hour on different days in vitro (DIV). 

3 Results 
When applied acutely, ghrelin significantly raised 

the level of network activity (t-test: p<0.001), by 40% 
on average. Furthermore, ghrelin induced much lower 
synchronicity in the firing patterns compared with the  
 

 

 
Fig. 1. Effects of acute ghrelin application on activity patterns, cul-
ture at age 10 DIV. The figure shows 20 minutes of activity before 
(a), and after ghrelin application (b). The top rows of the panels 
depict the 60 electrodes, each tick represents a recorded action po-
tential. The bottom rows of both panels represent summed network 
activity. 

controls. Cultures usually had an initial pattern con-
sisting of periods of dispersed firing, alternated with 
periods of intense firing at most or all electrodes (Fig. 
1a). Ghrelin largely reduced these periods of synchro-
nized firing, leaving a more dispersed firing pattern in 
90% of the experiments (Fig. 1b). In the chronic ex-
periments, all cultures exhibited highly variable pat-
terns of spontaneous activity during their maturation. 
In the controls, at 7 DIV usually only random spikes 
were generated and there was no clear evidence of 
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collective bursts. However, ghrelin led to earlier for-
mation and activation of the networks. At young age, 
 

 

 
Fig. 2. Raster plots of the neuronal activity recordings in a control, 7 
DIV (a), and in culture incubated with ghrelin, 6 DIV (b). In the 
control culture at 6 DIV we did not measure any activity. The bot-
tom rows of both panels represent summed network activity. 

 

 
Fig. 3. Development of mean firing rates (normalized) of cultures 
incubated with ghrelin (n=6, ■) and under control conditions (n=5, 

♦). All activity levels in individual cultures are expressed as a frac-
tion of the mean level of that culture throughout development, and 
pooled into 5 day bins. The activity levels are averaged across cul-
tures for each bin. Both curves show an initial increase, followed by 
a plateau. Ghrelin (Ghr) cultures show higher activity levels in the 
first two weeks of development, and consequently reach their pla-
teau earlier than controls (CTRL). 

the activity of ghrelin cultures was substantially 
higher than that of the controls, and was exhibited as 
early as 3 DIV (Fig. 2). The activity pattern we ob-
served at 6 DIV in ghrelin cultures normally did not 
appear before 11-12 DIV in control cultures. In ghre-
lin cultures the mean firing rate reached a plateau 
around day 10-12, which is also considerably earlier 
than the controls (17-18 DIV) (Fig. 3). 

3 Conclusion/Summary 
Ghrelin has a stimulatory effect on the network 

activity levels, and changes the burst patterns in vitro. 
These probably result from increased synaptogenesis 
in ghrelin treated cultures, as it was shown recently 
about orexin A  [3]. Our results also provide clear evi-
dence that chronic application of ghrelin has a strong 
stimulating effect on functional network formation 
and leads to earlier generation of ”mature” activity 
patterns. Therefore, it could provide a molecular target 
for novel therapeutics for disorders related to neu-
rodegeneration and impaired synaptic plasticity.  
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Abstract 
The cellular subpopulations and connections of the circuits forming spontaneously during the neural differentiation 
of human pluripotent stem cells are not well characterized. We experimented with several pharmacological proto-
cols to find a protocol suitable for dissecting cellular subpopulations of the spontaneously forming networks. 
 

1 Background 
Several methods for differentiating neural cells 

from human pluripotent stem cells (hPSCs) have been 
published [1]. However, the cellular subpopulations 
and connections of the circuits spontaneously forming 
from these neurons remain unclear. The analysis of 
functional cellular subpopulations and connections 
requires activity measurements. Neural cell cultures 
are commonly measured with microelectrode arrays 
(MEAs) [2]. MEA measurements can be combined 
with pharmacological studies utilizing substances tar-
geting specific connections. Here, we tested several 
different pharmacological methods to study the sub-
populations underlying the activity of hPSC-derived 
neuronal networks. Particularly, we were interested in 
the participation of gap junctions, glutamatergic and 
GABAergic signalling in the network activity. 

2 Methods 

Obtaining neuronal networks 
The neural differentiation of hPSCs has been de-

scribed earlier [1]. Briefly, stem cell colonies were cut 
and allowed to from aggregates in a neural differentia-
tion medium. For final maturation, the cells were 
seeded as pieces of aggregates onto MEA dishes or 
cover slips.  

MEA measurements 
The maturation of the network was followed by 

performing MEA measurements at least once a week. 
The baseline was measured 2 hours after medium 
change. The pharmacological substance applications 
were performed by adding 1-2µl of the substance to 
the MEA dish. Carbenoxolone (CBX, 25µM) and gly-
cyrrhizic acid (GZA, 25µM) were applied for 15 min-
utes or 1 hour while CNQX (50µM), D-AP5 (35µM), 
glutamate (0.5, 1.5, 6.5, 11.5, 31.5, 51.5µM), bicu-
culline (Bic, 10µM) and GABA (0.5, 1.5, 6.5, 11.5, 

31.5, 51.5µM) were applied for 5 minutes before 
MEA measurement. Washout was measured after 
changing the whole medium to fresh culture medium 
and allowing the culture to stabilize for 2 hours. 

Calcium imaging 
Fura-2 AM (4µM) was incubated on cover slips 

in room temperature (+22oC) for 30 minutes. Ringer 
solution (44μM KH2PO4, 20mM HEPES, 4.2mM Na-
HCO3, 5mM glucose, 1mM CaCl2, 1.2mM MgCl2, 
137mM NaCl, 5mM KCl, pH adjusted to 7.4 with 
NaOH) was used for perfusion. GABAA receptor 
blocker Bic (10μM) was applied to induce intracellu-
lar calcium rises [3]. CBX (25μM) was used to block 
gap junctions.  
 

3 Results 

Gap junction studies 
Gap junction blocker CBX is known to have un-

specific effects. The specificity of CBX was studied 
by comparing its effects to the effects of a known ana-
logue GZA. GZA is not known to block gap junctions. 
The gap junction blocker CBX seemed to have more 
clear activity diminishing effect than its non-specific 
analogue GZA in a young (9 days) network. In a more 
mature network (45 days), the effect of CBX was even 
clearer. This stronger effect of the same CBX applica-
tion could reflect a change in the gap junction content 
of the neuronal network during maturation. The effect 
of CBX was reversible by washout to some extent. 

 
Fig. 1. Gap junction pharmacology on MEA. Error bars represent 
standard deviation. 
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The gap junction content of maturing networks 
was studied with calcium imaging. The network was 
first applied with Bic, then Bic + CBX and finally 
with Bic. The Bic application produced a calcium 
level increase in cells. Cells which produced a calcium 
level increase in response to both Bic applications 
were considered as Bic responsive cells. The amount 
of Bic responsive changed gradually during network 
maturation. This possibly reflects change in the 
GABAergic signalling. During the simultaneous ap-
plication of Bic and CBX some cells produced a re-
sponse to Bic while the rest were not affected. The 
amount of affected cells was thought to reflect the 
amount of cells with gap junction mediated activity. 
The amount of these cells decreased rapidly during 
network maturation. 

Studying glutamatergic and GABAergic subpopu-
lations 

Glutamatergic and GABAergic signalling were 
studied with MEAs by applying a competitive antago-
nist (CNQX+D-AP5 or bicuculline) and an increasing 
concentration of the agonist (glutamate or GABA). 
Three different groups of hPSC -derived neuronal 
networks were applied with this protocol. Two of 
these groups were produced from the same hESC -line 
but were differentiated towards neural progenitors for 
different periods (8 or 12 weeks). The third group was 
produced from hIPSC -line and was differentiated for 
8 weeks. All groups were allowed to mature for 34 
days. The activity of all of these groups was reduced 
by the application of CNQX and D-AP5. The activity 
of all of the cultures was recovered to some extent 
with subsequential glutamate concentration increases. 
However, the networks of different origin recovered 
differently. Thus, possibly reflecting a difference in 
cellular subpopulations and connections formed. 

After washout, a similar pharmacological proto-
col was used to study the GABAergic signalling dif-
ferences. The application of Bic decreased the activity 
in the two of the groups (12 weeks differentiated 
hESC -line and 8 weeks differentiated hIPSC -line) 
and increased the activity slightly in one of the group 
(8 weeks differentiated hESC -line). The trend of this 
change seemed to continue in all groups during the 
application of the lowest concentration of GABA. 
Hence, it is possible that the time point for Bic effect 
measurement should be later or the incubation time 
should be longer. The application of Bic and an in-
creasing GABA concentration had very little effect on 
the hIPSC –line derived network. However, 31.5 and 
51.5µM GABA concentrations had a clear and uni-
form effect on the networks derived from the same 
hESC –line. Thus, it could be possible that this kind of 
protocol reflects the difference in cellular subpopula-
tions and connections formed. 

 
Fig. 2. Glutamatergic and GABAergic pharmacology on MEA. Er-
ror bars represent standard deviation. 

4 Conclusions 
Early activity of the hPSC-derived neuronal net-

works was found to be mediated by gap junctions as 
well as by glutamatergic and GABAergic signalling. 
These mechanisms are known to participate in the 
network activity occurring during the early brain de-
velopment. The amount of gap junction and GABAer-
gically mediated signalling seemed to change during 
network maturation. The described pharmacological 
protocols seemed promising for studying differences 
in cellular composition and functional connections. 
However, these results should be in the future cross 
checked with immunocytochemistry. 
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Abstract 
ω-Agatoxin has been previously researched in single cells using patch clamps. These data have determined that 
this toxin blocks P/Q type calcium channels and inhibits neurotransmitter release. Although this information is per-
tinent to understanding the brain, it is also imperative to comprehend how ω-Agatoxin changes network activity. 
Frontal cortex networks plated on micro electrode arrays were utilized to record changes in spontaneous action 
potentials in response to increasing concentrations of ω-Agatoxin. Results illustrate that there are actually two 
separate populations of neurons, which have differing responses. Further examination by isolating glutamatergic 
synapses suggests that these populations represent excitatory and inhibitory synapses.    
 

1 Introduction 
ω-Agatoxin is a P/Q type calcium (Ca2+) channel 

blocker in vertebrates [1]. These Ca2+ channels are pre-
sysnatptic and highly involved in the release of neuro-
transmitters into the cleft [2, 3]. As such, blocking 
them will reduce the amount of neurotransmitter re-
leased. It is therefore believed that administration of ω-
Agatoxin will have a similar effect, which has been 
demonstrated in single cell patch clamp studies [1, 3].  

However, neurons do not function solely as indi-
vidual cells, but as a functionally connected network. 
Therefore, we investigated the effect of ω-agatoxin on 
the spontaneous action potentials of cultured frontal 
cortex networks using microelectrode arrays (MEA).     

2 Methods/Statistics 

2.1 Cell Culture 
Frontal cortex was extracted from timed pregnant 

E17 ICR mice. The tissue was enzymatically and me-
chanically dissociated. The cells were then plated on 
64-channel MEAs at a denisty of 150,000 cells. Cul-
tures were contained in DMEM supplemented with 
B27, acorbic acid, fetal bovine, and horse serum for the 
first two days, at which time serum was removed. 
Dishes were maintained in an incubator at 37 °C with 
10% CO2 and 50% media changes twice a week. 

2.2 Extracellular Recordings 
After three to four weeks in-vitro pharmacological 

experiments were performed by measuring extracellu-
lar action potentials. Cultures were kept at 37 °C and 
perfused constantly at 1mL/min with DMEM enhanced 

with HEPES, Sodium Bicarbonate, and glucose. After a 
90 minute baseline was established, ω-Agatoxin was 
adminstered to the perfusion media for 30 minutes each 
at the following concentrations: 10nM, 50nM, 100nM, 
and 200nM. To examine if the observed changes were 
reversible, fresh media was perfused for 60 minutes.  

Frontal cortex contains both excitatory and inhibi-
tory neurotransmitters and blocking them presynapti-
cally may have differing effects on the postsynaptic 
firing. To investigate this possibility, additional net-
works underwent the same procedure, but had 5μM Bi-
cuculline, a GABA receptor blocker, added to the per-
fusion media. This permitted the recording of excita-
tory synapses only.         

  2.3 Data Analysis 
Mean spike rates were determined for each unit 

and normalized to its baseline. Rates were then aver-
aged within a network. Outliers were removed if they 
were 2 standard deviations from the mean on at least 
half of the time points examined. Results were ana-
lyzed with a repeated measures ANOVA proceeded by 
planned contrasts to compare each concentration to 
baseline. Data represent responses from 168 units over 
six networks. Since networks are heterogeneous, a two-
step cluster analysis was conducted to assess whether 
or not differential effects of ω-agatoxin exposure on 
spike rate could be distinguished. Resulting clusters 
were analyzed separately. 
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3 Results 
Cluster analysis concluded that there were two 

types of responses to ω-agatoxin (Table 1).  
 

Cluster Number of Units Percent (%) 

1 79 47 

2 89 53 

Total 168 100 

Table. 1. Two-step cluster analysis of mean spike rate of frontal cor-
tex neurons 

 
A repeated measures ANOVA of cluster 1 revealed 

a significant main effect across doses of ω-Agatoxin on 
spike rate, F(5, 25) = 21.51, p < .01 (Fig. 1).  Planned 
contrasts indicated that, compared to baseline, the 
spontaneous firing rate decreased in a concentration 
dependent manner. Although this reduction was par-
tially reversed during wash, spike rate was still signifi-
cantly less p < .01. 

 

  
Fig. 1. Spike rate of cluster 1 frontal cortex neurons in re-
sponse to increasing concentrations of Agatoxin. Mean spike 
rate was determined for each unit and normalized to its base-
line and then averaged across a network. Values represent 
mean ± SEM. 

 
A repeated measures ANOVA of cluster 2, indi-

cated that there was no statistically significant change 
in the spontaneous firing rate with exposure to ω-
Agatoxin, p > .05 (Fig. 2) 

 

 
Fig. 2. Spike rate of cluster 2 frontal cortex neurons in re-
sponse to increasing concentrations of Agatoxin. Mean spike 
rate was determined for each unit and normalized to its base-
line and then averaged across a network. Values represent 
mean ± SEM. 

 

To determine if the two effects detected in frontal 
cortex cultures were from GABAergic vs.  Glutamater-

gic populations, Bicuculline was added (Fig. 3). Ex-
amination of the dose curve illustrates a pattern which 
parallels cluster one.  

 

 
Fig. 3. Spike rate of glutamatergic frontal cortex neurons in re-
sponse to increasing concentrations of Agatoxin. Mean spike rate 
was determined for each unit and normalized to its baseline and 
then averaged across a network. Values represent mean ± SEM. 

 

4 Conclusions 
Inspection of the data suggests that there were dif-

ferent reactions to ω-agatoxin depending on the unit. 
Two-step cluster analysis of spike rate modulation re-
vealed two sub-populations. Cluster one displayed a 
significant decrease in activity compared to baseline 
and this reduction was only partially remediated with a 
wash (Fig. 1). Decline of action potentials to 50% of 
baseline occurred at 100 nM, with the maximum drop 
of 47% at 200 nM. Cluster two demonstrated an in-
crease in firing, although this change was not signifi-
cant compared to baseline (Fig. 2).  

Since P-type Ca2+ channels have a significant role 
in both excitatory and inhibitory neurotransmission, it 
is possible that the clusters identified are associated 
with these two different classes of neurons. To ascer-
tain this theory, the GABA receptors were blocked with 
Bicuculline. These networks also exhibited a decline in 
spike rate (Fig. 3). Moreover, this response was most 
similar to that observed in neurons classified as cluster 
1.  

This preliminary data supports the theory that the 
individual clusters detected in frontal cortex networks 
represents excitatory and inhibitory populations. These 
results further suggests that ω-agatoxin affects these 
groups differently such that it decreases activity by 
blocking Glutamate release, but increases activity by 
blocking GABA release. 
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Abstract 
Cisplatin is a platinum-based chemotherapy drug which is widely used to successfully treat various types of can-
cers. However, patients undergoing cisplatin treatment often suffer from numerous side effects including ototoxic-
ity, tinnitus, nephrotoxicity, peripheral neuropathy and seizures.  D-Methionine (D-Met), a sulfur-containing nucleo-
philic antioxidant, has been shown to prevent cisplatin-induced side effects in animals without antitumor interfer-
ence. Herein, we have used an in vitro model of cortical networks (CNs), enriched in auditory cortex cells, to 
quantify cisplatin neurotoxicity and the protective effects of D-Met. Results show that 1.0 mM D-Met effectively 
protected against excitation induced by lower concentration of cisplatin and irreversible activity loss by higher con-
centration. Lower concentration (0.5 mM) of D-Met showed less protective effect. 
 
 

1 Introduction 

1.1 Background 

Cisplatin Toxicity 
The widely used anticancer drug cisplatin [cis-

diamminedichloroplatinum(II) (CDDP)] has serious 
side effects including neurotoxicity, ototoxicity and 
chemo brain [1-2]. To date, there are no chemoprotec-
tive agents in clinical use to combat these side effects.  

Neuroprotection of D-Methionine 
D-Methionine (D-Met) is an antioxidant that has 

shown to prevent cisplatin-induced ototoxicity in ani-
mals without antitumor interference [3-4]. However, 
D-Met has never been evaluated for its neuroprotec-
tive effects.  

1.2 Aim 
The aim of this study was to evaluate acute neu-

rotoxic effects of cisplatin and assess the protective 
effects of D-Met using an in vitro model of cortical 
networks (CNs), growing on microelectrode arrays 
(MEA).  

2 Method 
Dissociated neurons from auditory cortices of 

mouse embryos (E 16-17) were grown on MEAs with 
64 transparent indium-tin oxide (ITO) electrodes that 
enabled electrophysiological recording of neuronal 
activity. In addition, the glass carrier plate of the MEA 
and transparent ITO electrode conductors enabled 

maximum optical access during recording for morpho-
logical evaluations. CNs that were at least 21 days in 
vitro (div), were place in sterile stainless steel re-
cording chambers and mounted on an inverted micro-
scope stage. The networks were maintained at a tem-
perature of 370 C, pH of 7.3 and an osmolarity of 320 
mOsm/kg. The network activity (reference) was re-
corded continuously using a two-stage, 64-channel 
amplifier system (Plexon, Dallas, TX), and digitized 
simultaneously using digital signal processors. Vari-
ous concentrations of cisplatin were added to the bath 
and continuous recordings were made.  

3 Result 

3.1 Cisplatin dose-response on CNs 
Cisplatin concentrations of 0.10 and 0.25 mM in-

creased the spiking activity up to 200% over a period 
of seven hours. Cisplatin concentrations at or above 
0.5 mM caused irreversible loss of neuronal activity 
within two to three hours. (Fig.1). The loss of activity 
was accompanied by cell death, which is shown in 
Fig.2. The left top panel depicts neurons in the refer-
ence condition (yellow arrows), and the right top 
panel shows extensive neuronal death following expo-
sure to 0.5 mM cisplatin for seven hours. 
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Fig. 1. Dose response of cisplatin at 0.1 (n = 2), 0.25 (n = 3), 0.5 (n 
= 3), or 0.75 mM (n = 2) measured by percent change in spike rate 
monitored for 7 hours. 

 
Fig. 2. Phase-contrast image of selected neurons under reference (a), 
0.5 mM cisplatin (b), reference under 1.0 mM D-Met (c) and 1.0 
mM D-Met + 0.5 mM cisplatin (d). 

3.2 Protective effect of D-Met at 1.0 mM 
Pretreatment of CNs with 1.0 mM D-Met for one 

hour, prevented the cisplatin-induced excitation at 
0.10 and 0.25 mM (Fig.3), caused sustained excitation 
at 0.5 mM and delayed cessation of neural activity at 
0.75 mM cisplatin. Protection from D-Met pretreat-
ment was also evident in the morphological analysis. 
In Fig.2, the left bottom panel depicts neurons (ar-
rows) that are pretreated with 1.0 mM D-Met. The 
right bottom panel depicts the same set of neurons that 
are morphologically intact (arrows) despite applica-
tion of 0.5 mM cisplatin application. 
 

 
Fig. 3. Dose response of cisplatin at 0.1 (n = 2), 0.25 (n = 2), 0.5 (n 
= 5), or 0.75 mM (n = 2) under 1.0 mM D-Met pretreatment for 1 
hour. 

3.3 The effect of pretreatment concentration  
In order to identify if lower concentrations of D-

Met was equally protective, we pretreated the CNs 
with 0.5 mM of D-Met prior to application of 0.5 mM 
cisplatin. Fig.3 shows that the lower D-Met concentra-
tion did not prevent cessation of neural activity, thus 
exhibiting lesser protection (Fig.4).  

 
Fig. 4. Effect of pretreatment concentration of D-Met at 0 (n = 3) 
0.5 (n = 2), or 1.0 mM (n = 5) for 1 hour under 0.5 mM cisplatin 
exposure for 7 hours. 

4 Conclusion 
Pretreatment of CNs with 1.0 mM D-Met one 

hour prior to application of cisplatin provides effec-
tive protection against cytotoxicity induced by cis-
platin up to concentrations of 0.5 mM. Lower D-Met 
concentration of 0.5 mM showed less protective ef-
fects. Acute studies at high concentrations of cisplatin 
represent an efficient approach to establishing D-Met 
protection and justify a second phase of more labori-
ous chronic studies in vitro.  
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Abstract 
D-methionine (D-Met) and L-Carnitine (L-Car) are potential neuroprotective compounds against reactive oxygen 
species- (ROS) induced toxicity. The exact mechanism, however, remains unknown. In this study, we used in vitro 
cortical networks growing on microelectrode arrays to study the mechanism of D-Met and L-Car neuronal modula-
tion. Results indicated that both compounds activate GABAA receptors, which may offer an alternative pathway to 
their neuroprotective properties. 
 
. 

1 Introduction 
D-methionine (D-Met) and L-Carnitine (L-Car) 

are known for their neuroprotective properties against 
reactive oxygen species- (ROS) induced cellular de-
generations of cortical neurons and auditory cells [1-
3]. However, their effects on electrophysiological ac-
tivity modulation and their underlying mechanism of 
protection are less understood. Herein, we investi-
gated the effect of D-Met and L-Car on neuronal net-
works and have proposed an alternative pathway for 
cellular protection other than their known antioxidant 
properties.  

2 Method 
Neurons dissociated from auditory cortex of 

mouse embryos (E 16-17) were grown on monolayer 
MEAs consisting of 64 substrate-integrated indium-tin 
oxide microelectrodes spaced to a 1mm x 1mm ma-
trix. D-Met and L-Car were applied to network cul-
tures maintained at physiological conditions and spike 
production was used for quantification. The concen-
tration response was normalized to percent decrease 
from the reference activity, recorded independently 
for each experiment.  

3 Result 
D-Met and L-Car both reduced spike activity with 

100% efficacy. However, this was readily reversible 
by a complete medium change (wash).  The EC50 val-
ues for D-Met and L-Car were 1.08 ± 0.05 mM and 
0.22 ± 0.01 mM, respectively. In the presence of 1.0 
to 40 μM GABAA antagonist bicuculline, the sigmoi-
dal dose curves of both compounds exhibited up to 
10-fold step-wise shifts toward higher EC50, without 
change in efficacy. The EC50 values increased to 11.2 
± 1.0 mM for D-Met and 3.6 ± 0.3 for L-Car under a 

maximal bicuculline concentration of 40 μM (Fig.1 
and 2). Nonlinear regression analysis of receptor bind-
ing kinetics revealed that the agonist action of D-Met 
and L-Car are not directly competitive with bicu-
culline (Fig.3). 

 

 
Fig. 1. Concentration-response curves of D-Met in the presence of 0 
(“No Bicuculline”; n = 3), 1 (n = 3), or 40 µM (n = 3) bicuculline. 
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Fig. 2. Concentration-response curves of L-Met in the presence of 0 
(n = 3), 1 (n = 3), or 40 µM (n = 3) bicuculline. 

 
Fig. 3. Non-linear (semi-log) regression curve fit for pEC50 (-log 
EC50) funtions (y-axis) of bicuculline concentration (x-axis). Non-
standard slope (logarithmic slope ≠ 1) indicates a mechanism of 
receptor antagonism other than competitive binding. 

4 Conclusion 
The results indicate that the antioxidants D-Met 

and L-Car both modulate neuronal activity through 
reversible GABAA receptor binding. Though the exact 
binding kinetics is yet to be investigated, the involve-
ment of GABAergic mechanism may contribute to the 
protective actions of these compounds against neu-
ronal excitotoxicity and degeneration.  
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Abstract 
Anti-NMDA  receptor encephalitis is presumably caused in a direct way by antibodies against the N-methyl-D-aspartate re-
ceptor (NMDAR). The clinical picture predominantly comprises subacute psychosis and epileptic seizures. In first experi-
ments, we tested if antibody-positive cerebrospinal fluids (CSF) of patients suffering from this disease modulate in vitro neu-
ronal network activity which was recorded by microelectrode array. 

1 Introduction 

1.1 Anti-NMDA-R encephalitis 
  This kind of autoimmune disease belongs to a 

newly identified group of paraneoplastic syndromes.. 
Most patients are young females with a median age of 
23 and an ovarian teratoma [1]. Tumor removal often 
leads to an excellent clinicalrecovery. The disease en-
tity was first described by Dalmau et al in 2007 [2]. It 
was shown that antibody binding to the NR1 subunit 
of the NMDA-R leads to internalization of the recep-
tor and therefore to a complete loss of function [3]. In 
pilot experiments we tried to recapitulate these find-
ings on microelectrode arrays (MEA) to get an idea 
about the electrophysiological changes in network ac-
tivity that may lead to various neurological symptoms.  

 
Fig. 1. E18 rat cortical cells plated on MEA chip form a dense neu-
ronal network after 23 DIV. 

2 Material and methods 

2.1 Cell culture 
Cultures were prepared from cortical hemispheres 

of E18 Wistar rats. Tissue was digested enzymatically 
and seeded in a density of 150,000 cells/MEA in an 
80µl drop on PDL and laminin coated MEAs. 24h af-
ter seeding the MEAs were flooded with 1ml of cell 
culture medium. These cells begin to spike spontane-
ously after 2 weeks of culture, synchronized activity 
can be detected a few days later.. 

2.2 CSF recordings 
CSF samples from patients with anti-NMDA-R en-
cephalitis were kindly provided by Dr. Malter (Dept. 
of Epileptology, University Hospital Bonn). We took 
different patient CSF samples to verify the effects of 
anti-NMDA-R antibodies on neuronal network activ-
ity. As control, CSF from patients without neurologi-
cal diseases was used. From all patients informed con-
sent was obtained according to institutional guide-
lines. CSF. Samples were centrifuged and pH was 
adjusted to 7.4 with 1mM HEPES prior to measure-
ment. As an additional control we used an artificial 
CSF  (131) consisting of 150mM NaCl, 1mM CaCl2, 
3mM KCl and 1mM MgCl2. For each experiment, the 
array activity in “131” averaged from triplicate re-
cordings was taken as baseline. All recordings were 
done for 3 min with 2 min interruptions und an adap-
tation phase of 3-5 min after change of medium. Re-
cordings were analysed using the “SPANNER” soft-
ware (Result GmbH, Düsseldorf). As readout parame-
ters we choose the spike- and burst-ratio as well as 
Cohens kappa. 
Our first experiments indicate that CSF from patients 
with anti-NMDA-R encephalitis blocks network activ-
ity. 
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Fig. 2. Treatment with control CSF leads to increased network ac-
tivity whereas NMDA-R CSF almost completely blocks the network 
activity. 
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Nav1.1 channel mutation R1648H on the activity of 
murine neuronal networks 

Daniel Kirschenbaum, Snezana Maljevic, Holger Lerche, Marcel Dihné 
 
University of Tuebingen, Neurology 

Abstract 
Mutations in the SCN1A gene, encoding the Nav1.1 voltage-gated sodium channel have been associated with dif-
ferent forms of inherited epilepsy. The R1648H mutation, affecting the voltage sensor of the domain IV of these 
channels, was detected in a family with generalised epilepsy with febrile seizures plus (GEFS+). To examine its 
functional consequences, a knock-in mouse model carrying human Nav1.1-R1648H mutation was generated 
(Martin et al., 2010). The aim of this study was to analyze possible differences of in- vitro neuronal network activity 
(ivNNA) generated in dissociated hippocampal cell cultures obtained either from mice carrying epileptogenic 
SCNA1 mutation (R1648H) or the wildtype mice. Functional neuronal network activity was recorded with Multielec-
trode Arrays (MEAs). We recorded baseline network activity, as well as the activity under the influence of different 
concentrations of the GABA antagonist bicuculline. Our preliminary data indicate significant differences of several 
parameters of ivNNA under all experimental conditions predominantly 3 weeks after dissociated cells were plated. 
This indicates that functional consequences of a clinically important human mutation affecting a sodium channel 
gene can be visualized in dissociated murine cultures on MEAs, which now offers possibilities to perform pharma-
cological studies to clarify mechanisms of disturbances of functional neuronal network activity and investigate 
counteracting strategies in a reductionist but still complex system. 
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Repetitive capacitive stimulation of the retina in a 
stack-configuration 
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Abstract 
Electric stimulation of the retina aims for partial restoration of visual function in blind patients. It appears highly at-
tractive to understand the response pattern of Retinal Ganglion Cells (RGC) to any given electrical stimulus. A 
CMOS based stimulation chip was used to excite different retinal neurons [1]. Based on these results we com-
bined the stimulation chip with a flexible MEA to detect multiple cells in the same retinal portion. Sinusoidal stimuli 
of appropriate frequency have been suggested to excite bipolar cells, which are preserved in blind patients. Here 
we investigate the ganglion cell response to such sinusoidal stimulation 
 

1 Methods 
The CMOS based stimulation-chip comprised a 

multi capacitor array of 400 stimulation sites (each 
50x50 µm2 each, stimulation area: 1mm^2). The chip 
surface is covered by a thin layer of TiO2/ZrO2 with a 
capacitance of 3 µF/cm^2 [1]. Voltage detection was 
preformed by 14 metal electrodes (300 µm spacing) 
embedded in a polyimide substrate (FlexMEA14, 
Multi Channel Systems) (Fig. 1A). 

We studied the stimulation and detection of neu-
ronal activity from adult guinea pig retina in a stack 
configuration comprising a stimulation chip, whole-
mount retina and MEA (Fig. 1B). Here the photore-
ceptors are in close contact with the stimulation chip 
while the FlexMEA is interfaced to the retinal gan-
glion cell layer. Sinusoidal stimuli were applied to a 
subset of the stimulation sites. The detected voltage 
was a superposition of the stimulus artefact (passive 
response) and cell activity. By subtracting the mean 
response of several repeats from each single trace the 
passive response disappeared while cell activity be-
came visible (Fig. 2A). 

 

 
Fig. 1. (A) Top view of stack configuration of a CMOS based Neu-
rochip, retina (not shown) and polyimide based FlexMEA. (B) 
Schematic cross-section of the experimental setup. Vchip indicates 
the stimulation voltage and Vraw the voltage measured at the tissue 
surface. 

 
 

 

 
Fig. 2. RGC activity during and after a repetitive stimulation. (A, i) 
Sinusoidal voltage applied to the centre chip area (500x500 µm2). 
(A, ii) Extracellular voltage Vraw measured at the retinal surface. 
(A,iii)  The RGC signals are revealed after “artefact subtraction”  
(B) Three different cell responses during and after the stimulation 
and corresponding cell classification based on light stimuli (right 
label) 
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2 Results 
The stack configuration allowed for stable re-

cordings (up to 5 h) and RGC light activation (Fig. 
1A). Prior to each electrical stimulation protocol, 
RGCs were classified using standard light stimuli.  

Stimulated cell activity could be identified in high 
frequency electrical stimuli even though the passive 
tissue responses were 100 x larger than the active re-
sponses (Fig. 2A). The “artefact subtraction” was pos-
sible because of stable stimulus waveforms, low am-
plification and no hardware filtering.  

Here we studied the RGC response pattern during 
and after sinusoidal stimulation (variable frequency, 
stimulus duration and amplitude). Preliminary ex-
periments indicate a cell type specific spiking pattern, 
which is compared to the light-induced spiking pat-
tern. For some cells the electrically stimulated re-
sponse is similar to the light-induced activity (Fig. 2B, 
first and second row). However, other RGCs differed 
in their electrical and light-induced response property. 
The different response patterns will be discussed as-
suming bipolar cell stimulation [2].  

 

3 Conclusion 
The stack configuration represents a useful tool 

for simultaneous detection of multiple cells during ca-
pacitive subretinal stimulation. Arbitrary stimulus 
waveforms may allow for a better understanding of 
near-physiological retinal stimulation.  
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Highly non-localized retinal activation verified with 
MEA and Ca imaging techniques 
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Abstract 
Retinal photoreceptors instigate a cascade of neuronal responses triggered by light perception. Accordingly, their 
degeneration is a major cause of blindness. An artificial approach to offset the adverse effects of such degenera-
tion is through localized electrical stimulation using a multi-electrodes array (MEA) implanted on the retina. De-
spite extensive investigation over the last two decades, there is still a lack of ex-vivo quantitative and functional 
characterization of retinal activation. Such mapping is critically needed for the development of effective neuronal 
electrode technology. Using complementary methods of optical (calcium imaging) and multi-unit electrical re-
cordings, the spatial activity patterns in response to electrical stimulation was quantified. Using chick retina as a 
model system for epi-retina stimulation we demonstrate that while indirect activation of the retinal ganglion cells 
(RGC) through pre-synaptic cells appears to be spatially confined to the stimulation site, direct activation of the 
RGC axons near the stimulation site does not preserve the retinotopic information, therefore is spatially uncon-
fined to the stimulation site. The combined MEA-calcium imaging technique reported here helps to unravel the 
limitation of MEA recordings in mapping direct neuronal activation.  
 

1 Introduction 
The capacity of retinal implants to mimic natural 

stimulation in a degenerated retina strongly depends 
on their ability to trigger RGC to send retinotopic-like 
information to the brain. Primarily, the stimulated 
RGC activity must be spatially confined to the stimu-
lation site. Despite extensive investigation over the 
last several years, most characterization methods 
aimed to explore the efficacy of retinal implants dealt 
with single cell responses to electrical stimulation, and 
therefore provide only limited information about the 
spatial characterization of the stimulated activity.  

Progress in mapping the elicited electrical neu-
ronal responses is commonly hampered by various 
limitations. Primarily, extra cellular electrical re-
cordings from neuronal tissue directly after electrical 
stimulation is challenging owing to strong coupling 
between the stimulating event and the recording am-
plifiers. Accordingly, significant information, associ-
ated with short latency events, is often difficult to ob-
tain. Extra-cellular recording also suffers from signifi-
cant cross-talk making source identification 
cumbersome. Therefore, an additional method is 
needed to allow a more reliable mapping while avoid-
ing the challenges mentioned above.  

The study presented here focuses on developing 
experimental and analytical tools for multi-unit re-
cording of electrically stimulated activity for retinal 
implant characterization.  In particular, we suggest and 
demonstrate the use of complementary methods of op-
tical and electrical recording for the detection of vari-
ous responses to different stimulation patterns. The 

combine approach allows mapping at different spatial 
and temporal scales which cannot be achieved with by 
the use of a single technique. 

2 Methods 

2.1 Retinal model, preparation and handling 
In this study we used embryonic chick retinas 

(embryonic days 13-17), which show spontaneous 
neural activity [1], as do degenerated retinas [2]. Con-
veniently, the cell composition of chick retinas during 
the different developmental stages is well known [3]. 
All animal procedures were conducted under the insti-
tutional animal care standards. The retinas were dis-
sected and the isolated retina was then transferred to 
the experimental chamber and placed, RGC layer fac-
ing down (as in epi-retinal implant), onto highly-dense 
MEAs consisting of 60 titanium nitride (TiN) elec-
trodes (10 μm diameter, 30 or 40 μm spacing) on in-
dium tin oxide substrate (MultiChannel Systems, 
Reutlingen, Germany). Better coupling between the 
tissue and the electrodes was achieved by placing a 
small piece of polyester membrane filter (5 μm pores) 
(Sterlitech, Kent, WA, USA) on the retina followed by 
a slice anchor holder. Retinas were kept at physiologi-
cal conditions, mentioned elsewhere [4]. To validate 
the viability of the retina, spontaneous activity was 
electrically recorded.  

2.2 Electrical recording 
Signals were amplified (gain ×1,200), acquired 

and digitized using a 128-channel analogue to digital 
converter (MultiChannel Systems MC_Card, Reut-
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lingen, Germany). The spontaneous activity was digi-
tized at 10 kHz and the spikes were detected and re-
corded using the software MC_Rack (MultiChannel 
Systems MC_Card, Reutlingen, Germany) by thresh-
olding according to their signal to noise ratio 
(SNR>5). All additional signal analysis was done us-
ing Matlab (MathWorks). The electrically stimulated 
activity was digitized at 20 kHz and the raw data dur-
ing the post-stimulus 400 ms were recorded. Due to 
the artifact of electrical charging of the electrodes at 
the first post-stimulus 20 ms, this period was ignored. 
Spikes from the subsequent raw data were detected by 
threshold (SNR>4, related to the pre-stimulus noise 
level). Recording at the stimulating electrode was ig-
nored due to a high noise level. The responsivity of 
the retinal site to electrical stimulation was defined as 
the number of detected spikes at the sites sampled by 
the electrodes and interpolated to get a continuous re-
sponse image.  

2.3 Optical recording 
To be able to record activity right after the stimu-

lation, in a 20 ms window, we developed an optical 
recording approach based on calcium imaging. Cal-
cium ion dynamics has a strong correlation to initia-
tion of action potentials and can be imaged by calcium 
indicators (Oregon Green 488 Bapta-1AM Hexapotas-
sium salt, Invitrogen) loaded into the cells. Unlike cal-
cium imaging (CI) of neuronal cultures that can be 
easily achieved in parallel to MEA recording and 
stimulation using AM ester dye loading [5], a similar 
method in the retina leads to massive non-specific 
loading of the dye that masks the RGC layer. More 
selective retrograde loading of this dye into the retinal 
RGC through the axons was introduced by Behrend et 
al. [6, 7], but this method demands a long diffusion 
time for massive labeling, which is possible only in 
retinas of cold-blooded animals. We used bulk elec-
troporation as introduced by Briggman et al. [8] for 
selective and widespread loading of RGC cells and 
axons, and imaged the calcium ions dynamics during 
epi-retinal electrical stimulation. Briefly, we used a 
commercial electroporation dish / electrode pair 
(CUY700P3E/L; Nepagene/Xceltis, Meckesheim, 
Germany); an isolated retina was mounted photore-
ceptor side down on a filter paper. The well of the 
electroporation dish, containing the lower electrode, 
was filled with 7 µL of saline. The retina was then 
centered over the lower electrode, and excess saline 
was wicked away from the filter paper with a Kim-
wipe. A 5 µL drop of the Ca indicator dissolved in sa-
line was applied to the underside of the upper elec-
trode. The upper electrode, mounted on a microma-
nipulator, was lowered until the drop was in contact 
with the retina. The retina was then electroporated (10 
pulses of 10V, 0.1Hz pulse rate and 100 ms pulse 
width), the upper electrode was raised, and the filter 
paper with the attached retina transferred to the re-
cording chamber. Time lapse data were taken with an 
Olympus upright microscope (BX51WI) fitted with an 

EMCCD camera (Andor Ixon-885) and a ×40 water 
immersion objective (Olympus, LUMPLFL NA 0.8). 
This setup allows the visualization of cells residing on 
top of nontransparent electrodes, with a field of 0.4 
mm2. Fluorescent excitation was provided via a 120 W 
mercury lamp (EXFO x-cite 120PC) coupled to a di-
chroic mirror with a filter to match the dye spectrum 
(Chroma T495LP). Camera control utilized Andor 
propriety SOLIS software. Time lapse recordings were 
performed at 2×2 binning mode for resolution of 
500×502 and 50 fps. Time lapse sequences were col-
lected via a dedicated 12-bit Andor data acquisition 
card installed on a personal computer, spooled to a 
high capacity hard drive (typically >1 TB) and stored 
as uncompressed multi-page tiff file libraries. To com-
pensate for the fast photo-bleaching of the dye, bi-
exponential curve was fitted to the pre-stimulus fluo-
rescence values for estimation of the fluorescence 
base line [9], and the fluorescence change (ΔF/F) was 
calculated. 

2.4 Electrical stimulation 
Retinas were electrically stimulated using a dedi-

cated stimulator (STG-1008, MultiChannel Systems, 
Reutlingen, Germany) through one electrode (versus 
an external reference) each time, with charge-balanced 
bi-phasic current stimulation at the safety range of 
these electrodes (pulse width: 1ms, pulse amplitude: 
1-10µA). Each stimulation session included stimula-
tions at the whole intensity range (increased by 1µA 
every 10 seconds) and was repeated 5 times.  

3 Results 

3.1 Spontaneous activity 
Spontaneous spike trains were electrically re-

corded and their statistics was analyzed. These re-
corded spikes are characteristic for a developing sys-
tem, and a comparison between E13 and E17 reveals 
marked differences between spontaneous activity pat-
terns (Fig. 1). Each graph presents the spikes rate re-
corded from 60 electrodes (time bin size: 100 ms) dur-
ing 25 minutes. While in early developmental stage 
(E13) the activity is periodic and synchronized 
(known also as “retinal waves”), in late stages (E17) 
the activity is unsynchronized.      
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Fig. 1. Comparison between the spontaneous activity of check reti-
nas recorded during different developmental stages (E13-left and 
E17-right). Different ranges of spikes rate are clearly apparent. 

3.2 Indirect electrical activation 
Spike trains were electrically recorded in response 

to stimulation (Fig. 2A). The activity patterns indicate 
indirect activation of RGCs typified by electrical acti-
vation of pre-synaptic cells, which in turn activate 
synaptically the RGCs. This hypothesis was validated 
using excitatory synaptic blockers: application of APV 
and CNQX (400 µM and 75 µM respectively, Sigma) 
totally abolished the response (Fig. 2B). 

 
Fig. 2. A: Retinal response to electrical stimulation, recorded elec-
trically by adjacent electrodes (the voltage scale is shifted for clar-
ity). B: A raster plot of retinal responses to repetitive electrical 
stimulation following application of synaptic blockers. The data 
show a gradual decrease in the response intensity with time (the 
firing rate is color coded, between 0 to 250 Hz).  

We next mapped the response around each of the 
stimulating electrodes. For each electrode a color 
coded map was plotted showing the intensity response 
(Fig. 3A). Examination of the spatial distribution of 
the responses revealed a longitudinal configuration of 
the electrodes in which retinal function was detected. 
Accumulated data from other electrodes reveals the 
same pattern. This result suggests that recorded re-
sponses are recorded from RGC axons rather than 
from somas. This was verified by focusing on the re-
sponse recorded from adjacent electrodes of highly-
dense MEA with 30µm inter-electrode intervals (data 
not shown); one can see clearly the same spike train 
with a phase difference of 0.1ms, consistent with RGC 
axon conduction velocity of 0.3 m/sec, similar to the 
conduction velocities recorded in healthy retinas in 
response to visual stimuli [10].  

To study the functional topology of the retina, we 
used stimulation at different electrodes equally dis-
tributed over the recorded area. We found that the re-
corded response is consistently longitudinal, parallel, 
and uni-directional, i.e. stimulation at one side of the 
retina evoked response in one direction, but not vice 
versa. To demonstrate this, responses from responding 
zones over different stimulations (>60% of the maxi-
mal responsivity) were summed (Fig. 3B). 

To find the real effective stimulation distance of 
the pre-synaptic cells, regardless of axon location, we 
plotted the responsivity recorded by each electrode in 
response to each stimulating electrode versus the per-
pendicular component of the Euclidian electrode-
electrode distance, according to the inner axis coordi-
nate system imposed by the axonal topology (Fig. 3C). 
The obtained effective distance is around 60 µm. In 
Figure 3D we plot a simplified model, depicting the 
effects described above: An electrode stimulates a 
small number of nearby bi-polar cells. These cells ac-
tivate a small group of nearby RGCs (red drops). Up-
stream electrodes (green disks) record the activity in 
nearby RGC axons.  

Fig. 3. Mapping the stimulation range using MEA recording. A: 
Retinal response to electrical stimulation. Two representative stimu-
lation sites are marked by black filled circles; recording sites are 
marked by open circles. Inter-electrode distance: 40µm, color codes 
interpolated post-stimulus spikes number. B: Summed response to 
stimulation recorded from 20 electrodes equally distributed over the 
retina. C: Responsivity vs. perpendicular component of the distance 
to stimulation site. D: Indirect activation and recording model of 
RGCs (drops) by MEA (circles): RGC at the stimulation site (red 
circle) vicinity are activated indirectly (red-filled), and their axons 
(arrows) are recorded by the MEA (green-filled). 

3.3 Direct electrical activation 
Owing to the fact that electrical recording is 

blinded during the several milliseconds after stimula-
tion, it is clear that the data and the model presented 
above provide only partial view of the actual response 
to electrical stimulation. To reveal the true stimulated 
response at the vicinity of the stimulation site, in par-
ticular to map the activity within a narrow time win-
dow after the stimulation, we simultaneously recorded 
optical and electrical responses to electrical stimula-
tion (Fig. 4A). A chick retina (E14) was used after 
electroporation and selective dye introduction. The 
retina was placed on a high density MEA and its spon-
taneous activity was recorded. Normal spontaneous 
activity was recorded validating the viability of the 
retina. Next, electrical stimulation was performed and 
the response was recorded electrically and optically.  
Although no electrical response was detected, the op-
tical recording shows RGC axons response to the 
stimulus (Fig. 4B). All the axons at the vicinity of the 
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electrode responded, regardless of the position of the 
original somas. This is apparent from the fact that the 
response range was found to depend on the stimulus 
intensity, while the cell bodies are not necessarily 
close to each other. These findings indicate direct elec-
trical activation of the RGC axons regardless of their 
somas.  

To map the effective stimulation distance of RGC 
axons, we plotted the fluorescence change recorded 
across the axons in response to the stimulation versus 
the distance to the stimulation site (Fig. 4C). The ob-
tained effective distance is around 60 µm, in agree-
ment with the electrical recording results presented 
above.  In Figure 4D we plot a simplified model, de-
picting the effects described above: An electrode 
stimulates a small number of nearby bi-polar cells. 
These cells activate a small group of nearby RGCs 
(red drops). In addition, the electrode activates axons 
from other RGC cells (yellow drops). Overall, the true 
activation map is highly non-local and completely un-
revealed by MEA recording. 

Fig. 4. Mapping the stimulation range using Ca imaging. A: 
RGC axon layer loaded with Ca indicator, faced toward MEA (scale 
bar: 40µm, exposure time: 1 second). B: Fluorescence change dur-
ing stimulation (stimulation intensity: 10nC, color code range: 0-
10%, stimulating electrode at the bottom-right corner is marked by a 
black circle, exposure time: 20 ms, smoothed over 0.64 µm2). C: 
Fluorescence change across the axons vs. distance to stimulation 
site. D: Direct activation model of RGC (drops) by CI (square): 
RGC axons (arrows) at the stimulation site vicinity are activated 
directly (red-filled), regardless of their somas (yellow-filled). 
 

4 Summary 
As reported before [11], two mechanisms govern 

the RGC response to electrical stimulation: direct ac-
tivation of the somas and axons, and indirect activa-
tion through pre-synaptic cells. Here we presented a 
tool set for measuring the effective stimulation dis-
tance for both of these processes, enabling improved 
ex-vivo characterization of epi-retinal implants. Con-
sistent with previous report our data suggests that di-
rect axonal activation is a dominant effect in epi-retina 
stimulation, rendering the stimulation to be highly de-

localized.  Moreover, our data also indicate that the 
full nature of the stimulation pattern is best revealed 
by the combined electrical-Ca mapping.  
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Abstract 
Spontaneously active nerve cell networks, derived from embryonic mouse cortical tissue and grown on microelec-
trode arrays (MEAs) were used to investigate neuronal responses to low energy near UV laser pulses.  Twelve 
nanosecond pulses at a wavelength of 337.1 nm, focused through a microscope on the cell body outside the nu-
cleus, allowed repetitive stimulation of nerve cells.  Responses often occurred after a single laser pulse at ap-
proximately 0.8 J/cm2 radiant exposures.  Shortest delay times from the first pulse were approximately 30 ms, 
which implies the involvement of biochemical mechanisms, most likely Ca++ release from mitochondria and 
smooth endoplasmic reticulum.  However, secondary transynaptic responses have not been ruled out. Responses 
were generated in the form of multi-action potential bursts with a large range of burst durations and spike frequen-
cies.  This reflects the stimulus intensity, influences of the spontaneous activity in the network, laser focus and 
subcellular location, and other photonic phenomena not yet understood.  Laser pulse trains applied at 6.8 Hz re-
vealed neuronal stimulation triggered by pulse numbers ranging from 1 to 19.  Multiple exposures to 150 - 300 
pulses at 6.8 Hz did not appear to cause neuronal death as evidenced by continual 48 hrs of recording of activity 
with wave shape identification.  

1 Introduction 
Photonic stimulation of neural tissue has the po-

tential to add new dimensions to present stimulation 
methods and may, in the future, dominate the neu-
rostimulation domain. The method is artifact-free, 
contact-free, immune to electromagnetic interference 
(EMI), has high spatial specificity, and may allow 
rapid multiplexing of stimulation signals at different 
wavelengths [1-3].  Future prosthetic devices as well 
as deep brain stimulation require sophisticated inter-
faces.  Photonic supplementation of electrical stimula-
tion or replacement of metal electrodes will greatly 
expand the capabilities of such interfaces and allow 
for more precise stimulation. Theoretical network re-
search would also benefit.  Cultured neuronal net-
works grown in vitro on microelectrode arrays 
(MEAs) provide extensive simultaneous action poten-
tial (AP) readout. Although electrical stimulation is 
possible through thin film electrodes, cell-electrode 
coupling is not uniform due to random interactions of 
neuronal and non-neuronal cells with MEA recording 
sites. The ability to stimulate optically any neuronal 
compartment (axon, dendrite, cell body) would open 
new dimensions of communicating with neural tissue. 
However, despite lucrative applications, direct pho-
tonic stimulation, devoid of genetic or chemical tissue 
manipulations, has only recently been explored sys-
tematically, primarily in the infrared spectrum [4]. 

One of the earliest investigations of UV effects 
on neural tissue was that of Audiat et al. [5] who irra-
diated a whole frog sciatic nerve in Ringer's solution. 
This led to changes in the electrical excitation thresh-
old and eventual loss of the compound action poten-

tial (CAP). Filtering out wavelengths below 310 nm 
prevented this deterioration. Hutton-Rudolph [6] ex-
tended these investigations to differential sensitivities 
of nerve fibers at the nodes of Ranvier and in inter-
nodal regions.  Again, filters that blocked radiation 
below 300 nm prevented damage. Booth et al. [7] fol-
lowed up with a nerve-muscle preparation by quanti-
fying electrical threshold changes during exposure to 
a mercury vapor lamp coupled to a prism monochro-
mator able to produce wavelengths from 370 to less 
than 200 nm.  Only UV light below 320 nm had pho-
tochemical effects (threshold increases and conduc-
tion blocks) on the nodes. Stimulation was not men-
tioned in these early papers working with UV. Stimu-
lation in the UV was finally reported by Allegre et al. 
[8] where bundles of central nervous system fibers 
were stimulated with an excimer laser (λ:308 nm, 
pd:40 ns) resulting in CAPs at a radiant exposure of 
0.9 J/cm2 . 

We have used a pulsed nitrogen laser emitting 
light at 337.1 nm with pulse durations of only 12 ns 
and radiant exposures of approximately 0.8 J/cm2. to 
stimulate action potentials from nerve cells in net-
works growing on MEAs.  With focal diameters of 4.5 
μm (x10 Zeiss Ultrafluar quartz objective), exposure 
of subcellular compartments is possible. We have 
found that such irradiation of somal cytoplasm trig-
gers cellular as well as network activity.   
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2 Methods 

2.1 Cell Culture 
Frontal cortex tissues were dissociated from em-

bryos of IRC, mice (Harlan Spraque, Dawley) at age 
E15-16.  Cortices were minced mechanically, enzy-
matically digested with papain, triturated, combined 
with Dulbecco’s Modified Minimal Essential Medium 
(DMEM), supplemented with 5% fetal bovine serum 
and 5% horse serum, and seeded at 600K cells per ml 
on MEAs in volumes of 100 µl to 3 mm diameter ad-
hesion islands.  After 2 hours, the cultures were transi-
tioned to medium containing 6% horse serum with a 
1% B-27 supplement, maintained at 37 °C in a 10% 
CO2

 atmosphere, and given half medium changes bi-
weekly.  This procedure yielded networks with 300 to 
500 neurons per mm2 over the electrode array and ap-
proximately 2,000 neurons in the entire network.  
Neurons grown under such condition developed shal-
low, three-dimensional networks with neuronal cell 
bodies generally situated on top and neural processes 
situated both above and below the glial carpet.  Mini-
mum culture age for experiments was limited to three 
weeks after seeding.  

2.2 Laser Exposure Technique 
A laser microbeam system (Fig. 1)  was used for 

photonic stimulation of cells in a closed chamber as-
sembly. The UV nitrogen work laser and HeNe target 
laser were collinearly aligned.  Both beams were re-
flected into a Leitz Orthoplan microscope fitted with 
quartz objectives, a quartz interphase optics lens, and 
appropriate front surface mirrors.  The sys-tem was 
used effectively for laser cell surgery investigations 
that were designed to simulate neuronal trauma via 
laser lesions, describe the subcellular damage, and ex-
plore neurite resealing dynamics [9-10].  UV stimula-
tion was not considered at those early times. Network 
activity was recorded and processed with a Plexon 
Inc. (Dallas) multichannel data acqui-sition system.  
For coordination of stimulation with network activity 
(resolution of 25 μs), laser pulses were displayed and 
recorded on one of the 32 digital signal processors.  
Neurons were identified optically and selected for 
stimulation by positioning under the HeNe target la-
ser. Manually controlled laser pulse trains at 6.8 Hz 
and approximately 0.8 J/cm2 radiant exposures were 
applied to the target cells. Responses were detected 
visually from overt changes in the Plexon raster dis-
play (Fig. 2).  

 

 

 
Fig. 2.  Plexon raster display of a 4 neuron reponse to 5 UV laser 
pulses recorded by the top dsp (window: 7.5 s).  AP time stamps are 
shown in the raster display under „responses.“  The waveshape  
templates generating the top 2 AP rasters are shown to the left. 
 
3 Results 

 Fig. 3 shows laser pulses (top row) and network 
responses in terms of AP time stamps from four differ-
ent neurons.  The three successive stimulation epis-
odes shown (S1 – S3) were separated by 4-5 min.  At 
6.8 Hz the pulse period was about 148 ms. Fig. 3B 
shows a segment of the MEA and the location of the 
irradiated cell near channel 14 (arrow). Responses 
were seen on that channel and on the neighboring 
channel (16). It is evident that very few laser pulses 
are required to elicit strong bursting.  The responses 
are not immediate, as is usually seen with electrical 
stimulation, but reveal delay times ranging from 30 to 
350 ms. It is not yet clear which are primary (direct) 
or secondary (synaptically triggered) responses.  
How-ever, if it is assumed that the shortest delay times 
represent the irradiated neuron, these times range from 
30 to 147 ms (Table 1).  Also, the neural spike produc-
tion varies substantially.  Table 1 summarizes extrac-
ted short response times from the first responder  
(second neuron response row in Fig. 3A) for four 
stimulation episodes. 

In order to determine whether neurons were 
adversely affected by the laser pulses at 0.8 J/cm2, we 
applied over 300 pulses at 8 Hz.  The stimulation and 
recording sites were separated by 750 μm, indica-ting 
that cell electrode coupling is random and does not 
necessarily favor nearest neighbor electrodes.  
Although only 2 response episodes are shown in  Fig. 
4D, the neuron was stimulated four consecutive times 
in 12 minutes with long laser pulse trains and also six 
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times 4 hours later in the same time period.  Activity 
on electrode 2,8 (second row, 8th column) was 
monitored for two days in a closed chamber showing 

no activity loss and no overt changes in waveshape 
(Fig.4B).

Fig. 1.   Laser microbeam system.  BTG GmbH, Munich  
 

 
Fig. 3.. Response of four units to short laser pulse trains. (A) Three successive trials (S1 – S3) spaced by approximately 4 min showing variable 
responses to laser pulse trains of 9, 6, and 5 pulses.  All laser pulses were given to the same neuron and at the same subcellular location. Bars rep-
resent 1 sec.  Top row (arrow head): laser pulses; rows below are action potential time stamps from 2 units on channel 14, and 2 units on channel 
16, shown in (B).  The stimulation site is represented by the small circle (arrow) in (B).  (C) Short burst in response to the second laser pulse from 
stimulation trial S 6 (not shown in A).  LP: laser pulse time stamps (spaced at 148 ms); SNB: single neuron burst; burst duration is ~0.5 sec.    
 

 
Table 1.  Laser parameters and 
neural response data from first 
responder of Fig. 3A (second 
row of the 4-row neural re-
sponse.)   
 
 
 
 

 
Fig. 4. Neuronal responses to long pulse trains.  (A) Electrode arrangement of a CNNS M-4 array. 8 μm wide transparent ITO conductors termi-
nate in an equidistant 8 x 8 pattern with 150 μm separation between electrodes. Laser-deinsulated, recessed recording craters are electrolytically 
gold plated resulting in impedances of  0.8 to 1 MΩ.  The dot at the tip of the arrow is the stimulation area (near E-55).  This electrode is also 
shown in the insert, which depicts the target cell and HeNe laser on the stimulation site. The circle over channel 42 shows the response area.   (B) 
Waveshapes logged 10 min before stimulation and from the same electrode 2 days after stimulation. No overt shape changes are evident (800 μs 
window, 32 data points per AP, n: 7 waveshapes.  (C1 and C2) Spike rates before and 2 days after stimulation on E 42. The increase in spike 
production on day 2 is network related and is not considered a consequence of laser irradiation. (D) Examples of two long laser pulse trains (top 
trace) and time stamp responses of the same neuron (bottom trace).  Train duration D1 and D2: 26 and 17 sec; number of laser pulses: 172 and 
112, respectively. The interval between the D1 and D2 stimulation was 92 sec. 

 

Stimulation episode D2 has a minimal delay (after 
pulse 1) of 363.5 ms. If this neuronal response repre-
sents a direct stimulation, the delay time is the sum of 
conduction delay, processing delay due to net- 
work influences, and "ignition delay", where the latter 

represents photochemical processes.  If we assume 
that the axon in question is a C-fiber with a conduc-
tion velocity of 1 m/sec (1 mm/ms), then the straight 
line distance of 750 m is covered in less than one 
ms. Assuming no network inhibition delay for this 
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particular stimulation episode, about 360 ms are re-
quired to trigger the action potential burst. This delay 
time is possibly a function of photon density and the 
concomitant calcium ion release from mitochond-ria 
and/or the endoplasmic reticulum. In this case the re-
sponse was triggered after the 3rd laser pulse.   

4 Discussion 
This report is based on simple pilot experiments 

that showed robust reponses to 12 ns pulses at 337.1 
nm and demonstrated that repetitive stimulation was 
possible. We can also state that cells do not die even 
after several episodes of long pulse train exposure 
(Fig. 4), supporting expectations that safe stimulation 
envelopes may be established. The responses logged 
so far ranged from relatively long bursts of action 
potentials to short population bursts after only one or 
two laser pulses, suggesting that a broad dynamic 
stimulation range may be routinely achieved. A 
weakess of the present methodology is the manual 
control of the laser output and lack of programs 
allowing real-time identification of very short 
reponses.  As bursts become shorter the native 
spontaneous activity interferes with a clear 
identification of reponses to laser pulses.  Hence, we 
do not yet have a good understanding of response 
refractory periods associated with near UV pulsed 
laser stimulation.  Finally, it is still difficult to 
distinguish between direct and indirect (or secondary) 
responses that are synaptically coupled.     

Usually, only 10 to 20% of thin film, substrate in-
tegrated electrodes allow effective electrical network 
stimulation and the (normally) 64 recording sites can 
see only about 10% of the cells in the network.  Al-
though electrode yield can be improved by higher 
densities and higher numbers of electrodes, the limits 
of electrical stimulation are removed by photonic 
stimulation through the microscope.  Every neuron 
that can be visualized can potentially be stimulated.  
Photonic stimulation is also completely selective for 
the targeted neurons, which is not achievable with 
electrical stimulation where all axons crossing an elec-
trode or neuronal compartments on the electrode are 
usually triggered.  Further, it is important to realize 
that the same microbeam system can transition from 
safe stimulation to process transection or cell elimina-
tion with no system manipulation except for the in-
crease of the laser output and number of pulses. This 
ability expands substantially our level of communica-
tion with - and manipulation of- nerve cell networks 
in vitro.  The cell surgery mode allows targeted or 
random network alterations during multichannel re-
cording of action potentials. 

Although it is premature to present a detailed 
mechanism, action potentials are likely triggered by a 
Ca++ release from mitochondria and endoplasmic re-
ticulum.  Not many types of biochemical molecules 
absorb at 337 nm.  However, the reduced forms of 

nicotinamide adenine dinucleotide (NADH) as well as 
NADPH have absorption maxima at 340 nm [11]. 
NADH, which is a ubiquitous metabolic coenzyme 
shuttling electrons to mitochondria, has a 0,3 mM cy-
tosol concentration and is found in high concentra-
tions in mitochondria where local heating can induce 
the release of calcium ions.  However, we also antici-
pate that the short 12 ns pulse duration at low energy 
density allows rapid local recovery and repetitive 
stimulation.  

These experiments set the stage for a systematic 
evaluation of stimulation and damage thresholds.  
Clearly, this method cannot be applied unless a safe 
stimulation envelope can be defined. Neuronal refrac-
tory periods as a function of energy density and num-
ber of laser pulses must also be established.  Protocols 
to determine direct and indirect, synaptically coupled 
responses also have to be generated. Finally, compara-
tive experiments at different wavelengths should be 
initiated.  The MEA provides a highly effect test bed 
for such comparative studies.  
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Abstract 
To better understand the efficacy of extra-cellular electrical stimulation we have combined conventional multi elec-
trode array (MEA) recording with upright calcium imaging microscopy, to obtain detailed activation maps. The 
maps reveal neuronal activation around and between stimulating electrodes with single cell resolution indicating a 
highly non-localized spatial distribution of responding neurons. Additionally, every electrode appears to activate 
only a specific subset of neurons with almost no overlap between the populations activated by different elec-
trodes. Moreover, soma position relative to the stimulating electrode plays only a minor role in determining the 
identity of activated neurons. Our results indicate that, for a given electrode, stimulated neuronal population differs 
substantially from the recorded population which is restricted to a very close proximity to the electrode. 
 

1 Background 
Extra cellular (EC) electrical stimulation is commonly 
used to directly interface with neural tissue. It has 

been utilized in the realm of multi-electrode-arrays 
(MEAs) to activate single neurons(1, 2) o

r pathways(3, 4) of uniform neuronal cultures. This 
technique has allowed researchers to induce plasticity 
by affecting the spontaneous activity patterns (3, 4) or 
the network’s response to stimulation (5). Electrical 
stimulation thus serves as an important tool to study 
basic principles underlying learning and memory. 
Proper utilization of electrical stimulation has been 
hampered by limited knowledge of activation location 
(i.e., soma or neurites) and of the spatial distribution 

of activated cells around the stimulating electrodes. To 
probe the effect MEA stimulation we have combined a 
conventional MEA recording apparatus with upright 
calcium imaging microscopy. For the first time, we 
can directly map the efficacy of MEA stimulation and 
compare it with that of MEA recording [6]. 

2 Methods 
Calcium imaging was performed on dissociated 

cortical neuronal cultures as described before (6). 
Electrical stimulation patterns consisted of either volt-
age or current trains of 5 pulses at 20 Hz.  Bi-phasic 
pulses, positive followed by negative, with each phase 
lasting 400 µs were used. Consecutive trains were 

typically 4 seconds apart. Voltage or current levels 
were changed between consecutive trains, cycling 
through a variable number of values. Recordings were 
performed with excitatory synapse blockers (APV, 
CNQX). 

 
Figure 1: (A) Calcium imaging data from two neurons (indicated by blue and red arrows in C). Electrical stimula-
tion timing is indicated as crosses, colour coded as described for different current amplitudes.  (B) Traces from 
(A) after de-convolution. (C-E) Activation maps for specific stimulation amplitudes as indicated (current driven). 
Stimulation parameters are described under Methods. Scale bars are 50 µm. 
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3 Results 
To identifiy neuronal activation during 

stimulation sessions, calcium imaging flurescence 
traces were collected from all cells in the viewfield.  
Typical traces exhibited neuronal activation spiking 
events in correlation with the stimulation trains. 
(Figure 1A). Next, fluorescence traces were 
deconvoluted to precisely delineate the timing of 
spiking activity (6) (Figure 1B). Next, calcium 
events in the deconvoluted traces were identified 
via simple threshold crossing detection. Events 
occuring in conjunction with stimulation trains 
were classified as “activations”. Finally, activation 
maps were produced for each stimulation amplitude 
(Figure 1C-E). Activation maps show soma location 
around a stimulating electrode with color coding 
indicating the proportion of activations out of all 
stimulation events at the relevant amplitude. 
Activation maps show that, in a 400×400 µm2 
window around the electrode, only a small fraction 
of the cells responded to stimulations. Moreover, 
activation appears  not to be restricted to somatas 
near the electrode but extends to remote cells 
positioned hundreds of microns away.  

Figure 2 shows two activation maps for stimu-
lation from two nearby electrodes positioned in two 
opposite sides of the recording view field. Evi-
dently, each electrode activates a unique set of neu-
rons with a very small neuronal population that re-
sponds to both. 

4 Conclusions 
Using a unique setup of MEA and calcium im-

aging we can directly map neuronal response to 
electrical stimulation. Our results show that each 
electrode stimulates only a specific subset of neu-
rons. This electrode-neuron association is only par-
tially determined by the distance between the elec-
trode and the soma. These findings suggest that 
electrical stimulation is dominated by process 

rather than by soma activation. Also, in a previous 
study we demonstrated that recording is limited  to 
neurons with somas in almost physical contact with 
the electrode. Therefore, these two findings explic-
itly demonstrate for the first time that neuronal re-
cording and stimulations apply to substantially dif-
ferent neuronal populations. 
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Figure 2: Activation maps describing the response to stimulation from two different electrodes (highlighted 
in black). All stimulations consisted of 500 mV pulses (voltage driven). Electrodes were 30 µm in diame-
ter. 
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Abstract 
Using a custom-designed 61-electrode system for simultaneous low-artifact electrical stimulation and recording, 
we replicated the light-evoked activity in a population of retinal ganglion cells (RGCs) by application of a spatio-
temporal pattern of stimulation pulses to an isolated rat retina. 
 

1 Methods 
We used a custom designed MEA system based 

on 61-electrode array with 60 µm interelectrode spac-
ing and two 64-channel integrated circuits for electri-
cal stimulation and recording. The details of the sys-
tem design were described in [1].  

For classification of the RGC types, we recorded 
the retinal output spiking activity under visual white-
noise stimulation and classified the 28 identified 
RGCs as described in [2]. We targeted a single RGC 
type (the OFF cells with large receptive fields – the 
'OFF-1' cells) for the electrical stimulation. 

We always used triphasic current pulses (posi-
tive-negative-positive sequence with relative ampli-
tudes of 2:-3:1 and duration of 100 µm per phase - see 
[1]) to stimulate the cells. To find the stimulation 
threshold currents for individual RGCs, we applied 
stimulation pulses to all the 61 electrodes with ampli-
tudes  (defined as the current value for the negative 
pulse phase) ranging from 0.15 to 1.5 µA and with 
10% amplitude increments. We always stimulated one 
electrode at a time, with 15 ms delay between pulses 
on consecutive electrodes. By repeating this procedure 
100 times for each amplitude, in ~45 minutes we re-
corded the responses of a population of RGCs as a 
function of the stimulating electrode location (61 elec-
trodes) and current amplitude (26 values). 

We found online the stimulation thresholds for 10 
out of 13 'OFF -1' RGCs  identified in this prepara-
tion. For each of these cells, we identified the elec-
trode that activated the given cell with the lowest cur-
rent amplitude (the so-called primary electrode) and 
the threshold current for stimulation of this cell with 
>98% efficacy. To replicate the spiking activity of a 
single RGC, we defined a 1-second long sequence of 

stimulation pulses that matched the time series of the 
visually-evoked action potentials recorded previously 
from this RGC. To replicate the activity of a popula-
tion of RGCs, we combined the pulse sequences for 
the 10 cells into one spatio-temporal pattern of stimu-
lation pulses. The pulses were finally generated with 
an additional amplitude scaling. The 10 threshold cur-
rent values were multiplied by the same factor, incre-
mented from 0.8 to 2.0 with 10% steps, and for each 
scaling factor value, we applied the complete pattern 
of stimulation pulses 20 times with a repetition period 
of 3 seconds. 

2 Results 
The best matching between the electrical stimula-

tion-evoked activity and the light-evoked activity was 
obtained for the scaling factor value of 1.56. For 
seven of the stimulated cells we found the desired re-
sponses: each of these cells was reliably stimulated by 
its primary electrode and showed no activity synchro-
nized with the stimulation pulses applied to any of the 
other electrodes. One cell was activated by both its 
primary electrode and one of the other electrodes. The 
responses of these 8 neurons to the applied stimulus 
are shown in figure 1. For the two other cells, the 
large stimulation artifact made the neuronal responses 
to some of the stimulation pulses unclear and we ex-
cluded these cells from further analysis. 

3 Conclusion/Summary 
In this proof-of-principle study, we replicated 

with high fidelity the light-evoked activity in a se-
lected population of rat RGCs. However, we were not 
able to stimulate independently 100% of the targeted 
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cells, and it is clear that independent stimulation of 
RGCs of different types will be even more challeng-
ing. This is an area of ongoing study, including appli-
cation of multielectrode stimulation to target individ-
ual RGCs (in collaboration with EJ Chichilnisky at the 
Salk Institute). 
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Fig. 1. Replication, in an isolated rat retina, of the visual stimulus-evoked spiking activity of a retinal ganglion cell (RGC) population with 
patterned electrical stimulation. (A) Averaged recorded visually-evoked spiking signal amplitudes (Electrophysiological Image - EI) of 7 
'OFF-1' RGCs, shown on all 61 electrodes. The circle diameter is proportional to the average amplitude and the circle center corresponds to 
the position of the given recording electrode. The red circle marks the electrode that was used for the electrical stimulation of the given cell. 
(B) RGC responses to the patterned electrical stimulation. For each cell, the red lines mark the stimulation pulse times and the blue diamonds 
mark the spike times. The spike times are presented in 20 rows that correspond to 20 repetitions of the stimulation pattern. The stimulation 
amplitude was adjusted for each cell independently. (C) Distributions of spike delays relative to the end of the stimulation pulse; τ – average 
delay; σ – variability (SD) of neuron response delay; ε – stimulation efficacy; p – probability of response within 2 ms after the stimulation 
pulse. (D,E,F) EI, stimulation response and spike delay distribution for one RGC that was stimulated by both its primary electrode and an-
other electrode (most likely by antidromic axonal stimulation). The electrode causing the crosstalk (D), the spikes resulting from the crosstalk 
(E) and the distribution of these spike delays (F) are marked with green color. 
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Abstract 
Electroporation is one of the most widely used approaches for the delivery of molecules in cultured cells, like 
plasmids to express exogenous genes. In the last years, several types of microsystems have been developed to 
electroporate groups of few cells or single cells growing in adhesion to the chip substrate. Most devices are based 
on metal multi-electrodes arrays. Here we show the use of two generations of Si/SiO2 and Si/TiO2 Electrolyte Ox-
ide Semiconductor Capacitors (EOSCs) to perform efficient and selective electroporations of mammalian cells. 
Applying low-voltage pulses, Chinese Hamster Ovary cells (CHO-K1) were efficiently electroporated for the deliv-
ery of intracellular actin markers. EOSCs based microchips are then presented as efficient tools for the delivery of 
DNA to induce the production of fluorescent proteins, suggesting their possible general use in exogenous genes 
expression experiments and in large-scale production of stable cell lines. 
 

1 Background/Aims 
Many chemical and physical approaches are used 

to transfect cells with molecules of interest, allowing 
them to pass through the plasmatic membrane that 
protects cells from undesired transport. Among physi-
cal methods, electroporation is one of the most widely 
used, and a recent development is the use of microsys-
tems to electroporate cells either in suspension [1] or 
in adhesion to a substrate. For what concerns the lat-
ter, most of the microdevices are based on multi-
electrodes arrays: electrical stimuli are delivered by 
means of small metal electrodes, inducing transient 
pores in the membrane of cells growing on them. 
Transfections with different molecules can be ob-
tained, including nucleic acids for exogenous genes 
expression. The major advantage respect to standard 
electroporation is the independence of each stimula-
tion site and, as a consequence, the possibility to 
choose which cell [2] or group of few cells to stimu-
late, thus carrying out spatially and/or temporally-
controlled electroporations. Moreover, reduced volt-
age amplitudes are required, thus cells undergo a re-
duced electrical and thermal stress [3]. In the present 
work, Si/SiO2 and Si/TiO2 EOSCs integrated in mi-
crochips were used in the electroporation of CHO-K1 
cells. Modifying the protocols previously used for the 
stimulation of nerve cells from Lymnaea stagnalis [4], 
both markers for intracellular proteins and plasmids 
for exogenous genes expression were successfully de-
livered into the cells. The results demonstrate the reli-
ability of EOSC-mediated transfection, suggesting 
them as a new mean for the generation of cell lines 
stably expressing proteins of interest. 

2 Methods 
The basic unit is an Electrolyte Oxide Semicon-

ductor Capacitor (EOSC): 64 Si/SiO2 EOSCs with 10 
nm thick oxide and 30 to 50 m width are organized 
in two linear arrays [5]. A plastic chamber is mounted 
on the chip for cell culture. To provide the stimulus, 
each EOSC was selected through its connector on the 
board. Si/TiO2 chips,  mounted on a petri dish, are 
based on a single round capacitor with 10 nm TiO2 
thickness and a diameter from 0.125 to 2 mm (Fig. 1). 

  
Fig. 1. First (left) and second (right) generation chips with SiO2 and 
TiO2 coating, respectively. The plastic chambers for the cell culture 
are visible. Scale bars: 1 cm and 4 mm.  

Epithelial CHO-K1 cells were maintained at 37°C 
and 5% (v/v) CO2. Two days before the electropora-
tions, 104 and 4 x 103 cells/cm2 were seeded on steril-
ized Si/SiO2 and Si/TiO2 chips, respectively. Fast-
slope and high-frequency stimuli were delivered 
through the waveform generator Agilent 33250A 80 
MHz. All the electroporation trials were carried out in 
a high ionic strength buffer [2]. 2 g of  ECFP/EGFP 
fluorescent proteins DNAs, cloned into pcDNA3.1(-) 
plasmid, were used in each electroporation experi-
ment. Actin was marked with Alexa568-conjugated 
Phalloidin or Alexa488-conjugated anti-actin antibody 
(Life Technologies). Nuclear staining was obtained 
with DAPI (Life Technologies). 
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3 Results 

3.1 EOSC with SiO2  
Figure 2 shows an example of CHO-K1 cells that 

produce the fluorescent protein EGFP 24 hours after 
the electroporation with the corresponding plasmid by 
Si/SiO2 EOSCs. On most of the capacitors cells suc-
ceeded in producing the exogenous protein, becoming 
fluorescent. As previously shown [6], these results 
confirmed the reliability of the device in transient 
gene expression experiments. 

The same chip has been used for live-imaging ex-
periments: in Fig. 3 an example of actin double stain-
ing with fluorescent Phalloidin and specific antibody 
is shown. Respect to standard immunofluorescence 
protocols, this technique has the advantage of using 
non-fixed cells, thus allowing to monitor changes in 
the protein turnover. 

       
Fig. 2. Gene expression with the SiO2-based EOSC. Left: central 
area of the microchip with the two linear arrays of 32 EOSCs. Right: 
EGFP expression in CHO-K1 cells after electroporation: superim-
position of visible and UV light image. Scale bars: 20 μm. 

   
Fig. 3. Live-imaging with the SiO2-based EOSC. Electroporation of 
CHO-K1 with fluorescent anti-actin antibody (left), Phalloidin 
(middle) and merge with DAPI for nuclear staining (right). Scale 
bar: 20 μm. 

3.2 EOSC with TiO2  
Figure 4 shows EGFP expression in CHO-K1 

cells after electroporation by a single-spot EOSC with 
TiO2 as dielectric. Most part of cells on the capacitors 
expressed the exogenous protein, thus showing that 
also microchips based on Si/TiO2 technology can be 
used for transient gene expression experiments. 

To test whether the same device could be used to 
transfect cells with more than one plasmid at the same 
time, CHO-K1 were electroporated with 2 plasmids 
coding for ECFP and EGFP. Figure 5 shows that many 
cells expressed both fluorescent proteins, thus demon-
strating the possibility to perform double expression 
experiments. 

 
 
 

   
Fig. 4. Gene expression with the TiO2-based  EOSC. Left: single 
TiO2 insulated EOSC (270 m diameter). Cells are growing on the 
entire chip surface. Middle, Right: EGFP expression in CHO-K1 
cells after electroporation on a EOSC with a larger diameter. Super-
imposition of visible and UV light images. The capacitor on the 
middle picture is marked by a dotted line. Scale bars: 40 μm (mid-
dle); 20 μm (left, right). 

   
Fig. 5. Multiple gene expression with the TiO2-based EOSC. Exam-
ple of cells transfected with two plasmids, ECFP (left) and EGFP 
(middle). Right: merge of two fluorescent signals. Scale bar: 40 μm. 
Picture are in false colours. 

4 Conclusions 
The present work proposed the use of SiO2 and 

TiO2-based EOSCs to perform electroporations of 
mammalian cells growing in adhesion. The results 
demonstrate the reliability of the devices: transfec-
tions with different molecules, like plasmids coding 
for exogenous proteins or intracellular markers for 
live imaging experiments, can be obtained. 
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Abstract 
Seizure affects 1 % of population, and 30 % among them suffered from drug-resistant epilepsy. Clinical application 
of transcranial magnetic stimulation, transcranial current stimulation and direct current (DC) electric field stimula-
tion provide non-invasive approaches for the treatment of drug-resistant seizures. Previous studies showed that 
field stimulation could modulate synaptic plasticity as well as influence epileptiform activities in various brain re-
gions, such as in motor cortex and hippocampus. However, seldom research focus on the field effect on synaptic 
transmission within thalamocortical system, which is an important circuitry in sensory processing and in generating 
epileptiform activities. The medial dorsal (MD) thalamic nucleus is heavily connected to anterior cingulate cortex 
(ACC) and medial prefrontal cortex (mPFC) and could regulate seizure activities in cortical regions. Seizures gen-
erated in mPFC and ACC are often drug-resistant and alternative treatment such as field stimulation needs to be 
evaluated in this brain region. Therefore, the current study is aimed to investigate the effect of DC field stimulation 
on the changes of thalamocingulate synaptic plasticity and seizure-like activities generated within this circuitry. 
 

1 Methods/Statistics 
Male C57BL/6J mice were used in study. Previ-

ously developed brain slice cutting method preserve 
the pathway between MD and ACC was used in this 
study. The local field potentials were recorded with 
multielectrode array (MEA, Multi Channel Systems, 
Reutlingen, Germany). Data were acquired by the PC 
based data software MC_Rack  at a sampling rate of 
10 kHz and analyzed with MATLAB 7.5. Uniform 
electric fields were generated by passing constant cur-
rent between two parallel AgCl-coated silver wires 
placed inside the MEA chamber. Currents were gener-
ated by a stimulator (A-M Systems, Inc. Carlsborg, 
USA) under the control of a pulse generator (STG 
1002, Multi Channel Systems, Reutlingen, Germany) 

2 Results 
Application of 10 minutes of anodal DC field 

stimulation could potentiate the synaptic transmission 
in the MD-ACC pathway. The potentiation effect 
could last 20 minutes after ceasing application of DC 
stimulation (Fig.1). The potentiation effect was medi-
ated by the volume changes of extracellular space, 
which will in turn increase the concentration of neuro-
transmitter. The potentiation was prevented by the ap-
plication of furosemide which was used to stabilize 
the extracellular space (Fig.2) The effect of DC field 
stimulation on synaptic potentiation was also blocked 
by the application of APV, the NMDA receptor an-
tagonist (Fig.3). Drug resistant seizure was induced by 
perfusion brain slice with 4-amino pyridine (250 μM) 
and bicuculline (5 μM), application of anodal DC en-

hanced the seizure-like activities while cathodal DC 
suppressed them (Fig.4). Furosemide also abolished 
the effect of DC field on seizure-like activities, which 
indicated that DC field also influence the seizure-like 
activities by the modulation of extracellular space 
(Fig.5). 

3 Conclusion/Summary 
DC mediated potentiation is caused by increasing 

concentration of neurotransmitter because application 
of furosemide and APV could prevent potentiation. 
Cathodal DC could suppress spontaneous and tha-
lamic-evoked seizure-like activities, while anodal DC 
application has opposite effects. Field effect on sei-
zure-like activities is caused by the alterations of ex-
tracellular potassium concentration which is mediated 
by NKCC cotransporter. 
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Abstract 
Complementary Metal Oxide Semiconductor (CMOS) technology is an emerging tool in neuroscience that is being 
used to create next-generation multi-electrode arrays having large numbers of closely-spaced electrodes. Conse-
quently, these arrays produce large amounts of novel data. Here, we report preliminary data using one such array 
to identify, record, and stimulate individual neurons. 
 

1 Introduction 
Complementary Metal Oxide Semiconductor 

(CMOS) technology is an emerging tool in neurosci-
ence that is being used to create next-generation 
multi-electrode arrays [1]. The technology gives the 
ability to create arrays having large numbers of close-
ly spaced electrodes along with on-chip circuitry for 
amplifying neuronal signals and providing electrical 
stimulation. Consequently, experiments produce novel 
and large amounts of data. A preliminary step in 
adopting the technology is to characterize the type of 
data produced and the array’s capabilities as a neural 
interface. 

 

2 Methods 

2.1 Cell culture 
Cells from E18 rat cortices, dissociated in trypsin, 

were grown in DMEM with 10% horse serum on top 
of the CMOS arrays. A thin layer of PEI and a 15 μL 
drop of laminin were used for cell adhesion. Experi-
ments were conducted inside an incubator to control 
environmental conditions. 

2.2 CMOS array 
The microsystem chip was fabricated in 0.6 μm 

CMOS technology, is 7.5x6.1mm2 in size, and fea-
tures 11,011 metal electrodes, as well as 126 bidirec-
tional circuitry channels capable of recording and 
stimulation. All 7-μm-diameter platinum (Pt) elec-
trodes are placed within a 2.0x1.75mm2 area (3,150 
electrodes per mm2), and were realized during a 3-
mask post-CMOS processing step. Flexibility in the 
electrode selection (126 can be selected at the same 
time) is attained through an analog switch matrix, in-

tegrated underneath the electrode array, consisting of 
13k SRAM cells and analog switches that define the 
routing from the electrodes to the amplifiers of the 
channel units. The SRAM cells store information 
about the traversed switches between connected elec-
trodes and readout/stimulation channels. Dedicated 
algorithms optimize the routing for a defined configu-
ration. See [2] for more details. 

3 Results 
Action potentials could be assigned to individual 

somata if they were relatively isolated from other so-
mata. On average, somatic action potentials of a given 
neuron could be recorded over an 85 μm diameter 
area. The extracellular signals of each soma had its 
own unique temporal dynamics and spatial distribu-
tion (Fig. 1). Most participated in network bursts, 
typical in such cultures, by producing their own indi-
vidual burst, frequently composed of a set of action 
potentials having different amplitudes.  

Spike-sorting algorithms are needed in order to 
assign signals to non-isolated somata, but the combi-
nation of overlapping signals from nearby neurons 
and their varying amplitudes showed that conven-
tional spike-sorting techniques, based on the analysis 
of signal waveforms, are inadequate (Fig. 2 right). Al-
ternatively, stimulation served as a reliable means to 
identify somata. This was because action potentials 
evoked in axons antidromically propagated and pro-
duced somatic action potentials at distant sites that 
were isolated and had consistent waveforms (Fig. 2 
left). 
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4 Conclusion 
CMOS microelectrode arrays allow high spatial 

and temporal resolution two-way experimentation 
without limitations on experiment duration. Novel re-
sults are emerging, as their advantages are beginning 
to be explored in more detail, and further studies are 
expected to provide a wealth of additional data that 
will in turn advance our basic understanding of the 
brain's capabilities. 
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Fig. 1. Somata produced unique spatiotemporal signatures. Footprints (right, showing the spatial extent of the peak amplitude) and traces 
(left) from extracellular recordings of relatively isolated somata are plotted. The traces were similar in different network bursts, and examples 
during a given network burst are plotted. Footprints were averaged from the 10 largest individual spikes found from 10 network bursts. This 
produces the maximum sized footprint and also further minimizes contamination from nearby cells (see the small spikes in the fourth trace 
from the top). 

 
 

 
Fig. 2. Directly evoked action potentials produced large and consistent spike waveforms, while spontaneous action potentials could be mis-
taken as originating from different neurons. Footprints (top) and overlaid traces (bottom; the same recording electrode was used for each 
panel) from extracellular recordings are presented. In this case, common spike-sorting techniques assign the spontaneous waveforms as origi-
nating from three separate cells. However the underlying images of somata (MAP2 immunostaining) show that the traces originate from a 
single cell.  
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Abstract 
Multielectrode Arrays Setups have been designed for direct culturing neural cells over silicon or glass substrates, 
providing the capability to stimulate and record simultaneously populations of neural cells. The main objective of 
this work will be to control a robot using this biological neuroprocessor and a new simple Braitenberg’s behaviour 
scheme. 

 

1 Introduction 
Valentino Braitenberg in his book “Vehicles: ex-

periments in synthetic psychology” [1] proposed some 
theoretical experiments demonstrating that very sim-
ple connections between sensors and motor circuits in 
a robot may develop complex behaviours. These sim-
ple connectivity topologies can easily be implemented 
in our proposal using living tissue to connect sensors 
and motor circuits in a robot. In order to carry out 
with these experiments we must first identify valid 
circuits in the living tissue and connect them as 
Braitenberg explains. In Fig.1 two of the simplest to-
pologies can be seen, known as vehicles 2a and 2b. In 
our experiment we will use range sensors instead of 
light sensor and the microrobot e-puck will be used.  

 

 
Fig. 1. Simple Braitenberg’s vehicles 

2 Methods 

Stimulation 
A tetanic stimulation consists of a high-frequency 

sequence of individual stimulations of a neuron. It is 
associated with long-term potentiation, which is the 
objective of this work. High-frequency stimulation 
causes an increase in transmitter release called post-
tetanic potentiation. This presynaptic event is caused 
by calcium influx. Calcium-protein interactions then 
produce a change in vesicle exocytosis. Some studies 
use repetitive stimulation for training neural cultures, 
achieving activity potentiation. 

In all the experimentation performed, tetanic 
stimulation was applied as a training method.  The 
electrophysiological properties of the hippocampal 
culture change during tetanization, getting a potentia-
tion effect on the spontaneous firing, modulating in 
this way the culture neural activity.  

We apply some basic Braitenberg’s principles, 
cross-connectivity versus parallel connectivity to the 
system in order to study the biological neural network 
behaviour induced by the biological network topology 
over a robotic system (Fig. 1). 
 
Robotic system 

We use a mobile robot called e-puck, which was 
developed for educational and research purposes [2]. 
It has a circular body of approximately 7.5 cm diame-
ter, and weighs approximately 150g. The e-puck is a 
differential- wheeled robot, having an inter-wheel dis-
tance of 5.1 cm. The e-puck has two step motors, 
eight infrared sensors measuring ambient light and 
proximity of obstacles in a range of 4 cm, color cam-
era with a maximal resolution of 640x480, 3 omni-
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directional microphones for sound localization, 3D 
accelerometer along the X, Y and Z axis, 8 red LEDs 
on the ring and one green LED in the body and on-
board speaker capable of playing WAV or tone 
sounds. The e-puck is open hardware and its on-board 
software is open source, and is built and sold by sev-
eral companies. 

 
Fig. 2. Microrobot e-puck 

3 Results 
As explained in our previous work [3], cultures 

were stimulated through the two pairs of electrodes 
where no previous logical connection existed. A train 
of 5 biphasic pulses cathodic-first (50 A peak, 100 
s phase, 50ms ISI) was delivered every 3s for 10 min 
for creating ad hoc induced connections (Fig. 3).  

 

 
Fig. 3. Connectivity graph based on cross-correlation between elec-
trodes. A connection (red arrow) between electrodes 83 and 84 has 
been created. 

We use only two proximity sensors, left and right, 
for detecting the obstacles. The distance to the obsta-
cle is coded for stimulating two pairs of induced con-
nections. The final electrode of the two induced links 
is used for controlling the two step-motors that drive 
the epuck wheels. The motors are connected in paral-
lel or with cross-connectivity with the corresponding 

culture induced input for analysing the robotic behav-
iour. 

The results illustrate the existence of qualitatively 
different responses to the culture structure. If the 
wheels are connected to the same lateral sensor, that is 
in a parallel connection, the robot directs to the obsta-
cle, where if the induced links are fixed with cross lat-
erality the robot tries to avoid the obstacle. Our results 
indicate the existence of a clear facilitation mecha-
nism in response to the coded stimuli at different stag-
es of cell development. The emergent robotic complex 
behaviour is coded in the biological culture structure 
with its input/output represented electrodes. The same 
behaviour is used in [1] for directing or avoiding a 
light source. 

4 Conclusions 
In this work a stimulation procedure is described 

in order to control robot behaviour. First, the neural 
physiology is analysed for identifying the relevant and 
practical electrodes. Tetanization is performed in order 
to obtain a desired ad-hoc connectivity graph. The ro-
bot sensor and robot wheels are connected to the in-
duced culture links in parallel or cross-connectivity. 
The sensors of the robot stimulate specific electrodes 
while the information in specific connected ones is 
used for control the robot motors keeping the laterality 
or inverting it. The robot directs or avoids obstacles 
depending on the type of linking structure. 

Induced neural connections may be used for driv-
ing motor elements in a robotic system following 
Braitenberg’s principles and getting a characteristic 
complex emergent behaviour with very simple con-
nectivity paths. 
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Abstract 
A real-time feedback system can be used for various purposes such as BCI(Brain Computer Interface) study, neu-
ral activity modulation, goal-directed task, and also for synaptic plasticity study. Beyond discovery of LTP(Long-
Term Potentiation) phenomenon, STDP(Spike-Timing-Dependent Plasticity) has been regarded as a general syn-
aptic plasticity theory. According to the STDP theory, activation timing between pre-synaptic neuron and post-
synaptic neuron is a key parameter to enhance or reduce the synaptic transmission efficacy. And the effective time 
scale is known as below 40 ms. Thus, a real-time feedback system that has very low feedback latency time is re-
quired to perform such STDP-related experiments. In this work, we developed a microcontroller-based low-cost, 
PC-free, multichannel real-time feedback system that has sub-ms feedback latency time, and this system was 
tested with dissociated hippocampal neural culture on an MEA. This system will be widely applicable for in vitro or 
in vivo STDP experiments for the study of neural plasticity. 
 

1 Introduction 
Though MEA has been regarded as a convenient 

tool for the neuroscience studies, the lack of repro-
ducibility on dissociated neural culture should be 
solved in the case of synaptic plasticity study[1].  

As a recent synaptic plasticity theory, STDP the-
ory[2] can explain both LTP and LTD phenomenon, 
thus STDP is regarded as a general synaptic plasticity 
theory. But, its application to neural culture on MEA 
is uncommon due to difficulty to implement STDP 
experiment that is configured with real-time feedback 
system. Therefore, most previous neural plasticity 
studies on MEA were usually done with tetanic stimu-
lation for the LTP induction, but, dissociated neural 
culture cannot guarantee the reproducible results, and 
this suggests alternative induction method with 
closed-loop system will be needed to change their 
network more effectively[3-5].  

In this study, development of multi-channel real-
time feedback system based-on dual-microcontroller 
for MEA is introduced, and experimental results on 
dissociated neural culture are also discussed as its ap-
plication. This system is ultra-low cost, simple and 
PC-free comparing to commercial real-time system. 

2 Methods 
The entire system consists of real-time feedback 

system (RTFS) core board, switch board, Head-stage 
amplifier, break-out box, and MEA (figure 1(a)). 

Two general purpose microcontrollers (AVR 
ATxmega128A1, Atmel) were connected via SPI (Se-
rial Peripheral Interface) for RTFS core board, and 

operated independently as figure 1(b). And 60-
channel switch board was designed with latches (8 X 
74HC574) and switches (15 X 74HC4316). The 
maximum number of input channels was 8, and a 
break-out box (Multichannel systems, Germany) con-
nected with a head-stage amplifier (custom-built) was 
used for selecting input channels manually.  

In MCU#1, the following processes were con-
tinuously performed: 8-ch analog-to-digital conver-
sion with dual-buffer (fs = 16.4kHz, ADC resolution: 
12-bit, input voltage range: -1V ~ +1V, single buffer 
frame size: 305μs); Baseline noise estimation; Spike 
detection with thresholding; Transmission of time-
stamp (time resolution: 30.5μs) and channel informa-
tion to MCU#2 via SPI.  

In MCU#2, stimulation channel and timing was 
determined from received timestamp from MCU#1, 
and voltage stimuli was generated with two DACs; 
Stimulation channels were selected by controlling a 
switch board. In addition, each real-time counter 
(RTC) was synchronized every 1-min, and operation 
parameters can be changed from PC connected with 
MCU#2 via UART communication.  

 
Fig. 1. (a) Block diagram of the entire system 
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Fig. 1. (b) Operation of dual-microcontroller for RTFS Core 

3 Results 
The mean feedback latency time was 218 μs (s.d.: 

5.6 μs, n=100), thus sub-ms feedback latency time 
was achieved.  

The system was tested for STDP operation using 
dissociated hippocampal cultures (Fig. 2). Feedback 
stimulation (positive-first-biphasic pulse, ± 400mV, 
200μs/phase) was applied to 8 different target chan-
nels 9 ms after the detection of action potential on 
source channels. After 3 hours of closed-loop stimula-
tion (in an incubator), there were significant increases 
in firing rates, burst rates, and number of spikes per 
bursts in source and target channels (Fig.3).  
 
(a) 

    
(b) 

 
 
Fig. 2. (a) Assignment of source (red) and target (green) channels.  
(b) Real-time feedback operation during a burst from a source chan-
nel (top) to target channel (bottom). Spikes (arrowheads) triggered 
stimuli at target channels recorded as stimulation artifacts. 

 
 
 
 
 

 
Fig. 3. Changes of spontaneous activities after 3-hour experiment 

(firing rate, burst rate, # of spikes / burst) 

4 Conclusion 
Low-cost, stand-alone, dual-general purpose mi-

crocontroller-based multi-channel real-time feedback 
system that has sub-ms feedback latency time was de-
veloped, and fully tested on dissociated hippocampal 
culture on MEA with STDP feedback mode. 
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Abstract 
The use of artificial, pre-patterned neuronal networks in vitro is a promising approach to study the development 
and dynamics of small neural systems. The present work describes a high fidelity and robust procedure for con-
trolling neuronal growth, enabling us to obtain mature and durable neural networks of individual cells at designed 
geometries. It includes a number of advantages compare to other related techniques mainly due to its high yield 
and reproducibility. Its main achievements are assessed on creating a large scale neuronal network of individual 
cells without any glia-supportive cells straight from the plating stage, with relatively long term survival up to 4 
weeks. An important application of the method is its use on nano-pillars and nanowire-device arrays, enabling not 
just the cell bodies but also their neurites to be positioned directly on the electrical devices and grow with registra-
tion to the recording elements underneath. 
 

1 Introduction 
The culturing of cells on pre-patterned surfaces 

compared to a natural environment enables to fabri-
cate more simple networks, which might be better 
suited to study the basic interactions between neurons 
[1]. Specifically for purposes of extracellular re-
cording from MEAs, patterning is important due to 
the low signal to noise ratio that is partially because of 
the imprecise positioning of electrodes relative to the 
cell [2], and glia cells that often occlude electrodes 
from detecting neuronal activity [3]. We have, there-
fore, established a simple and yet robust protocol to 
confine the growth of cortical and hippocmpal neu-
ronal cells alongside their axons and dendrites into 
ordered and defined architectures. It fulfills essential 
and non trivial requirements such as low cell density 
without any glia cells straight from the plating stage, 
and persistent survival on the growth pattern until ma-
ture and functional synapses are formed. It is applied 
on silicon wafers and polished glasses, as well as on 
nanopillars and Si nanowires (NWs) field effect tran-
sistor (FET)-devices. 

2 Methods 

2.1 Patterning by surface chemistry 
The substrates surface is coated with hydrophobic 

fluorosilane self assembled monolayer (SAM), and 
then, followed by a photolithography step that defines 
the micro-pattern and a plasma treatment that peels 
the flouorosilane layer from the pattern-region, 
polylysine is added, rendering the pattern to hydro-

philic (Fig.1). A pattern that confines the cellular bod-
ies to prescribed 30-50 µm width squares and the neu-
ritic growth to thin 2 µm width lines on different sub-
strates is eventually obtained (Fig.2). Critical to the 
success of our approach is tuning the hydrophobicity 
surface coverage of the flouorosilane layer. E18 
primary cortical or hippocampal cells from 
Sprague/Dawley rat brain (99.9% glia-free, Genlantis 
comp.) are immediately plated. We were able to over-
come the low survival rate that naturally is accompa-
nied to low cell densities and the absence of glia by 
using a sandwich configuration for the cells growth 
with a glass slide on top of the cells, by that reducing 
the oxygen concentration to physiological levels [4]. 

 
Fig. 1. Schematic of the chemical surface modification 
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3 Results  
Although there have been previous demonstra-

tions of related methods for the creation of individual 
neuronal networks [5], our method exhibits signifi-
cantly improved fidelity and reproducibility with per-
sistent neurites growth according to the pattern. Corti-
cal and hippocampal rat neurons, 99.9% glia-free, 
have been successfully cultured and developed with 
intact neuronal physiology up to 4 weeks in defined 
and highly ordered large-scale networks. In average, 
about 1-3 cells were settled in each square and devel-
oped their neurites according to the interconnecting 
lines. Immunocytochemistry with typical common 
markers such as Tau and MAP2 for axons and den-
drites, and Synaptophysin for synapses revealed that 
the network exhibit normal morphology and neurite 
extension. In addition, electrophysiology studies of 
the network using the whole-cell configuration of the 
patch-clamp technique exhibited evoked and sponta-
neous electrical activity. 

 

 
 

Fig.2. Optical image of cortical neuronal network glia-free cultured 
on chemically pre-patterned Si wafer designed as linear network. 
Inset shows a magnification of the boxed cell. Scales bar are 100 
and 10 μm, respectively.  

 
The procedure was also applied on vertical Si 

nanopillars, exhibiting tight contact not only with the 
cell body, but with the neurite projections as well. 
Cells survived for at least 10 days presenting intact 
neuronal physiology and mature synapses (Fig.3). 

 
 

 
 

Fig.3. SEM image of a neurite growing along the pillars, tightly 
wrapping them. Scale bar is 2.5 µm.  

 
 
 

Lastly, our procedure was implemented on SiNW 
field effect transistor (FET) devices in an attempt to 
improve the effective electrical coupling between the 
cell and the recording element, allowing us to obtain 
controlled neurons growth with individual cells cross-
ing the NWs, and in the same time, connected to each 
other, forming a controlled network (Fig.4).  

 
 
Fig.4. SEM image of controlled neurons growth, glia free, on 
SiNWs-FET according to chemical pattern. Inset shows zoom in on 
a neurite crossing a NW (indicated by arrow). Scale bars are 20 μm 
and 10 μm, respectively. 

4 Conclusions 
The primary purpose of the protocol described 

here is to produce highly ordered, mature and func-
tional artificial mammalian neuronal networks that are 
maintained at low densities down to single cells. we 
have deliberately excluded glia cells from our system 
as glia would potentially compromise the stated goal 
to grow solely electrically-active neuronal networks. 
Hence, this protocol fulfills core requirement for vari-
ety of possible applications that will assist to provide 
new and important insights to the field of neurobiol-
ogy. 
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Abstract 
Micro-electrode arrays (MEA) for spike stimulation and signal recording of in vitro cultured neuron assemble are 
presented. A series of PC12 cells culture experiments validates the effectiveness of the modification. Following 
experiments have been carried out already: 1) signal recording under stimulation of Ach (acetylcholine) of different 
concentrations, 2) signal recording under stimulation of different voltages, 3) signal recording under stimulation of 
combined Ach concentration and voltage. Both the thresholds of the Ach-concentration and the voltage have been 
obtained, and the relationship of two stimuli which act on cells simultaneous has been found. It is demonstrated 
that silicon-based MEAs are feasible for study of the performance of neuron assembles cultured in vitro. 
 

1 Introduction 
It is the most significant natural science topic to 

explore the structure of the nervous system and the 
mechanism of information processing and revealing 
the essence of higher nervous activity. Now it reaches 
an agreement that all advanced functions of the 
nervous systems are inseparable from the information 
transmission, processing and storage [1]. In this 
researching field microelectrode arrays (MEA) are 
powerful tools. 

In this paper the relationships among the spike 
bursting of cell assemble and two kinds of stimuli, 
Ach (acetylcholine) and voltage are studies by using 
silicon-based MEAs. Both the thresholds of the Ach-
concentration and the voltage have been obtained. It is 
demonstrated that silicon-based MEAs are feasible for 
study of the performance of neuron assembles 
cultured in vitro. 

2 Materials and Methods 
Silicon-based MEAs we developed [2] were used 

for cell culture and signal stimulating and detecting. 
The MEA is composed of 30 pairs of electrode sites 
and the site area is 15μm25μm. For the experiment, 
we have used high differentiated PC12 cells from 
Rattus norvegicus adrenal medullary pheochromocy-
toma (a sympathetic nervous system tumors), which 
have neuronal traits. 

The test instruments include: 1) MEA bracket 
(Germany Multichannel System); 2) Cerebus 64 
channels neural signal detector (USA Cyberkinetics); 
3) Master8 signal generator(Israel AMPI); 4) 

DSO6014A oscillograph (USA Agilent); 5) BX51 
upright microscope (Japan Olympus), and so on. 

According to the stimulating types, there are 3 
kinds of experiments as follows:  

2.1 Ach Stimulation 
Beginning with 150-μl 5-μg/ml, more Ach 

(acetylcholine) was added slowly into the MEA 
cultivation cavity, using the concentration cumulative 
method. The response signals of PC12 cells under the 
stimulation at concentrations of 5, 7.5, 10, 20, 40 and 
80 μg/ml were studied. For each Ach concentration the 
recording duration is about 50s. 

2.2 Electrical Signal Stimulation 
Two or more electrode sites among which a 

connection made of cell structures was formed were 
selected to study the signal generating and transferring 
characteristics of cells. One site along with a reference 
site was used as the port of the stimulation and other 
form the detecting ports, where a specially-designed 
large-area electrode site is used as reference (ground). 
The bipolar pulse as shown in Fig. 1 was designed as 
stimulating signal waveform. Its amplitude is 
adjustable. 

 
Fig. 1 Waveform of the stimulating signal 
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2.3 Concurrent Stimulation of Ach and 
Electrical Signal 
The spikes evoked by voltage pulse of different 

amplitudes were recorded at the Ach concentrations of 
1, 2, 3, 4, 5, 6, 7 and 8 μg/ml. Thus, the threshold 
values of the voltage were obtained versus different 
concentration of Ach.  

3 Experimental Result and 
Discussion 
Observing the MEA under the microscope after 

72 h PC12 cell culture, it was found that the PC12 
cells grew on silicon based MEA surface normally, 
and formed the initial network as shown in Fig. 2. It 
can be seen that a recognizable cell network has been 
formed, 

 
Fig. 2 Microphotograph of  PC12 cells cultured on MEA for 72 h 

Fig. 3 is a record of the response signal and the 
expansion of two peak potential waveforms under 20-
µg/ml Ach stimulation. 

 
Fig. 3 The long term signal waveform (upper) and two expanded 
waveforms of typical spike recorded under 20-µg/ml Ach 
stimulation. 

Fig. 4 shows the curve of the highest values of the 
spikes evoked in PC12 cells versus the Ach 
concentration. The threshold of the Ach concentration 
for the spontaneous burst of spikes is 7.5 µg/ml. 

 

Fig. 4 The highest values of the spikes evoked in PC12 cells versus 
the Ach concentration 

Fig. 5 shows the curve which describes the 
relationship of the signal amplitude of detected spikes 
versus the amplitude of the stimulating voltage pulse. 

It can be seen that the threshold of the stimulating 
voltage pulse for the evoked spikes is 35 mV. 

 

Fig. 5 The curve which describes the relationship of the signal 
amplitude of detected spikes versus the amplitude of the stimulating 
voltage pulse  

Fig. 6 shows the threshold values of the 
stimulating voltage under different Ach concentrations. 
We can see that the threshold voltage of stimulating 
pulse reduces from 35 mV to 0 mV when the Ach 
concentration increases from 0 to 7.5 µg/ml. In the 
range of 1~6 µg/ml, the equivalent value of Ach 
concentration and stimulating voltage amplitude is 
about 4 µg/ml to 1 mV. 

 

Fig. 6 Threshold curve of the stimulating voltage versus the Ach 
concentrations. 

4 Conclusion 
PC12 cells have been cultured on the silicon-

based MEAs we realized. The threshold of the Ach 
concentration for spontaneous spike burst is about 7.5 
µg/ml and that of the stimulating voltage pulse is 35 
mV. Under the threshold, the equivalent value of Ach 
concentration and stimulating voltage amplitude is 
about 4 µg/ml to 1 mV 
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Abstract 
The analysis of high-density multielectrode arrays requires powerful algorithms to make use of the large number 
of recording electrodes. Here we present the evaluation of a template matching technique that can be used to 
compute single neuronal spike trains from the recordings. The algorithm constructs one linear filter for every tem-
plate and resolves overlapping, i.e. near synchronous, action potentials in the filter outputs. We show that if the 
templates are known, near error-free spike sorting is possible.  
 

1 Introduction 
High-density multielectrode arrays (HDMEAs) 

are a powerful tool to measure the activity of large 
numbers of neurons simultaneously, but they also pose 
a serious challenge to data analysis. How can we effi-
ciently analyse the massive amount of redundant data? 
The dense spacing of the recording positions under-
neath a neuronal population yields highly redundant 
recordings of individual action potentials. Every neu-
ron is recorded by many electrodes and every elec-
trode records potentially the activity of many neurons. 
This makes it necessary to efficiently combine the in-
formation of many electrodes in order to reconstruct 
single neuronal activity, a process referred to as spike 
sorting. 

MEA recordings impose special demands on the 
employed spike sorting algorithms: Firstly, simultane-
ous recordings from many neurons increase the 
chance to find synchronous firing of more than one 
neuron. This causes the recorded extracellular wave-
forms – the spikes – to overlap in time. Secondly, spa-
tially redundant recordings of an action potential of 
the same neuron provide a distinct amplitude distribu-
tion of this neuronal signal across the different elec-
trodes – its "footprint or template". In principle this 
will increase the signal-to-noise ratio in comparison to 
single channel recordings, but the information from 
different channels must be combined efficiently. 

2 Methods 
Since most available spike sorting algorithms are 

only capable of analyzing a single recording channel, 
or a very limited number of recording channels, they 
do not make use of the multi-channel information and 
are not applicable to HDMEA recordings. Here, we 

present the application of a previously developed 
Bayes optimal template matching (BOTM) procedure 
[1] for HDMEA recordings that can be efficiently im-
plemented by a set of matched finite impulse response 
(FIR) filters and that optimally combines information 
from different channels. FIR filters are especially 
suited for this task, since they can be efficiently im-
plemented in hardware.  

 

3 Results 
We evaluated the performance of the algorithm 

on simulated retinal ganglion cell recordings with 90 
high-density electrodes using spike waveform tem-
plates, estimated from real recordings of mouse retinal 
preparations (Fig.1). Neurons were spaced on a grid at 
varying inter-neuron distance (between 20 and 40μm), 
and their position was randomly jittered. Therefore, 
some of the neurons were placed outside of the elec-
trode array. Each simulation was 30 seconds long and 
contained, on average, between 32 to 111 neurons 
with firing rates between 5 and 50Hz. Fig. 2 shows 
the percentage of those neurons that could be sorted 
without a single spike sorting error. Neurons that were 
on the electrode array and were not perfectly sorted 
had an average error rate of 9.5%. One reason for the 
low error rates is the ability of the algorithm to suc-
cessfully resolve overlapping spikes.  

 

4 Conclusion 
We showed that BOTM on HDMEA recordings 

provides, in principle, the possibility for error-free 
spike sorting of a large fraction of the neurons, if mul-
tichannel neuronal template waveforms are known. 
However, the question of how to find the templates in 
a reliable and automatic way has still to be answered. 
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Fig. 1. Recorded data used to create the simulations. (a) 2 seconds of 6 selected electrodes (labelled in (d)); (b) close up of (a) with spikes 
from 3 chosen neurons indicated by colour; (c) cut and peak-aligned spikes of the 3 neurons; (d) footprints of 2 of the 3 neurons on the elec-
trode array (grey dots). 

 

Fig. 2. Recorded data used to create the simulations. (a) 2 seconds of 6 selected electrodes (labelled in (d)); (b) close up of (a) with spikes 
from 3 chosen neurons indicated by colour; (c) cut and peak-aligned spikes of the 3 neurons; (d) footprints of 2 of the 3 neurons on the elec-
trode array (grey dots). 
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Abstract 
This paper presents a Biomedical-ASIC for a fully implantable Neural Measurement System (NMS), able to record 
bio-potentials from the cortex of a subject in research applications and medical diagnostics. The ASIC (Application 
Specific Integrated Circuit) as a key component in the presented measurement system is able to truncate and 
preprocess neural raw data to be transmitted to an external base station. The ASIC itself can be considered as the 
consequent advancement of the FPGA-based NMS presented in [1]. The digital ASIC is capable of real time proc-
essing up to 128 channels with a maximum resolution of 16 Bit and a sample rate up to 10 kS/s/channel. The 
whole design covers a chip area of 1.8x1.8 mm2 in a standard 150 nm CMOS process (LF150), consuming a core 
power of 900 µW@1.8 V at an operating frequency of 4 MHz. 
 

1 Introduction 
Neural engineering has brought up a variety of 

different measurement systems [2] to serve in the field 
of diagnostics and neural prostheses. Some of them 
use ASICs (e.g. [3]) which are mostly equipped with a 
fixed data path. This paper presents a digital Biomedi-
cal-ASIC with a reconfigurable data path for a fully 
implantable Neural Measurement System (NMS). The 
ASIC is designed for the acquisition of biopotentials 
provided by up to eight RHA2116 amplifier arrays [4], 
each containing 16 low-noise amplifiers for 16 input 
channels and an integrated 16-bit SAR ADC based on 
the charge redistribution principle. 

Fig. 1 shows a block diagram of the overall NMS. 
After the measurement data is collected using a novel 
flex-rigid ECoG (Electrocorticogram) array with 128 
electrodes [5], neural data is amplified, filtered and 
digitized by the eight amplifier arrays. Subsequently, 
data runs in the reconfigurable digital ASIC where the 
high amount of incoming raw data (~20 Mbit/s) is re-
duced in a user defined way to fit the maximum trans-
mission rate of 4 Mbit/s or less, according to the con-
nected output device (e.g. a wireless transceiver as 
depicted in Fig. 1). Regardless of configuration one 
receives a serial close-packed bit stream, containing 
only relevant (user-intended) data at the output of the 
ASIC. The configuration is obtained using the same 
interface and allows runtime reconfiguration. 

Due to the reconfigurable data path, one can 
stream out Local Field Potentials (LFPs), as well as 
Action Potentials (APs) or Spikes, depending on the 
type of measurement task one would like to perform. 

The ability of measuring different signal types comes 
along with the highly flexible way of data handling in 
the design. In a previous work [1] the system was im-
plemented on a FPGA-based prototype for pre-silicon 
validation and initial measurements.  

The system concept in its final realization is 
shown in Fig. 1. It is planned to power the NMS wire-
lessly over an inductive link through the skin and 
skull. All electrical devices will be assembled on a 
flexible substrate in order to align them to the surface 
of the subjects brain. The final NMS will be pro-
grammable through the wirelessly coupled Base Sta-
tion.  

This work concentrates on the signal acquisition 
of Local Field Potentials (LFPs) from the Multielec-
trode ECoG Array over the amplifier stage and propa-
gation in the reconfigurable Biomedical-ASIC (Fig. 
1).  
 

 

Fig. 1. Block diagram of the Neural Measurement System (NMS). 

2 Architecture of the Digital ASIC 
The architecture of the digital ASIC is strictly se-

rial and works with only one system clock of 4 MHz. 
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The serial approach was chosen for two different rea-
sons: 

1. The input data (from each of the eight amplifier 
arrays) and the output data of the ASIC as well are 
serial.  

2. The output data rate of the system will be lim-
ited by the Zarlink transceiver IC to approximately 
500 kbit/s [6], which is much less than the 20.5 Mbit/s 
input rate of the 128 measurement channels. In a serial 
data stream, the resolution can efficiently be reduced 
from 16 bits to 1 bit in bitwise steps. This allows the 
user to have a fine adjustment of the data rate, to-
gether with the number of transmitted channels and 
the sample rate. As long as the configuration makes 
use of the maximum average data rate of 4 Mbit/s, es-
pecially the reduction of the sample rate (combined 
with high resolution and channel count) results in high 
peak data rates. Because the output rate is limited to 4 
Mbit/s, each input channel has its own 16 bit buffer to 
store the data between two consecutive samples. The 4 
Mbit/s output rate fits the maximum input rate of the 
Zarlink Transceiver, which will be attached in the next 
step. Since there were no SRAM modules available in 
the LF150 process, a lot of chip area is occupied by 
registers to provide the necessary buffer memory 
(compare Fig. 4). 
Fig. 2 shows a block diagram of the architecture. 
 

 

Fig. 2. Architecture of the digital ASIC. 

The measurement data arrives on 8 serial lines, each 
carrying 16 channels with a resolution of 16 bits and a 
sample rate of 10 kS/s/channel. The measurement in-
terface reduces the data rate in a flexible combination 
of sample rate, resolution and number of active chan-
nels, according to the settings of the operator. 
The protocol builder buffers the filtered data of the 
last sample point, adds a header with timestamp and 
configuration data and combines the 8 serial lines to 
one single close-packed serial data line containing all 
selected channels in the desired resolution and sample 
rate. 
This truncated data is fed into the transceivers inter-
face, which makes an adoption to the transceiver or 
any other interface to a certain base station. It also 
manages the transfer of incoming commands to the 

controller, which basically sets the system to the con-
figuration given by the operator (see Section 2.1). 
The modularity of this architecture allows exchanging 
the analog data acquisition ICs as well as the trans-
ceiver, or it allows varying the amount of measure-
ment ICs and transceiver ICs. 

2.1 Commands 
The user may influence the NMS with the follow-

ing set of commands: 
 enable/disable: Activation of the data transfer. 
 samplerate: Adjustable between 39 S/s/channel 

and 10 kS/s/channel for the digital sample rate. 
 resolution: Selectable between 1 and 16 Bits of 

resolution for all active measurement channels. 
 channelmask: Masks out a user defined subset  

of all available channels to be transmitted. 
 filter: controls four output pins of the digital 

ASIC, which could be used to setup a analog 
bandpass filter for the amplifiers (0.02 Hz – 1 
kHz for the lower bandwidth, 10 Hz – 20 kHz 
for the upper bandwidth). 

2.2 Data Frames 
For the command inputs, the controller interprets 

byte sequences which encode the commands and pa-
rameters. The byte sequences start with a unique pat-
tern and also contains a device specific ID in case the 
transceiver does not manage the channel access in an 
environment with multiple independent measurement 
units. 

The measurement data is combined to a packet 
for each single sample point in time. The packet con-
sists of a header and the measurement data. The 
header contains 4 bits for the type of packet, 8 bits for 
the device ID, 128 bits for the identification of the ap-
pended measurement channels, 4 bits for the filter set-
tings, a 16 bits time stamp for synchronicity, 8 bits for 
the sample rate and 4 bits for the resolution. The seg-
mentation of measurement data depends on the resolu-
tion and number of activated channels and has a 
maximum length of 2048 bits. 

3 Measurement Setup 
In this application the sensor frontend of the 

NMS is a novel microelectrode ECoG array with 128 
gold electrodes. It is composed of a flexible recording 
area, a flexible flat ribbon cable and a rigid soldering 
field for the OMNETICS connectors. The free-
standing polyimide membrane is depicted in Fig. 3. 
The array is flanked by two land patterns from two 
additional identical ECoG arrays on the same wafer. 
Each land pattern contains pads for four OMNETICS 
SMD-connectors with 32 pins each. 
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Fig. 3. Flexible ECoG array with 128 gold electrodes (300 nm 

thick), sandwiched between two 5 μm polyimide thin-films. 

 The membrane is attached to its carrier substrate 
only by several polyimide straps. By cutting the straps 
the array can be released from its substrate. This con-
struction allows a high level of control during solder-
ing, characterization of the electrodes and during soft 
release of the electrode array off its carrier right be-
fore chronic implantation on a subject’s cortex. 

The electrodes of the array are situated on the 
edges of concentric hexagons and have three distinct 
diameters – 100, 300 and 500 µm [5]. This spatial ar-
rangement allows grouping of equidistant electrodes 
for spatial spectrum analysis. The measuring array is a 
hexagon with a side length of 7.2 mm. 

 The ECoG array is designed for chronic implan-
tation on the primary visual cortex of a Rhesus mon-
key. The hexagonal outline ensures symmetry and 
conforms to the intended region of implantation. One 
array is already implanted and allows in Vivo 
Multi/Micro-Electrode recordings of biopotentials. 
 

A chip photo of the digital biomedical-ASIC with 
a floor plan overlay is shown in Fig. 4. The core area 
has a size of 1 mm² with a utilization of 34%. The 
power consumption of the core is 900µW.  

The floor plan shows a large area for the 2048 bit 
data buffer. Since no SRAM was available in the 
standard design kit, the memory was built from ca. 
7000 standard cells. The 384 bit channel memory 
which controls the sequence of the activated channels 
is much smaller and uses ca. 900 gates. The remaining 
1200 gates in the Ctrl area represent the actual func-
tionality of the design. 

 

Fig. 4. Photo of bonded digital ASIC 

The ASIC incorporates 58 pads from which 27 
pads are output pads and 31 input pads. On the upper 
edge of the padring one can see two spacers, separat-
ing 10 pads from the rest of the chip. From these pads 
there are 8 output pads and one dedicated pair of sup-
ply and GND for the stimulation circuit, which is cur-
rently under development. 

In Fig. 5 the In Vitro test setup is illustrated. In 
the lower left there is a basin filled with saline solu-
tion in which the ECoG array is placed. Over an OM-
NETICS cable the array is connected to our amplifier 
test board (lower center) carrying one RHA2216. 
From this board data runs into the ASIC test board 
shown in the upper right. The whole system is battery-
powered in order to reduce noise coupling from any 
external power source. From the ASIC test board data 
is fed over a VHDCI connector into a PXI-
measurement system from National Instruments with 
an integrated NI-FlexRio-FPGA module. The PXI-
system runs a LabView program which captures the 
measurement data and performes a visualization of the 
electrode signals. 

 

Fig. 5. In Vitro test setup with the ECoG array placed in saline solu-

tion (lower left). In the lower center the test board for the amplifier 

array is depicted. The upper right shows the ASIC test board. 
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4 Results 
First measurements using an arbitrary waveform 

generator as electrode input served as successful func-
tional test for the system, consisting of the amplifier 
ICs, filters, ECoG-Array, digital ASIC and software. 

For the examination of the system in a realistic 
measurement environment we used the test setup 
shown in Fig. 5. Measurements were conducted using 
a Petri dish with a size similar to the brain of the mon-
key filled with saline solution in order to rebuild the 
impedance parameters of a real monkey in a most re-
alistic way. Additional shielding is used to reduce en-
vironmental noise. For the test, the analog filter was 
chosen to 1Hz for the high pass and 1 kHz for the low 
pass and no stimuli were applied to measure the sys-
tem noise as depicted in Fig. 6. The spectrum of the 
noise shows a lot of energy above 100 Hz and peaks 
at multiples of 100 Hz which could be filtered, so that 
the resulting noise level stays in the range of ap-
proximately 20 µV. According to [2] the amplitude of 
LFPs lies in the range between 0.5-5 mVpp, so the 
noise can be considered as not severe enough to influ-
ence the upcoming in Vivo measurements in a sustain-
able way. In addition to that, one expects that the re-
maining environmental noise is further reduced at the 
time the NMS is really implanted on to the subject’s 
cortex.  

 

 

Fig. 6. Measurement of the noise floor from the NMS [7] over a 

period of 1 second. 

5 Conclusion and Outlook 
This work presents a Biomedical-ASIC as a key 

component of a NMS. Due to the reconfigurable data 
path incorporated in the ASIC, it can be used for many 
applications in brain research, medical diagnostics or 
neural prostheses. Based on the high degree of flexi-
bility, one can easily shrink or expand the systems 
performance in order to fit the functional constraints 
defined by the application. Depending on the sensor 
frontend one is able to measure LFPs as well as APs.  

In the current application the presented new de-
veloped flex-rigid soft release ECoG array serves as 
sensor frontend for 128 channels providing LFPs. 
This array has already been successfully implanted 
onto the cortex of a primate. Measurement results are 
presented using the electrode array and placing it into 
saline solution as a model for the brain of the monkey 

and measuring the noise floor. It is expected that the 
noise further decreases, once that the NMS (as shown 
in Fig. 1) is connected wirelessly in terms of energy- 
and data transfer due to the decoupling of the con-
nected measurement system. 

 
At the moment there is a new version of the pre-

sented Biomedical-ASIC in fabrication. It incorpo-
rates a transceiver interface for the ZL70102 [6] and a 
power gating feature for the 8 amplifier arrays. So if 
the transmitted power is not high enough or a group of 
16 channels belonging to the same measurement fron-
tend are out of interest, the measurement ICs could be 
switched off in a controlled manner. Thus, there is an 
increase in system stability of the overall NMS under 
critical conditions in terms of power supply, as well as 
a low-power operation to reduce heating of the sur-
rounding tissue. 
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Abstract 
In this paper we present computational methods for determining functional connectivity in brain slice preparations 
in-vitro using a 512-electrode MEA recording system [1]. Our methods are based on Cross-Correlation analysis of 
neuron spiking and allow us to obtain information about excitatory and inhibitory neural connections and their sta-
tistical significance. A widely used spike  jittering method [2] has been substituted with digital filtering, drastically 
reducing the computational power requirements. 
 

1 Introduction  
Large-scale multielectrode array (MEA) re-

cording systems can simultaneously record the spiking 
activity of hundreds of neurons in brain slice prepara-
tions in vitro [3]. This technological advance opens up 
the possibility of studying the functional connectivity 
of a neural system at fine spatial and temporal resolu-
tion, at hundreds of recording sites, over a large area. 
Here we report on preliminary measurement of func-
tional connections in the hippocampal region of an 
organotypic cultured wildtype mouse brain slice 
preparation. 

2 Materials and methods  
Organotypic cultures were prepared from wild-

type mouse pup (of strain Black-6) brain slices, 400 
µm thick, at postnatal day 6-7, incubated for 2-3 
weeks. The cultures were then placed on a 512-
electrode MEA, arranged in a 32×16 rectangular con-
figuration, with 5 µm diameter electrodes, 60 µm inte-
relectrode separation, and an active area of 1.9×0.9 

mm2. We aimed  to place the tissue so that the hippo-
campal CA1 region covers the active recording area 
(Fig. 1). 

The spiking waveforms from the cultures were 
recorded on each of the 512 electrodes at a sampling 
rate  of 20 kHz. Spike sorting was carried out as de-
scribed in [4]. Typically, 100-200 neurons are identi-
fied in a single preparation. 

3 Statistics 
To determine the functional connectivity for the 

neural network, we calculate the cross-correlogram 
(CC) for every neuron pair. Three example CCs are 
shown in Fig. 2. Fig. 2 A, B and C show, respectively, 
examples of excitatory, inhibitory and combined exci-
tatory/inhibitory bi-neuron connections. 

To extract statistically significant functional con-
nections, we start with the original CC (black lines in 
Fig. 2), convoluted with a low-pass box filter of 20 ms 
width to obtain the filtered CC (red lines with dia-
monds in Fig. 2). The background noise level (SD) is 
then calculated as the standard deviation of the mean 
of the sideband regions of the CC for lag times of -80 
to -10 ms and +10 to +80 ms. Next the maximum and 
minimum local limits (green lines in Fig. 2) are calcu-
lated as the filtered CC offset by ±3×SD. Finally, to be 
consistent with the procedure presented in [2], the 
global limits are calculated as max/min values of the 
filtered CC ±0.99×3×SD over a lag time range  from   
-30ms to +30ms (blue dashed lines in Fig. 2). If the 
original CC lies above (below) the maximum (mini-
mum) global limit for at least 1 ms it is classified as an 
excitatory (inhibitory) connection. CCs that pass both  

Fig. 1 Day In Vitro 1 (DIV1) photo aligned on photo of the tissue 
on the array immediately after recording to show the hippocampal 
region on the array; DG-dentate gyrus, S-subiculum 
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the excitatory and inhibitory criteria are classified as 
combined excitatory/inhibitory connections. This 

method of extracting significant connections is much 
less demanding computationally than the widely-used 
method based on spike jittering [2]. A mathematical 
proof of the equivalence of the low-pass box filter and 
time jittering methods can be found in [5]. This is of 
particular importance when dealing with the thou-
sands of CCs derived from preparations with hundreds 
of identified neurons. 

4 Results 
We present pilot results of functional connectivity 

maps obtained as described above. Fig. 3 shows the 
connectivity maps for the excitatory and inhibitory 
connections, in a preparation with 79 identified neu-
rons. For the results presented in Fig. 3, with 6162 po-
tential bi-neuron connections (using  a 2.8GHz CPU, 
3GB RAM computer), the extraction of statistically 
significant connections took 112 hours with the time 
jittering method but only 86 minutes with the filter 
method, which gave reduction by a factor of 78. 

5 Summary 
We have developed methods of finding functional 

connections in mouse brain organotypic cultures using 
a 512-electrode MEA recording system and cross-
correlation analysis. Our method of assessing statisti-
cally significant connections requires approximately 

1.3% of the computational time to obtain the same re-
sults compared to the spike jittering method. 
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Fig. 2 Examples of excitatory, inhibitory, and combined excitatory-inhibitory CCs. The vertical axis shows the number of entries per 0.5ms. 
The horizontal axis specifies the time interval between a spike from one neuron and a spike from the second  neuron. 

 
Fig. 3 Connectivity map: A) single excitatory connections, B) single inhibitory connections. Blue triangles indicate neuron positions. 
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Abstract 
The problem of classification of neuronal network bursting activity monitored by multielectrode arrays is one of im-
portant computational tasks in the studies of neuronal culture dynamics. We propose a novel method to analyze 
spiking patterns capable to identify multiple statistically significant functional connections between cells/electrodes 
characterized by different spike transmission timings. 
 

1 Method 

1.1 Similarity measure 
The detection method is based on the estimate of 

functional connectivity [1] between pairs of channel 
in the multichannel binary data of spikes detected. We 
introduce a new similarity measure [2] in the follow-
ing way. Let 
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be the number of spikes at j-th channel recorded 
within [t1,t2] time interval, Xj(t) is the discrete time 
binary vector representing spike train in j-th channel. 
Next we define spike transmission operator as 
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where δ<<(t2-t1) is a parameter controlling the 
width of coincidence detection window. Then, we de-
fine the similarity measure: 
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σij(τ) estimates the fraction of spikes successfully 
transmitted from channel j to channel i with the time 
lag τ. Note that σij(τ) accounts for the geometric mean 
between forward and backward spike transmission 
factors.  

1.2 Significance testing 
For each peaks σij(τ) we perform significance test 

using surrogate data [3].  The surrogates are created 

from the original data by random shifts of whole spike 
trains, hence, destroying temporal cross-dependences 
but keeping the temporal statistics. Next we build sur-
rogate sigma distribution P(σ) for each peak. The peak 
is considered as significant if the probability to get 
sigma value greater than the peak value by chance is 
lower than a significance level.  

In the result we obtain collections of significant 
peaks σij and corresponding lags τij. Each significant 
peak associated with connection j→i and σij is consid-
ered as a spike transmission probability estimator and 
τij is considered as time delay estimator. 

2 Results 

2.1 Applying method to modelled data 
To verify the method the similarity test was ap-

plied first to model data generated by random network 
of integrate-and-fire neurons with plastic connections 
[4]. It was found that the method can identify signifi-
cant direct and indirect functional connections be-
tween net elements. 

2.2 Applying method to experimental data  

 
Fig. 1. Raster diagram illustrating three consecutive population 
burst discharges. 
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Next we applied the method to experimental data 
generated by neuronal network in primary hippocam-
pal cultures and recorded by multi-electrode array 
sensor (MED64, Alpha MED Sciences and USB-
MEA120, MultiChannel Systems). We analyzed raster 
diagrams of binary events corresponding to spikes de-
tected by a threshold algorithm. The activity displays 
a sequence of population burst discharges (Fig.1).  

Figure 2 shows corresponding multigraph (iso-
lated nodes excluded) with edges weighted by esti-
mated transmission delay in milliseconds.  

 
Fig. 2. Multigraph corresponding to population bursts (Fig. 1). The 
width of A→B edge corresponds to maximum sigma-value which is 
1. 

The size of node is proportional to node degree. 
The multigraph apparently detects network hubs 
(nodes with higher degrees) with functional connec-
tion pathways. Note, that there may be multiple spike 
transmission paths between particular nodes illustrat-
ing the presence of different direct/indirect connec-
tivity modes. Next, the graph can be characterized the 
summary input/output connections per electrode. One 
can note “sinks” (electrodes 10, 33, 34 and 47) and 
“sources” (electrode 1 and 47) in the spike transmis-
sion. 
 

 
Fig. 3. Connectivity diagram illustrating changes in connectivity 
during three days. 

 

Figure 3 shows changes in the node degrees in 
development during three days. Typically, active elec-
trodes preserve higher number of connections indicat-
ing that the signalling pathways evolve in some con-
tinuous manner. Thus, the culture networks demon-
strate a stable (robust) functional organization at 
certain stage of development. Connectivity changes 
detected by the graph illustrate general trends in de-
velopment of network architecture (see, for example, 
electrodes 55 and 1 reducing the number of connec-
tions). 

3 Conclusion 
In conclusion we summarize key points of the 

method. Its key advantage that it is applicable to non-
stationary multichannel data typically recorded by 
MEA sensors from neuronal culture networks generat-
ing population bursts. The method estimates multiple 
connections corresponding to many different signal 
transmission pathways activated in the network within  
particular burst or sequence of bursts. Each connec-
tion is supplied with direction (incoming or outgoing) 
and values of time delay corresponding to effective 
time of spike transmission from one electrode to the 
other.  

Finally, the method provides directed graph of 
signal transmission pathways. Characteristics of the 
graph (e.g. number of active nodes, number of in-
put/output connections, source/sink distributions) may 
be used to identify functional states of the culture 
network in spontaneous development and its changes 
after stimulation. 
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Abstract 
Long range of electric potential brings about significant correlations between simultaneous recordings from con-
tacts separated millimetres away in the tissue. To maximize relevant information from data it is useful to recon-
struct the volume density of net transmembrane currents, called the Current Source  Density (CSD), which gener-
ates the recorded potentials. We present here Kernel Current Source Density method (kCSD) as a convenient 
way to estimate sources from arbitrary distribution of contacts in different dimensions, and robust against noise.  
 

1 Introduction 
Long range of electric potential brings about sig-

nificant correlations between simultaneous recordings 
from contacts separated millimetres away in the tissue. 
To maximize relevant information from data it is use-
ful to reconstruct the volume density of net trans-
membrane currents, called the Current Source  Den-
sity (CSD), which generates the recorded potentials. 
Since the CSD in homogeneous and uniform tissue is 
given by the Laplacian of the potential, numerical 
second derivative of the recordings  from regularly 
spaced microelectrodes has been commonly used as 
an estimate of CSD at least since Nicholson and 
Freeman [1]. Recently, a number of deficiencies of 
this approach has been identified and inverse CSD 
and kernel CSD methods were proposed to circum-
vent them [2,3,4,5]. We propose here Kernel Current 
Source Density method (kCSD) [5] as a convenient 
way to estimate sources from arbitrary distribution of 
contacts in different dimensions, and robust against 
noise. 

2 Kernel Current Source Density 
method 
The idea behind kCSD is to first estimate the po-

tential using kernel estimation, then replace the ker-
nels in the potential space by corresponding kernels in 
the space of sources. One can define the kernel explic-
itly (direct kCSD) or in terms of the basis elements of 
a finite dimensional space (kCSD). While the first 
approach conceptually seems simpler, our tests so far 
indicate superiority of the approach described by Pot-
worowski et al. [5].  

We look for sources in the space span by densely 
distributed elementary sources, each representing 
small neuron populations. The potential generated by 

each source is calculated by forward modeling in a 
way dependent on dimensionality of the setup and the 
necessary assumptions about the symmetry. For ex-
ample, for 2D grids we assume the properties of the 
sources in the directions normal to the plane of the 
grid (e.g. step or Gaussian profile) [3]. If the anatomy  
and physiology of the studied systems are better 
known, their properties can be included in the kCSD 
method by adapting the basis, improving the results 
further. To avoid over-fitting to noise we use ridge-
regression and cross-validation is used to adaptively 
tune the parameters of the method for optimal results. 

3 Results 
We show that kCSD is a general non-parametric 

framework for CSD estimation including all the pre-
vious variants of iCSD methods as special cases. The 
method is robust against noise and adaptive. A MAT-
LAB implementation of the method for reconstruction 
of 1D and 2D problems is available online at 
http://software.incf.org/software/kcsd. 3D code is 
available per request. 

4 Conclusion/Summary 
We propose kernel Current Source Density 

method as a convenient way to reconstruct current 
sources from arbitrary distribution of contacts in dif-
ferent dimensions in the presence of noise. 
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Fig. 1 Reconstruction of current sources from randomly distributed contacts. The number of contacts is A) 1, B) 2, C) 4, D) 8 E) 16. Top 
panel – test sources. Middle panel – potential reconstructed from measurements. Bottom panel – CSD reconstructed from measurements. 
Black dots show localization of contacts. Observe a) significant differences between reconstructed potential and the sources, b) fast im-
provement of reconstruction quality with the increasing number of the electrodes.   
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Abstract 
Recently, optogenetic tools have been widely used in neuroscientific research, opening the opportunity to stimu-
late neurons with high spatial and temporal resolution. Using optogenetic tools for photostimulation and combining 
it with extracellular measurements on a multielectrode array brings with it the problem that the photostimulus may 
lead to unwanted voltage signals which may be so large, that the signal intended to be measured is completely 
overshadowed by the photostimulus. In order to rule out the possibility of such artifacts in a given photostimulation 
setup, we examine the effect strong light signals derived from laser diodes of different wavelengths have on the 
noise recorded from a multielectrode array filled with an electrolyte solution. No photoelectric effect was found for 
the irradiances derived from a high power LED array. 
 

1 The Problem 
Photostimulation of biological tissues using opto-

genetics is emerging as a viable alternative to electri-
cal stimulation. Since for different optogenetic tools, 
photostimulation in different wavelengths may be em-
ployed [2], it is crucial for signal analysis to quantify 
artefacts deriving from the photoelectric effect at the 
electrode surface. Although the photoelectric proper-
ties of most materials commonly used in multielec-
trode array electrodes (TiN or ITO), are well-known 
for an interface with a vacuum [3], the photoelectric 
effect for metal surfaces immersed in an electrolyte 
solution leads to a greater sensitivity to incident light 
on the electrode by means of lowering the work func-
tion of the interface [4]. 

While the physics of the photoelectric effect is 
complicated by the presence of an electrolyte solution 
[4], the most basic principle of the effect still holds 
true, namely that the mere presence of a photoelectric 
signal only depends on the incident wavelength [1], 
the net current derived form the effect depends on the 
number of incident photons. 

1.1 Photoelectric effect of Titanium 
Nitride  

 At the interface of a metallic compound and a 
a vacuum, the energy balance of a photon of fre-
quency  absorbed by an electron at this surface can 
be expressed by h  = + Ekin , wherein h is Planck's 

constant,  the work function of the compound, and 
Ekin the kinetic energy of the electron after the absorp-
tion of the photon. It is easily seen that for photon en-
ergies smaller than the work function, no photoelectric 
effect can occur. Due to the quantized nature of light, 

above this energy, the current derived from the effect 
is proportional to the number of incident photons, and 
thus to the irradiance. 
The work functions for most materials in technical 
usage are well-known and have been studied intensely 
as far as the junction with a vacuum or with other sol-
ids are concerned [3,5]. The vacuum work function is 
also easily accessible to direct measurement via a 
Kelvin probe [5]. If the material in question is im-
mersed into an electrolyte solution, a lowering of the 
work function occurs. This effect is strongly depend-
ant on the material in question, its surface properties, 
and the interaction of the surface with the electrolyte 
solution it is contact with [4,5]. However, a survey of 
work functions of metals immersed in electrolyte solu-
tion shows that the work function of the metal in 
question is lowered considerably by the presence of 
the electrolyte solution at the surface [4]. 

 
Fig.1. The experimental setup (schematically). 
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2 Experimental Setup 
The MEA is placed on an inverted microscope to 

the  epifluorescence port of which a commercial gal-
vanometer (galvo) setup (Rapp OptoElectronic) is 
coupled (cf. Fig. 1). With a programmable controller 
and control software, it is possible to move the image 
of the terminal of an optical fibre over the MEA. 
The chamber of this MEA is filled with buffer solu-
tion as employed in experiments with cell cultures. 
Different stabilized laser diodes are subsequently cou-
pled to the galvo-setup, and a laser spot of (20 +/-2) 
m diameter is projected onto the MEA and can be 
moved freely in the object plane of the microscope. 

Measurement 
Four electrodes of the MEA are selected, and the 

control software for the galvos is programmed to 
move the laser spot from electrode to electrode in a 
given sequence. Each jump is triggered by a TTL 
pulse form a signal generator. After a jump, the spot 
stays on the next electrode for 10 ms, and after four 
such jumps, the spot returns to the initial electrode (cf. 
Fig.2, d). During this process, the voltage signals as 
picked up by the individual electrodes are measured. 
The laser intensity of the diode can be adjusted con-
tinuously from 0 to 100 %, so that the process can be 
repeated for several irradiances, which are derived 
from light power measurements with a photodiode, 
and a measurement of the cross section of the laser 
spot with an object micrometer. The spot diameters 
are found to be (20 +/- 2) m. 
These measurements are carried out before each run. 
Control runs are made using Ringer's solution. The 
results of these measurements do not differ from the 
ones made with the buffer solution.  
 

 
Fig. 2. Signals picked up by a single TiN electrode for different 
wavelengths (a: 405 nm, b: 450 nm, c: 473 nm) and irradiances. d: 
movement of the laser spot. 

3  Results 
Photoelectric signals were measured at photon 

energies Eh = 3.06 eV (= 405nm), Eh = 2.76 eV ( 
= 450 nm), and at Eh = 2.62 eV (= 473nm). The 
vacuum work function of TiN is vac3.2 eV [6], 
which would allow for a photoelectric effect only for 
incident wavelengths  388 nm. However, since the 
work function is lowered due to the immersion in a 
liquid dielectric, a photoelectric effect can be meas-
ured even at photon energies as low 2.6 eV, albeit only 
at very high irradiances (several hundred mW/mm2). 
Also, for the method of illumination chosen in our ex-
periments, namely high power LEDs (480 nm) 
yielding irradiances in the order of 10 mW/mm2, no 
photoelectric effect has been measured with this tech-
nique. 
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Abstract 
Analysis of the electrically active cell networks asks, in some cases, for tightly constrained time intervals between 
the occurrence of an electrical activity inside the network and reliable information about the origin of this activity. A 
High Density Microelectrode Array (HDMEA) - based system can provide high-resolution recordings of network 
activity, increasing the reliability of the decoded information, but at the same time, implies handling large amounts 
of data needed to be processed in real-time. This work describes the implementation and optimisation of a real-
time spike-sorting algorithm on a Field-Programmable Gate Array (FPGA) targeting HDMEA-based systems. The 
achieved data processing latency ensures a real-time analysis of electrically active cell networks, making close-
loop experiments possible. In addition, it offers an option of data throughput and data storage reduction by remov-
ing the redundant information from the recorded data. 
 

1 Introduction 
HDMEAs provide a way to simultaneously record 

the electrical activity of a large population of cells in 
neuronal cultures, retinal preparations or cortical 
slices. The complementary capability of cell stimula-
tion enables, in principle, the stimulation to be trig-
gered by the recorded cell activity. So-called “closed-
loop” stimulation bears the potential of being able to 
selectively change the neuronal wiring diagram in a 
controlled manner. 

In order to generate a specific stimulation, it is 
necessary to correctly detect and classify the electrical 
activity of a potentially large number of neurons - a 
problem known as “spike-sorting” - and to do this in a 
very short time. However, the large number of re-
cording electrodes, and the large number of recorded 
neurons result in high data throughput and high data 
flow complexity, which, in turn, may lead to high la-
tency between spike recording and stimulus genera-
tion. Moreover, the high data throughput entails a rap-
id growth of data storage memory requirements.  

 

 
Fig. 1. HDMA-based closed-loop system. 

Here we present a system that can overcome these 
difficulties using an optimised spike-sorting algorithm 
implemented in hardware.  

2 System description 
The system consists of an HDMEA device that 

performs data recording, a spike sorter implemented 
on an FPGA running a custom-designed algorithm, 
and a general purpose host machine used for algo-
rithm initialisation and, optionally, for further data 
analysis and data storage, as shown in Figure 1.  

The algorithm relies on optimal linear filters [1], 
matched to the prototypical multichannel spike wave-
forms (“footprints”), where every neuron has exactly 
one associated multichannel filter. Filter coefficients 
are the result of a pre-processing step, performed off-
line on a host, and can be loaded in the FPGA memory 
periodically in order to adapt the filters to changing 
cell footprints, caused by the cell drift.  

3 Performance assessment  
Limited hardware resources of an FPGA call for a 

trade-off between the number of channels per filter 
and the sorting performance. The performance has 
been assessed by simulations of mouse retinal gan-
glion cell recordings [2]. Figure 2 shows the total 
number of spike sorting errors, normalised to the ac-
tual number of spikes as a function of channels per 
filter. The result shows that the number of channels 
per filter can be drastically reduced while still main-
taining a high sorting quality. An example system has 
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been implemented, capable of performing a real-time 
sorting of data from 200 neurons, recorded on 1024 
electrodes, considering 6 channels for each filter; it 
requires approximately 13k Virtex 6 logic slices and 
instantiates 3Mb of block RAM, used for storing the 
filter coefficients.  

 
Fig. 2. Spike-sorting performance versus the number of channels 
per filter. 

Latency of the spike detection and classification 
is data dependent and corresponds to half of the single 
channel footprint length in addition to the overhead of 
the algorithm. In the above-mentioned data set, single 
channel footprints were 3ms long (60 samples at 
20kHz sampling rate), and the algorithmic overhead 
was 15 sampling clock cycles, resulting in a total la-
tency of 2.25ms. 

4 Conclusion  
The achieved low latency between the spike oc-

currence and the stimulus generation allows for per-
forming real-time closed-loop stimulations. In addi-
tion, high data throughput can be decreased by 
streaming out only relevant information from the 
MEA chip. However, the presented spike sorter is not 
a stand-alone module, and pre-processing needs to be 
done in order to obtain the filter coefficients.  
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Abstract 
Multielectrode array (MEA) measurements of neuronal activity in brain slice preparations have become an 
important research tool. However, to take full advantage of this technology, accurate and reliable tools for 
quantitative modeling and analysis of the recorded data are required. In particular, the “measurement physics”, 
i.e., the link between the potentials recorded at the electrode contacts and the underlying neural activity, must be 
properly established. We here present and demonstrate the use of a physics-based modeling scheme based on 
the Finite Element Method (FEM), addressing this issue.  
 

1 Background 
Multielectrode array (MEA) measurements offer 

the possibility to record neuronal activity in vitro at a 
high spatial and temporal resolution. However, the 
interpretation of the recorded data is not always 
straightforward. Biophysically detailed modeling 
studies emulating both (i) the underlying neural activ-
ity and (ii) the measurement physics, i.e., the link be-
tween intrinsic neural activity and the potentials re-
corded in the MEA set-up, will be a necessary compo-
nent in quantitatively accurate and reliable analysis of 
such data. The power of modern computers, combined 
with the recent establishment of freely accessible da-
tabases containing hundreds of reconstructed neuronal 
dendritic morphologies (e.g., NeuroMorpho.org), a 
key ingredient in such modeling [1, 2], now places 
such modeling within reach for all scientists in the 
field. 

 

2 Methods 
We employ LFPy [3], a new Python module de-

veloped in our group, running on top of the NEURON 
simulator [4], to obtain the compartmental transmem-
brane neuronal currents setting up the recorded poten-
tials. Until now most biophysical forward modeling of 
extracellular potentials assume an infinite homogene-
ous extracellular electrical medium [1, 2]. This allows 
for a simple analytical solution of the electrostatic 
forward problem in terms of treating compartments as 
point-sources or line-sources [1, 2]. While applicable 
for the modeling of in vivo multielectrode recordings, 
this assumption is in general not valid in in vitro slice 
recordings, because the electrical conductivities in the 
electrode array, neural tissue and saline covering the 

slices are widely different. Spatial inhomogeneities 
and anisotropies of the electrical conductivity can be 
handled by using the Finite Element Method (FEM, 
Fig. 1) to solve the forward modeling problem. Using 
FEM we can in principle mathematically model the 
link between any neural activity and the correspond-
ing recorded MEA potentials, both the high-frequency 
(spikes) and low-frequency (local field potential) 
components. The approach will be applicable to any 
number of neurons, kind of neuronal morphologies, 
ionic membrane channels and synaptic input. 

 

 
Fig. 1. Illustration of a FEM forward modeling scheme for calculat-
ing recorded activity on a MEA, from activity in a layer V pyrami-
dal neuron in a cortical slice. The green and orange arch represents 
grey matter in a 300 µm thick slice of cortical tissue in a MEA set-
up, and the grid of dots directly below the layer V pyramidal neuron 
represent the set of MEA contacts. 
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3 Results 
Here, results from two projects will be presented: 
In the first project the modeling tool is used for 

generation of spike-sorting test data to validate auto-
mated spike-sorting algorithms, where the simulation 
framework is used to generate extracellular spikes in 
high-density MEA recordings [5]. This project is part 
of an international coordinated effort where such test 
data will be collected and made available at a website 
hosted by the German node of the International 
Neuroinformatics Coordinating Facility (INCF) 
(www.g-node.org/spike), allowing for a systematic 
benchmarking of spike-sorting algorithms.  

In the second project the tool is used to study how 
individual neurons contribute to the local field poten-
tial (LFP) as measured by MEAs in an acute brain 
slice setting [6]. The model output is compared to 
corresponding experimental data, which includes the 
detailed reconstruction of the excited neuron.  
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1 Background / Aims 
In order to understand the functionality of neural 

networks, reliable parallel spike trains must be re-
corded from neuronal ensembles [1, 2]. Silicon-based 
multi-transistor arrays ('Neurochips') are large enough 
to map the activity of hundreds to thousands of neu-
rons within an area of 1 mm2. 

In order to retrieve reliable parallel spike trains, 
action potentials (APs) have to be properly assigned 
to their corresponding units. The signal separation of 
adjacent neurons in neural tissue or cell culture repre-
sents a serious challenge, as their electrical coupling 
areas on the sensor array overlap. In this work we aim 
to determine whether this problem can be solved 
based on extracellular action potential waveforms 
together with their positional information. 

2 Methods 
A potential algorithm for assigning APs to corre-

sponding units was presented in [3]. Here, we test its 
capabilities by using synthetic data with known posi-
tions, signal shapes and amplitudes of the extracellular 
signal. The synthetic data were generated from re-
cordings of four retinal ganglion cells (RGCs). Meas-
urements were done with a multi-transistor array (size 
1mm2, pitch 7.4µm, sampling rate 78kHz). For each 
RGC several hundred threshold crossings were aver-
aged and down sampled to either 11.5 or 23 kHz re-
spectively (Fig.1). Gaussian noise was added with 
appropriate amplitude to obtain a signal-to-noise ratio 
of 11 [4]. Thus a template was obtained for each 
RGC. Finally, synthetic data sets were generated by 
combining template pairs at different distances from 
each other (7.4, 14.8 or 22.2 µm) and fed to the algo-
rithm described in [3].  The quality of spike sorting 
was quantified by an error rate defined as the sum of 
false positive and false negative assignments with 
respect to the known ground truth. This procedure was 
carried out for two sampling rates (11.5 and 23 kHz). 

 
 
 
 

 

Figure 1: Threshold triggered 
average activity of rat retinal gan-
glion cells (RGCs). 
(A) Sequences of time frames, each 
containing the averaged activity from 
four different (labelled) RGCs. Mim-
icking recorded action potentials, 
smooth templates (78 kHz) were 

down sampled to 23 kHz and rescaled (to S/N = 11; S/N = absolute 
maximum / rms(Noise)). Every third frame is shown. For purposes 
of illustration, templates are temporally aligned in (A), so that the 
signal maxima in the different templates occur at the same time. (B) 
Transients of those pixels that contain the signal maximum of the 
corresponding neuron template (78 kHz, original S/N). 
 

3 Results 
We compared spikes from pairs of different neu-

ronal templates with centres of electrical coupling 
areas separated by multiples of 7.4 µm. At a sampling 
rate of 23 kHz, spikes could be reliably separated 
down to the smallest separation distance (7.4 µm).  

However, for waveforms sampled at 11.5 kHz, 
units with similar waveforms were not separated at 
this distance. By increasing the distance to 14.8 µm a 
full separation could be obtained. 

4 Conclusion / Summary 
For given conditions (signal-to-noise ratio and 

noise distribution) our results provide parameter set-
tings for which spiking activity can be reliably as-
signed to the corresponding source. By spatially inter-
polating the values between pixels the separation can 
be varied continuously, which allows further refine-
ment of the results. 

8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012236

Signal Analysis and Statistics



References 
[1] Buzsáki, G. (2004). Large-scale recording of neuronal ensem-

bles. Nature Neuroscience, 7(5), 446-451.  
[2] Einevoll, G. T., Franke, F., Hagen, E., Pouzat, C., & Harris, K. 

D. (2011). Towards reliable spike-train recordings from thou-
sands of neurons with multielectrodes. Current Opinion in 
Neurobiology, 22, 1-7.  

[3] Lambacher, A., Vitzthum, V., Zeitler, R., Eickenscheidt, M., 
Eversmann, B., Thewes, R., & Fromherz, P. (2011). Identify-
ing firing mammalian neurons in networks with high-
resolution multi-transistor array (MTA). Applied Physics A, 
102(1), 1-11.  

[4] Leibig, C., Wachtler, T., and Zeck, G., (2011). Resolution 
Limit of Neurochip Data. Front. Comput. Neurosci. Confer-
ence Abstract: BC11 : Computational Neuroscience & Neuro-
technology Bernstein Conference & Neurex Annual Meeting 
2011. doi: 10.3389/conf.fncom.2011.53.00069  

 

 

Supported by a BMBF grant (FKZ: 0312038) to 
CL and GZ. 
 

 

8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012 237

Signal Analysis and Statistics



Comparison of MEA signals derived from peritoneal 
mast cells and RBL-2H3 cells 

Jessica Ka-Yan Law1, Tobias Oberbillig1, Chi-Kong Yeung2, John Anthony Rudd2, Mansun 
Chan3, Sven Ingebrandt1* 

1 Dept. of Informatics and Microsystem Technology, University of Applied Science Kaiserslautern, Zweibrücken, Germany 
2 School of Biomedical Sciences, The Chinese University of Hong Kong, Shatin, New Territories, Hong Kong 
3 Dept. of Electronic and Computer Engineering, Hong Kong University of Science and Technology, Clear Water Bay, Hong 

Kong 
* Corresponding author. E-mail address: sven.ingebrandt@fh-kl.de 

Abstract 
In the present study, the activation of different immunological cells was studied using the microelectrode array. 
Events of spike activities were observed when calcium ionophore A23187 was added to the mast cell culture, 
while no activities were observed with the leukocyte culture. The distinct difference between the primary mast cells 
and the leukocytes might be explained by the amount of histamine released upon activations. We are now apply-
ing a standard test for the amount of histamine released from these cells to further investigate the signal origin. 
The present MEA system provides a platform for studying the activation of different immunological cells. 
 

1 Introduction 
The microelectrode array (MEA) has been used 

extensively as a tool in the field of excitatory cell re-
search for several decades [1, 2]. There is increasing 
evidence that shows biological signals from activated 
non-excitatory cells can also be detected by the MEA 
[3, 4]. In our previous studies, signals from activated 
rat peritoneal mast cells were detected using our cus-
tom-made MEA system. Different signal shapes were 
observed upon stimulation by different mast cell se-
cretagogues [3, 5]. The differences in signal shapes, 
however, are not fully understood. An experimental 
setup that combines patch-clamp and MEA recording 
may thus provide us with more real-time information 
regarding the measured MEA signals upon immune 
cells activation.  

RBL-2H3 is an adherent rat leukocyte cell line, 
which has similar properties as the rat peritoneal mast 
cells in terms of the activation mechanism. A calcium 
oscillatory mechanism is activated upon stimulation. 
Secretory vesicles, including histamine and other in-
flammatory mediators, are then released as a result 
[6]. Compared to the previously used peritoneal mast 
cells, the adherent property of the RBL-2H3 cells of-
fers an ideal immune cell type for simultaneous patch-
clamp and MEA recordings. 

2 Methods 
In the present study, both peritoneal mast cells 

and RBL-2H3 were cultured on our custom-made 
MEA devices and stimulated using calcium ionophore 
A23187 (Fig. 1). We aimed to study the signal shapes 
generated by the primary mast cells and compared 
them with the signals by the leukocytes. Our com-

bined patch-clamp and MEA recording system offers 
the possibility of studying the origin of the signals 
generated in simultaneous recordings. 

 

 
 

 
Fig. 1. Microscopy images showing cultures of the primary perito-
neal mast cells (a) and RBL-2H3 cells on the MEA devices (b). 
Scale bars 10 and 50 µm, respectively. 
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Fig. 2. MEA signals recorded in the presence of 10 μM A23187 with or without primary mast cells on the MEA chip. Events of spikes are 
observed after the introduction of A23187 and the spike activities continue for the next 2 minutes (a). Spike activities are not observed when 
the same concentration of A23187 is applied to the mast cell-free MEA chip (b). 

 

3 Results 
A response was elicited shortly after the addition 

of A23187 (10 μM) to the primary mast cells and 
events of spikes were observed 2 minutes after the in-
troduction of the chemical (Fig. 2a). A negative con-
trol was carried out on a blank MEA without any mast 
cells on it to demonstrate the signals recorded were 
the results of interactions between the cells and 
A23187 (Fig. 2b). But no signals were observed when 
the same experimental protocol was applied to the 
RBL-2H3 cells. At the moment, we are trying to ex-
plain the signal origin with the amount of histamine 
released upon activation. 

4 Conclusion 
The detection of immuno-responsive cells with 

the MEA system opens up a novel and promising ap-
plication in cell biology. There are few studies that 
have so far looked into the origin of these signals, and 
the interpretations of which are necessary for the un-
derstanding of any pharmacological studies. The pre-
sent study provides additional information for ex-
plaining the possible biological signals recorded by 
the present MEA setup. 
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Abstract 
Maturing neuronal networks, such as human embryonic stem cell (hESC) derived networks, exhibit highly time-
varying action potential dynamics. To analyze the developing burst/spike activities of such networks, we propose a 
burst analysis algorithm which utilises firing statistics based on inter spike interval (ISI) histograms. Algorithm 
calculates ISI thresholds for burst spikes as well as pre-burst spikes and burst tails (burst related spikes) based on 
the cumulative moving average (CMA) and skewness of ISI histogram. The proposed method is a potential tool for 
analyzing hESC-derived neuronal cell networks and can be utilized to understand the development and 
functioning of human neuronal networks and as an analysis tool for in vitro drug screening and neurotoxicity 
assays. 
 

1 Introduction 
Neuronal activity is generally described by single 

cell firing called spikes or actual network activity 
manifested by short episodes of intense firing called 
bursts [1, 2]. Bursting is an activity during which neu-
rons are interacting and firing in an orchestrated man-
ner. It is suggested that bursts reflect and influence the 
plasticity mechanisms and for that reason could be 
used for assessment of network activity [3].  

Although bursting is a commonly accepted fea-
ture of a neuronal network, the definitions of bursts 
and burst detection methods differ between studies. 
Among those definitions, some define bursts accord-
ing to inter spike interval ISI thresholds and the num-
bers of spikes in bursts which are set by visual inspec-
tion [4]. Others utilize calculated average ISIs of the 
measurements [5], average firing rates and alterna-
tively a fixed ISI threshold [6], or logarithmic histo-
gram of ISIs to calculate an ISI threshold for detecting 
bursts [7, 8].  

Most of the earlier suggested methods focused on 
rodent primary cultures which are widely studied in 
vitro neuronal networks [4, 5, 6, 7, 8]. In comparison 
to these cultures, networking mechanisms of hESC-
derived neurons exhibits more variable statistics from 
individual spikes to bursts [9]. In fact, beside the fre-
quent occurrence of “primitive” bursts which are 
formed by a few spikes, we also observed bursts with 
tens of spikes and bursts lasting from milliseconds to 
seconds while studying maturing hESC-derived neu-
ronal networks [9]. However, the previously men-
tioned burst detection methods ignore the primitive 

and “unstable” spike train and burst activity of hESC-
derived neuronal networks.  

We have previously suggested a burst detection 
method without any a priori fixed burst criteria [10] 
and in this paper we demonstrated its applicability on 
a data collected from maturing hESC-derived neu-
ronal networks and further studied how spiking statis-
tics differ during maturation by means of ISI histo-
gram skewness.  

2 Materials and Methods 

2.1 Cell Cultures and Electrophysiological 
Recordings 
hESCs were differentiated into neuronal cells us-

ing the previously published method [11] and plated 
on MEAs as described in [9]. 

Recordings were done on MEAs with square ar-
rays of 59 substrate-embedded titanium nitride micro-
electrodes (model: 200/30iR-Ti-gr, MCS) and internal 
embedded reference electrodes. 

Measurements were obtained from eight different 
days during eight weeks. Each measurement day had 
two to six measurements, each of which lasts ap-
proximately two minutes.  

2.1 Cumulative Moving Average for 
Detecting Bursts 

Bursts were detected using CMA algorithm [10]. 
Shortly, from inter spike interval (ISI) histogram we 
calculated the cumulative moving average where ISI 
threshold for burst was defined for each analysed data 
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independently. Algorithm utilizes CMA and skewness 
of the ISI histogram to calculate burst threshold. Fig. 
1 presents how CMA was obtained from ISI histo-
grams. Spike trains with at least three spikes in a row 
with ISIs below the CMA calculated ISI threshold 
were defined as bursts. A second threshold was calcu-
lated similarly for the detection of burst related spikes 
(burst tails and pre-burst spikes) and these burst re-
lated spikes were included in their neighbouring 
bursts. Finally, the bursts which were closer to each 
other than the second threshold calculated were 
merged together. In this paper we further utilize the 
skewness to demonstrate how the ISI-histogram itself 
shows important information regarding the develop-
ment of the network. 

 
Fig. 1. Calculation of burst threshold (red vertical line) and burst 
related spikes threshold (blue vertical line) via CMA curve (black 
line) of the ISI histogram (grey bars). α coefficients used for corre-
sponding skewness values. 

3 Results 
ISI histograms of single channels were obtained 

from eight different measurement days. The skew-
nesses of these ISI histograms are demonstrated in 
Fig. 2. Spike count from each measurement has also 
been presented to show the correlation between skew-
ness values and channel activity. 

 
Fig. 2. Skewness of ISI histograms from different measurements of 
each measurement day are shown on top left. Spike counts for eight 
different days are shown with bars. 

Recordings with detected bursts are shown in Fig. 3 
Fig. 3a demonstrates higher activity where bursts in-
clude more spikes and the ISI histogram has a greater 
skewness value. On the other hand, Fig. 3b presents a 
rarely spiking channel with shorter bursts which are 
formed by a few spikes. Skewness values of these 
measurements can be seen in Fig. 2.  

 
Fig. 3. Detected bursts by CMA method. (a) 50 s window of the 
recording from first measurement of Day 1 (b) 45 s window of the 
recording from fourth measurement of day 5. 

4 Conclusions 
Our CMA algorithm provides a new network 

adaptable burst detection method [10]. Further, skew-
ness of the ISI histogram provides network informa-
tion and could offer a promising tool to assess neu-
ronal network behaviours. Together with CMA burst 
detection method utilizing the concept of network 
activity adaptable analysis, they can be used as a met-
ric to enhance the present network analysis methods. 
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Abstract 
In vitro multichannel recordings from neurons have been used as important evidence in neuroscientific studies to 
understand the fundamentals of neural network mechanisms in the brain. Consequently, accurate detection and 
sorting of neural activity waveforms becomes a key requirement for creating meaningful machine brain interfaces 
and to understand the working principles of neural networks. In this work we propose a unified framework for un-
supervised neural spike clustering. Proposed framework exploits the features of wavelets scale-space representa-
tion and time-frequency localisation as well as multiscale principle component analysis to minimise the dimen-
sionality of the raw data at different scales prior to clustering. 
 

1 Introduction 
In vitro multichannel recordings from neurons 

have been used as important evidence in neuroscien-
tific studies to understand the fundamentals of neural 
network mechanisms in the brain. Consequently, accu-
rate detection and sorting of neural activity wave-
forms becomes a key requirement for creating mean-
ingful machine brain interfaces and to understand the 
working principles of neural networks. Number of 
spikes detection and sorting algorithms are proposed 
based on the variance maximisation of the sum of dis-
tances between the waveform clusters. Wavelet coef-
ficients are also employed to exploit the time-
frequency localisation and scale-space representation 
of the waveforms [1, 2] however in a very simple way.  

2 Unified spike sorting framework 
To exploit the maximum potential of wavelet 

transform and available statistical technique, we pro-
pose a unified framework for unsupervised neural 
spike clustering. Proposed framework exploits the fea-
tures of wavelets scale-space representation and time-
frequency localisation through the use of wavelet 
transform modulus maxima (WTMM). WTMM are 
translation invariant high profile multiscale wavelet 
coefficients that remain unaltered by the shifted ver-
sions of the same action potential spike. Multiscale 
principle component analysis minimises the dimen-
sionality of the raw data at different scales prior to 
clustering. Principle component analysis provides var-
iance-distribution of the waveforms at different scales 
and spaces, generated by wavelets transform, and help 
in estimating the optimised number of clusters. Num-
ber of clusters are automatically selected based on the 
percentage of accumulative variance distribution of 

the waveforms and is usually set to within the range of 
90% to 98%. Percentage of accumulative variance 
implies; the number of possible clusters that would 
accumulate the desired percentage of variances of all 
waveforms with total sum of distances between the 
clusters below set threshold, normally set to 5×10-6. 
An example of accumulative variance distribution is 
presented in Figure 1.  

 

 

2.1 Methods/Statistic 
The block diagram of the proposed framework is 

presented in Figure 2. As is obvious from the diagram; 
algorithm has three distinct branches to perform clus-
tering utilising original waveforms, wavelet transform 
modulus maxima coefficients and multiscale principle 
component analysis of wavelets coefficients. 

Original Waveform  
stream employs raw data and perform principle com-
ponent analysis to estimate optimised numbers of 
clusters based on the variance distribution and then 
performs hierarchical and k-mean clustering to cluster 
data into different bins as shown in Figure 3A. 

WTMM coefficients  
stream employs translation invariant wavelet trans-
form modulus maxima coefficients that represent high 
value features of the original waveforms in scale-

Fig1. Accumulative variance distributions of original, WTMM 

and MPCA waveforms shown in Fig3 A, B and C respectively
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space representation. Due to the inherent time fre-
quency separation characteristic of the wavelets trans-
forms, neural waveforms can be separated into higher 
number of clusters by amplifying even smaller varia-
tions as is shown in Figure 3B. 

MPCA coefficients 
Stream uses the wavelets transform coefficients 

and perform principle component analysis on each 
scale to estimate and extract high variance coefficients 
to perform clustering as shown in Figure 3C.  

All clusters, shown in Figure 3, fulfil the separa-
tion criteria of total sum of distances between the 
clusters, set to 5×10-6. 

An example of the proposed framework high-
lighting three streams of clustering and respective 
outcomes is shown in Figure 3. 

3 Conclusion  
In this work we presented a unified spike sorting 

framework employing multi scale-space principle 
component analysis. The proposed framework ex-
ploits well-known features of principle component 
analysis, wavelets transform, hierarchical and K-
means clustering to perform optimised separation of 
waveforms automatically.  
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Fig3. Hierarchical and K-means clustering using proposed frame-

work and 98% variance 
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Fig2. Block diagram of multiscale spike sorting framework 
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Abstract 
Understanding the correlation between anatomical connections and the functional activity observed in a particular 
brain structure has been a challenge in neuroscience. In vitro patterned neuronal networks provide a novel ap-
proach to study these correlations and overcome shortcomings of traditional approaches like numerical modelling 
and simulations. These are networks in which biological neurons are constrained to grow in a predefined structure 
whose activity is then measured using a multielectrode array. The degrees of convergence and divergence can be 
manipulated with this technology. This report is a summary of our investigation of correlation between functional 
connectivity ascertained from Granger Causality and structural properties of patterned neuronal networks.  

1 Introduction 
Traditional approaches to understand the effect 

structure of a neuronal network has on its functions 
typically involve mathematical models and simula-
tions.  The main disadvantage of simulations is that 
the number of assumptions that underlie a mathemati-
cal model severely limits the model behaviour with a 
consequent loss of generalization. A model system of 
the brain comprising living neurons where the connec-
tions can be controlled and activity can be sufficiently 
sampled from the network would enable overcoming 
some of the limitations of mathematical models. In 
vitro patterned neuronal networks constitute such a 
model system that partially meets the needs for known 
network topology (Nam et al. 2004; Chang, Brewer, 
and Wheeler 2001; Branch et al. 1998). In this study 
we created patterned neuronal networks whose degree 
of convergence was predefined and we studied how 
this affects the functional connectivity of the network. 
We hypothesized that as the degree of convergence 
increases, the mean strength of functional connections 
should increase and also be less affected by increasing 
distance.  

2 Methods 

2.1 Patterned Network Cultures 
Polydimethysiloxane (PDMS) stamps of different 

patterns were fabricated from SU-8 molds on silicon 
substrates. The patterns consisted of a grid of circular 
nodes with the difference between patterns being the 
number of nearest neighbours each node is connected 
to. Accordingly, the patterns were termed 2-connect, 
4-connect, 8-connect (Connected to two, four and 
eight nearest neighbors respectively). These stamps 

were then immersed in Poly – D – Lysine and stamped 
on Multi Electrode Arrays pre-treated with 3-
glycidoxypropyl-trimethoxysilane. This procedure 
created a cytophilic (PDL) pattern on a cytophobic (3-
GPS) background restricting neural growth to the cy-
tophilic pattern (Boehler et al. 2011). 

Primary neuronal cultures were created by disso-
ciating embryonic day 18 cortical tissue (BrainBits 
LLC) in medium made of NBActiv4 and plated on 
MEAs treated as mentioned in the previous step. The 
plating density was maintained at 700 cells/mm2 . 
Apart from the patterned networks, random networks 
were also cultured as a case where the connectivity is 
not constrained in any manner.  

 
Fig 1. The different patterned networks studied in this report 

2.2 Data Analysis 
Extracellular signal were collected from the pat-

terned networks at around 2 - 3 weeks after plating. A 
typical recording was 5 minutes long and action po-
tentials were detected from each channel, binned in 
5ms bins and smoothed to produce a continuous 
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waveform. Conditional Granger Causality (CGC) was 
computed from the continuous waveform using the 
GCCA Toolbox(Seth 2010). CGC values were then 
grouped according to distance between channels from 
which the values were computed.   
 
3 Results 
Mean Firing Rates 

The first functional property to be compared 
across the different networks was the mean firing rate. 
We hypothesized that networks with higher levels of 
convergence should have higher firing rates as each 
node receives more input from other nodes. However, 
we could not find evidence to support the hypothesis 
as there was no significant differences between the 
firing rates.  

 
Fig 2. Mean Firing Rate of Different Networks 

 
Mean CGC Values 

The next property we tested was the mean con-
nection strength between nodes in different networks. 
CGC values give an estimate of how correlated the 
activity in the network is. Again, here we hypothe-
sized that higher levels of convergence will yield 
higher mean CGC values. However, as was the case 
with firing rates, we could not find evidence to sup-
port this hypothesis. The patterned networks had simi-
lar mean CGC values while the random networks had 
slightly higher mean CGC values. 

 
Fig 3. Mean CGC Values in Different Networks 

Spatial Distribution of CGC Values 
To understand how the constraint in convergence 

affected the CGC values, we compared the CGC val-
ues from different networks at different distances. The 
hypothesis was that for networks with higher levels of 
convergence, the rate of  decrease in connection 
strength with increasing distance should be lower as 

there is a higher probability of connecting to farther 
nodes compared to those in network with lower levels 
of convergence. We observed a similar trend in the 
CGC values from the different networks. The CGC 
values from 2-connect networks decreased with dis-
tance significantly quicker in comparison to the CGC 
values from random networks. This can be seen in Fig 
4 where the slopes of the lines fitted to the CGC val-
ues over distance decrease with increasing levels of 
convergence. 

 

 
Fig 4. Falloff of CGC Values with distance 

4 Conclusion 
Patterning technologies allow us to construct neu-

ronal networks with different levels of convergence 
and the functional properties of these networks are 
affected by the constraints we impose on the network. 
The strategy we followed in this work was not effec-
tive in altering certain functional properties like firing 
rate and connection strength while it affected others 
like the spatial distribution of connection strengths. 
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Abstract 
A complementary metal-oxide-semiconductor (CMOS)-based MEA approach is described to characterize the spa-
tio-temporal electrical activity in root apex of maize. Many electrically active units have been found, covering dif-
ferent numbers of electrodes; these units, especially the bigger ones, are supposed to include a certain number of 
root cells. We also observed that spikes belonging to different units had different amplitudes and shapes. The ex-
planation of these phenomena will advance our understanding of how electrical signals are generated and how 
they propagate in plants. 
 

1 Background and Aims 
The spatio-temporal characteristics of electrical 

network activity in plants have been recently stud-
ied in root apex slices by using a circuitless 60-
channel microelectrode array (MEA) [1]. In order 
to confirm and better understand the nature of plant 
electrical network dynamics, we now used a com-
plementary metal-oxide-semiconductor (CMOS)-
based MEA [2] (Fig.1). 

 

2 Methods 
Measurements have been performed on the 

root apex of maize (Zea mays L.). Longitudinal 

slices of 400 μm thickness have been cut with a vi-
bratome (Leica VD 1200S) and placed on the MEA 
chip. The CMOS-based MEA provides high spatio-
temporal resolution (electrode diameter 7 μm, cen-
ter-to-center distance 17 μm, sampling rate 20 kHz) 
and high signal-to-noise ratio (~7 μV rms under 
experimental conditions). It features 3150 elec-
trodes per mm2 and allows for simultaneous re-
cording from 126 channels. 

The flexibility of the system enables to record 
extracellular electrical activity at cellular and sub-
cellular resolution. 

 

 

 

 
 
The recording procedure included a prelimi-

nary scanning phase, where a relatively low spatial 
resolution was used to find the active regions of the 
root section. Subsequently, a relatively long re-
cording at higher spatial resolution was started (~ 

60 min). Voltage traces were recorded at a time 
resolution of 50 μs and band-pass filtered (30 Hz-3 
KHz). Spike waveforms were then extracted using 
a threshold of 4.5 standard deviations of the noise 
level. 

Fig. 1. HD-CMOS device and mag-
nification of the electrode area with a 
root slice on top. 
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3 Results 
Extracellular activity was detected in different 

regions of the same root. Electrically active units 
were recorded that covered different areas, i.e., 
numbers of electrodes (Fig. 2A, Fig. 2B). In certain 
cases, extracellular activity was detected simulta-

neously over a relatively large area (~300*300 
μm2) (Fig. 2B). Furthermore, due to the high spatial 
resolution recordings, it was possible to follow the 
signal propagation across these units (Fig. 2C). 
Considering their extension, it is reasonable to as-
sume that a unit may include groups of cells.  

 

 
 

Spike waveforms were recorded with different 
amplitudes, shapes and spatial distributions (Fig. 3). 
Several kinds of spikes, belonging to different units, 
have been consistently recorded on multiple elec-
trodes (Fig. 3A). Although the amplitudes and shapes 
of the spikes are different, the spatial profile of a unit 
does not vary (Fig. 3B, Fig. 3C). 

 

4 Conclusions 
The analysis of the single spikes showed that de-

fined spatial patterns of activity can be generated by 
either the same cell, or by ensembles of cells. Plant 
cells contain one or more big vacuoles. As a conse-
quence, there are two membranes, the outer plas-
malemma and the inner tonoplast. The contributions 
from these two membranes and the variation of ion 
concentration in both cytoplasmic and vacuolar com-

partments could be the reasons for the variable charac-
teristics, i.e., shape and amplitude of the observed 
plant electrical signals. A better understanding of this 
phenomenon will require the elucidation of the ionic 
transport mechanism and, consequently, of the ion 
channels that are involved in the generation of electri-
cal signals in plants. 
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Fig. 2. (A and B) Spatial distribu-
tion of signals of two units of dif-
ferent size in the same root section 
(footprints). (C) Signal propaga-
tion within a single large unit: the 
signal rapidly spreads from the 
origin (white region) to neighbor-
ing areas. 

Fig. 3. (A) Seven types of spikes re-
corded on two different electrodes (see 
Fig. 3C for the electrode locations indi-
cated by arrows) from four different units 
(spikes of different units are marked with 
dots of different colors). (B) Normalized 
(with regard to maximum amplitude) 
spike amplitudes of the units shown in A: 
Every line shows how the spike ampli-
tude changes across 110 recording elec-
trodes. (C) Spatial arrangement and ex-
tension of the four units; note that, the 
spatial profile of a certain unit does not 
vary a lot although spike shape and am-
plitudes are different (scale bar above 
first image refers to the spike amplitude, 
which has been normalized to the largest 
observed signal). The 2 black arrows 
represent indices and locations of the 2 
electrodes shown in Fig. 3A. 
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Abstract 
In dissociated neuronal networks, synchronous bursting is generated by pools of neurons firing in coordinated 
fashion. In the present work, such neuronal assemblies have been reliably identified in real and surrogate data by 
non-linear dimension reduction algorithms and subsequent clustering. Changes in network dynamics induced by 
pharmacological stimulation were reflected in the 2-dimensional cluster structure of population bursts. 
 

1 Background 
Synchronous bursting is a generic and stable pat-

tern of spontaneous in vitro electrophysiological activ-
ity in mature neuronal networks cultured on micro-
electrode arrays (MEA) [1,2]. Network bursts are 
generated by spatially distributed pools of neurons 
firing in coordinated fashion. Recently, such neuronal 
assemblies have been identified in calcium imaging 
recordings by means of dimension reduction algo-
rithms, and have been used to characterize network 
dynamics and its pharmacological modulation [3,4,5]. 
In the present study, neuronal subpopulations 
(“pools”) participating in synchronous network bursts 
have been reliably identified and modulated in micro-
electrode array data. 

2 Methods 
Network bursts were identified by a standard heu-

ristic algorithm using a minimum of 3 spikes per ac-
tive electrode and 25 ms bin and a maximum inter-
spike-interval of 100 ms within a burst [2,6]. For each 
network burst, a sixty-dimensional burst vector was 
computed from intra-burst firing rates normalized 
separately on all electrodes. The ith component of this 
vector for a given network burst corresponded to the 
percentage of all spikes on electrode i within this 
burst. In the next step, the set of all 60-dimensional 
(network burst) vectors was analyzed using five estab-
lished dimension reduction algorithms: Principal 
Component Analysis (PCA), Multi-Dimensional Scal-
ing (MDS), Locally-Linear Embedding (LLE), 
ISOMAP and Diffusion Map (DM) [7]. Applying 
these algorithms, each network burst was mapped to a 
point in the resulting two-dimensional projection 
plane. Finally, this two-dimensional set of points was 
subjected to fuzzy c-means clustering (100 random 
initial conditions), and the optimal number of clus-

ters—types of network bursts—was determined from 
the maximum of Dunn’s index. 

 

 
Fig.1 Two-dimensional projections of three network burst types: 
100 surrogate data burst vectors with 30 common electrodes and 
three individual electrodes specific for each type, each with signal-
to-noise ratio of 4. Top: Multi-dimensional scaling. Center: Diffu-
sion map. Clusters corresponding to the three burst types are clearly 
separated. The corresponding plot (not shown) for locally linear 
embedding (LLE) maps each burst type exactly into one of the cor-
ners of a rectangle. 

 

 
Fig.2 Phase diagram: overview of LLE classification accuracy for 1 
to 5 individual electrodes and SNR varying between 1 and 5. “+” 
corresponds to 100% accurate burst type classification. 
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3 Results 
The performance of five different dimension re-

duction algorithms was comparatively evaluated on 
100 surrogate data sets containing three network burst 
types differing in up to 5 of 35 participating elec-
trodes, superimposed on a Poissonian background 
with a mean firing rate of 1.3 spikes per second and 
electrode. Individual intra-burst firing rate, burst dura-
tion and onset jitter were adapted to experimental re-
cordings of bursting dissociated networks of cortical 
neurons at ~28 DIV. Each 300 second long recording 
contained 20+30+50 bursts of type 1, 2, 3, respec-
tively. All network bursts had 30 active electrodes in 
common and between 1 and 5 individual electrodes 
with their signal-to-noise (SNR, burst-to-background 
spikes) ratio varying between 1 and 5. 

 

 

 
Fig.3 Transition zone (140—220 sec) from human CSF exposure 
(0—180 sec) to aCSF washout (180—360 sec). Top: Spike raster 
plot Center/bottom: Diffusion map plots of two recordings of disso-
ciated cortical networks (31 DIV) after application of human CSF 
(center, 90 bursts) and in artificial cerebrospinal fluid (right, 90+37 
bursts). Changes in network burst frequency are visible in the SRP, 
while DM plots reveal alterations in neuronal pools. 

In contrast to linear PCA and MDS, the non-
linear algorithms LLE and DM performed well at ob-

taining clearly separated clusters (see Fig. 1). In the 
phase diagram (Fig. 2), the accuracy of burst type 
identification is indicated by +, 0 and – for independ-
ent combinations of number of burst type-individual 
electrodes and signal-to-noise ratio. LLE permitted 
excellent separation of the burst generating “neuronal 
pools” for as few as three characteristic electrodes and 
SNR of 2.5. In cortical networks exposed to artificial 
or human cerebrospinal fluid (CSF), LLE and DM 
plots clearly differentiated between different network 
dynamics and underlying structure of neuronal pools 
(see Fig. 3). 

Conclusions 
Neuronal assemblies—groups of neurons generat-

ing network bursts—can be reliably identified from 
MEA recordings by nonlinear dimension reduction 
algorithms like LLE. Pharmacological effects on the 
network dynamics are reflected in the two-
dimensional signature of neuronal pools. 
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Abstract 
In this work frequency analysis of biological recordings of neuronal cultures, based on multielectrode arrays 
(MEAs), is presented. Using statistical tools, the main frequencies associated to the raw data and separated seg-
ments of spikes, bursts and noise are estimated, as well as the electrical behaviour of these cultures along its life.  
  

 

1 Introduction 
Several tools have been used to analyze signals 

acquired from the electrical activity of excitable cells, 
such as heart cells or neural signals, and their relation-
ship with biological phenomena. Among these tools, 
we can put forward the signal processing of medical 
exams, such as electrocardiograms and electroen-
cephalograms, and signals from relatively new tech-
nologies, such as multi-electrode array (MEA) 
[1][2][3]. Most approaches of data analysis uses a rep-
resentation of signal as a function of time, but in de-
signing of systems, is frequently used the domain of 
frequency, since the main characteristics of the signal 
are more easily expressed in this domain. While in 
domain of time there are variations of signal ampli-
tudes over the time, the domain of frequency shows 
the variations of intensity over the frequency axis. 
 

2 Materials and Methods 
Primary cultures of neurons of Wistar rats were 

performed extracting the tissue of embryos at 18 days 
of gestation. The cultures were plated on a planar mi-
croelectrode array consisted of 60 TiN/SiN electrodes, 
each one with diameter of 30 m and spacing of 200 
m, distributed in a square array of 8x8 electrodes, 
excluding corners (Multichannel Systems, MCS, Reut-
lingen, Germany). The signals were amplified in 
1200x and sampled with a rate of 10 kHz. The ex-
periment was conducted in a temperature controlled 
environment, under 37ºC and without administration 
of drugs, collecting only basal activity, from the 8th 
day in vitro (DIV) to 88th DIV. 

Data analysis was performed using custom soft-
ware developed in MATLAB© (The Mathworks, Na-
tick, MA, USA). The data were imported in MATLAB 
from .mcd files (MCD format) and spike detection 
was performed using the PTSD (Precise Timing Spike 
Detection) algorithm [4], and the software Spike Man-
ager [5], developed in University of Genoa, Italy.  

An algorithm was developed to separate seg-
ments of spikes, bursts and biological noise (Fig. 1). 
For this purpose, the user establishes the number of 

samples before and after each peak (distinguishing 
one spike), the minimal number of spikes inside a 
burst and the minimal distance between them, allow-
ing to perform an analysis of these separated compo-
nents. 

 
Fig. 1. Separation of raw data (first row) in segments of spikes 
(third row), bursts (second row) and biological noise (fourth row). 

Afterwards, each one of these separated signals, 
as shown in Fig. 1, are segmented in stationary re-
cords by a rectangular window of 0.5 ms and proc-
essed by spectral analysis techniques, leading to spec-
tral parameters [1] such as peak frequency [Hz] (the 
frequency tied to the maximum amplitude of the 
modulus of the average Fourier transform), median 
frequency [Hz] (the frequency tied to the average 
spectral contribution, considering the amplitude of all 
modules of the Fourier transform) and spectral power 
[W] (total variance tied to the average Fourier trans-
form). Here “average” considers all the recording time 
(20 min) and all sixty channels. 

3 Results 
For each parameter calculated in the 60 channels, 

averages and standard deviations were estimated, con-
sidering the oscillations along the days in vitro. Table 
1 depicts results on the average values of peak 
frequencies, which are very similar amongst 
themselves, within a frequency band of 0 - 0.002 Hz, 
suggesting that the highest peaks occurs at very low 
frequencies. In consequence, this parameter is not use-
ful, since it does not enable to make difference be-
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tween signals. In addition, the values of median fre-
quencies in raw signal and in segments of noise are 
very similar. The same remark may be stated in terms 
of spectral power. Consequently, the signal is 
composed mainly by noise. Median frequencies of 
spikes and bursts lie within the range 75 – 110 Hz, re-
spectively. One may conclude that summing up the 
particular signal power of spikes, bursts and noise lead 
to the global value of the spectral power in the raw 
signal. 
 
Para-
meter 

Peak Frequency [Hz] Median 
Frequency [Hz] 

Spectral Power 
[W] 

  Mean Std Dev 
 

Mean Std 
Dev 

Mean Std 
Dev 

Raw 
Signal 

0,0012 0,0013 279,15 11,12 44,56 7,43 

Spikes 0,00001 0,000065 75,16 14,56 0,05 0,26 

Bursts 0,00025 0,0019 109,99 20,07 0,10 0,54 

Noise 0,0454 0,0019 280,85 11,01 43,37 9,51 

Table 1. Mean and standard deviation values of the peak frequeny, 
median frequency and spectral power calculated for raw signal, 
segments of spikes, bursts and noise at DIV 8. 

 
In terms of standard deviations, Table 1 points out that 
spikes and bursts present the highest frequency varia-
tions in terms of median frequency, whereas power 
variations are much more intensive at segments of bio-
logical noise. 

During the whole life of this culture, the median 
frequencies concentrates arount 250 and 350 Hz, with 
small oscillations, including a standard deviation be-
tween 50 and 150 Hz (See Fig.2 and Table 1). 

 

 
Fig. 2. Average median frequency changements at the raw signal 
through time. 

 
From Fig. 2, there is a progressive increase of 

values, attaining its highest amplitude around the 29th 
day in vitro. As the culture becomes older, its spectral 
power tends to decrease, reaching in the last day of 
collected data (DIV88) the spectral power observed in 
the first day (DIV8). 

 In (Fig.3) it is shown the average amount of 
spikes, burst and segments of noise for each day in 
vitro. Notice that the more intensive electrical activity 
amplitude takes place at DIV29, based in the mean 
number of spikes and bursts. At DIV67, there was a 
great reduction of the number of segments, outlining 
the degeneration process of the culture. 

  

 
Fig. 3. Mean amount of segments, classified as spikes, bursts and 
biological  noise. 

4 Conclusion 
In terms of results tied to the median frequency 

and quantity of segments, it is remarkable that during 
the first days of life of neuron cultures, these 
parameters grow progressively, presenting a peak at 
29 DIV, attaining their maturation, so that to decrease 
in the next DIVs. It is also very important to put 
forward that biological noise plays an important role, 
since it establishes the median frequency and the 
spectral power of the raw signal. Moreover, time 
variations in median frequency are much more 
intensive at spikes, whereas in terms of spectral 
power, time variations are more relevant for noise 
segments.  

For future work, we suggest using the tools 
developed in this work, in particular the separation of 
qualitative signs MEA signals containing spikes, noise 
and bursts to perform a more detailed analysis about 
the behavior of each one of these signals. 
Concurrently, it is desirable to carry out a detailed 
study on the physiological processes involved in the 
activity of these cultures in order to obtain a better 
understanding of the behavior of these cultures and 
their relation to neuronal activities.  
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Abstract 
To improve transparency and reproducibility of data analysis of multi electrode recordings, we developed the 
SONAR (Sharing Of Neuronal Analysis Routines) framework. The aim of this framework is to facilitate sharing of 
data analysis tools. SONAR is a hybrid framework that uses scripted routines for fast and robust data processing, 
combined with a graphical user interface (GUI) to assess the quality and structure of the data. It consists of four 
Matlab® modules: (1) scripted electrode selection and stimulation, producing a configuration file that aids the 
structuring of the data set, (2) scripted data loading and analysis, (3) GUI data visualization, and (4) data 
simulation module, which simulates neuronal culture data in a format identical to the recorded data, allowing 
application of the same analysis routines. 
Eventually SONAR aims to include complex functions to perform non-linear analysis of multivariate time series, 
and to further stimulate theoretical researchers to share their routines with experimentalists, and give 
experimentalists an easy way to share data with theoretical groups. 
 

 
 
 
 
 
 
 
 
 

 

 
 
 
 
 
 
 
 
 

Figure. 1. The SONAR GUI allows for easy assessment of the quality and structure of the data 

8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012252

Signal Analysis and Statistics



1 Introduction 
Multidimensional electrophysiological data 

requires a robust (pre)processing as well as flexible 
routines to extract details specific to each experiment. 
Although commercially available data analysis tools 
(e.g. MC_Rack from Multi Channel Systems) are 
sufficient for basic analysis, they are not easily 
extended. There are powerful analysis software 
packages available (GUI based SPYCODE [1], open-
source toolbox FIND [2], as well as unix based 
MEABench [3]). The advantage of GUI-based 
analysis packages is that they are generally easy to 
comprehend. However, to exchange (processed) data 
between labs, it is often difficult to reproduce the 
analysis steps. Inspired by Fieldtrip [4], SONAR is 
developed with five basic ideas in mind: (1) scripted 
analysis which is easily extendible, (2) any analysis 
function should be easily replaceable or incorporated 
in a analysis pipeline, (3) analysis configuration 
options are stored within the data structure, (4) a GUI 
should be used to browse through the data, but not 
perform any data processing, (5) the configuration file 
from the experimental recordings could assist the data 
analysis and structuring.  

Diagram 1. The four modules SONAR modules. 
 

SONAR consists of four modules (diagram 1). 
The first module can be used for scripted electrode 
selection and stimulation. Through MATLAB the 
analog and sync outputs of the Multi Channel Systems 
Stimulus generator can be controlled. The 
configuration file from the first module can be used to 
assist the structuring of the data, which is then 
processed in module two.  

Module two contains processing functions in a 
scripted way (Figure 2). The resulting data structure 

can be browsed through in module three. This module 
allows for easy addition of new visualization 
functions. The last module simulates data in a format 
used by the analysis modules. 

Figure 2. Example scripted data analysis in SONAR. 

2  Results 
SONAR is a hybrid analysis framework that 

combines the flexibility of scripted analysis with the 
accessibility of a GUI interface. SONAR works cross-
platform (Linux, MAC, Windows), uses only SI unit 
(seconds, volts, etc.), loads all available MEA chip 
configurations, and uses a standard format for the 
function calls. This hybrid approach allows for high 
volume data throughput as well as flexibility in 
sharing data analysis routines. 
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1 Background/Aims 

Critical biological processes operate at the nano- 
and microscale levels, whereas most present-day 
medical instruments are limited to interactions with 
biological structures in the millimeter regime. This 
spatial mismatch (>103) is pervasive in many areas of 
medicine. In cardiology, electrophysiological 
instruments, such as pacemakers and ablation 
catheters contain many orders of magnitude fewer 
stimulating electrodes than there are addressable 
cardiomyocytes in the heart (101 electrode channels vs 
109 cells). The current generation of cardiac medical 
devices is largely limited to electrical sensing, with no 
feedback on mechanical or physicochemical 
properties. In addition to density and modality 
mismatches, there is a significant incompatibility in 
mechanical properties between devices and soft, 
deformable tissues of the heart. Development of 
devices capable of intimate, conformal integration 
with biological structures for applications ranging 
from basic measurements of electrophysiological 
signals to delivery of advanced therapy thus requires 
new classes of medical instruments (1, 2).  

2 Methods 

2.1 Balloon catheter sensor fabrication 

Fabrication of stretchable electrode arrays on 
balloons (7) starts with spin coating of thin polyimide 
film (PI, ~1.2 m) after coating a sacrificial layer of 
poly(methylmethacrylate) (PMMA, 100 nm), on a 
handling wafer.  Metal evaporation for adhesion layer 
and electrode (Cr/Au, 5 nm/150 nm) and following 
photolithography and wet etching define metal 
electrodes with serpentine-shaped interconnection.  
Top insulation layer is formed by additional PI spin 
coating.  The stretchable shape is formed by oxygen 
reactive ion etching (RIE). After transfer printing to 
the 3D surface of a balloon catheter, anisotropic 
conductive film (ACF) is connected for external 
wiring to the data acquisition system. 

 
 
 
 

2.2 Cardiac sheet sensor fabrication 

The fabrication of sensor sheets starts with spin 
coating of polyimide (PI, ~1.2 m, Sigma Aldrich, 
USA) onto a film of poly(methylmethacrylate) 
(PMMA, 100 nm, MicroChem, USA) cast on a silicon 
wafer.  Electron beam evaporation forms an adhesion 
layer and metallization for electrodes and 
interconnects (Cr/Au, 5 nm/150 nm), defined into 
appropriate patterns by photolithography and etching.  
A second, top layer of PI (~1.2 �m) insulates the 
system and places the metal near the neutral 
mechanical plane in the PI/metal/PI stack.  The open 
web design results from etching through the entire 
thickness of this trilayer with oxygen reactive ion 
etching (RIE) in a patterned defined by 
photolithography. Dissolving the PDMS releases a 
free-standing web that is transfer printed to a silk 
substrate, and then connected to an anisotropic 
conductive film (ACF) for interfacing to a data 
acquisition system, thereby completing the 
fabrication. 

2.3 Fabrication of temperature sensor and 
strain gauge webs 

The designs and fabrication procedures are 
similar to those described above.  The temperature 
sensing web uses platinum resistors at the locations of 
the islands.  Here, thin layers of Ti/Pt (5 nm/50 nm) 
deposited by electron beam evaporation and patterned 
by photolithography and lift-off define the sensors. 
Surface treatment of the PI with UV/Ozone or 
deposition of a thin silicon dioxide (SiO2) layer (~50 
nm) on top of PI improves the adhesion of the Ti/Pt.  
Fabrication of strain gauge rosettes relies on transfer 
printing of boron-doped (doping concentration ~ 5 × 
1018 /cm3), 340nm-thick silicon resistors onto the 
island regions.  Both sensors use serpentine 
interconnects of Cr/Au.  Additional encapsulation 
with PI prevents electrical leakage currents, and places 
the components near the neutral mechanical plane. 
Transfer printing the mesh to silk and establishing 
ACF connections completes the process. 

The fabrication process for strain, temperature 
and pressure sensors is identical to the stretchable 
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electrode array processing with one important 
exception. Flexible printed circuit boards were 
connected to the sensor arrays using anisotropic 
conductive epoxy through the application of heat 
(175 C) and pressure. The ribbons and wires were 
then insulated with thin-walled heat shrink to provide 
water-proof encapsulation.    

2.4 Data acquisition systems 

The data acquisition system consists of an 
electrophysiological mapping module and a 
temperature/strain/pressure sensing module. A 
MMBT4403 PNP transistor is placed in the feedback 
path of the AD8671 operational amplifier to create a 
voltage-controlled current source. The excitation 
current from the current source passes through tissue 
to generate a voltage, which is then measured with a 
National Instruments PXI-6289 data acquisition card. 
Custom LabView software was written to control the 
output current and frequency of the excitation current. 
For the experiment, the excitation current is set at 10 
µA and measurements were taken at 1 kHz and 10 
kHz. 

3 Results 
Mapping electrical activity of the heart is critical 

for diagnosing and treating complex arrhythmias.  
Existing approaches use single-point electrical 
mapping catheters while newer systems exploit arrays 
of electrodes integrated on catheter-type delivery 
systems (Fig. 1a-d) and balloon-based substrates that 
emit ablative energy (Fig. 1e-g) (7). The devices in 
Fig. 1a-d contain electrodes that are millimetre-scale 
in size and spaced a few millimetres apart. In all cases, 
clinical procedures involve the measurement of 
electrical potentials in a point-by-point, manual 
fashion, from locations within the ostium of the 
pulmonary veins and within the atria. Positioning 
these catheters within the cardiac chambers requires 
significant time and dexterity, often leading to 
inconsistent outcomes across patients (1-3).  
Furthermore, several sequential therapeutic 
procedures, such as ablation, followed by cycles of 
electrical mapping are required to produce a 
representation of electrical activity over a large region 
of interest.  

Advances in stretchable electronics enable 
integration of conformal sensors on balloon substrates 
deployable on a single, multi-functional instrumented 
catheter platform (7). A representative example of a 
device of this type is shown in Fig. 2. Electrodes for 
electrical mapping integrate on the balloon surface 
with the types of serpentine interconnects described 
previously (5-8) (Fig. 2a,b).  Fig. 2c shows 
temperature sensors and stretchable arrays of micro-
light emitting diodes (LEDs) with the balloon in 
deflated and inflated states.  Electrogram recordings 
from an inflated balloon substrate positioned in direct 

mechanical contact with a live porcine heart are 
presented in Fig. 2d.  This mode of operation is 
particularly useful for balloon ablation catheters, 
where assessment of ablation can be achieved quickly, 
without the need for separate diagnostic devices. In 
addition to electrical and temperature sensors, contact 
sensors and stimulation electrodes (Fig. 2e) are also 
supported on this platform. Contact sensors can report 
the moment when the balloon skin and endocardial 
tissue touch, thereby providing important feedback 
(without x-ray imaging or contrast dye injection) on 
how to adjust and manoeuver inflated balloons to 
achieve optimal occlusion of the pulmonary veins 
during ablation procedures. 

More advanced bio-integrated mapping systems 
have been demonstrated (1,2,4,9) to allow conformal 
contact with the anterior surface of the heart.  Here, 
high-density electrodes enable electrophysiological 
mapping with both high spatial and temporal 
resolution.  Figure 3a,b shows images of a stretchable 
mapping array with electrodes that can adhere to 
anterior ventricular sections of the heart through 
surface tension forces alone, without penetrating pins 
or separate adhesives. In addition to electrical 
mapping (Fig. 4a,b), strain gauges (Fig. 4c-e) and 
temperature sensors (Fig. 4f-i) with similar designs 
can be used to map thermal activity and mechanical 
deformations during ablation and surgical procedures. 
Key demonstrated advantages of the sheet-based 
sensors include: (i) heterogeneous integration of 
sensors for measuring electrograms, strain and 
temperature data; (ii) high density arrays for 
microscale mapping of complex arrhythmias like 
persistent atrial fibrillation; and (iii) ultrathin profiles 
to allow soft, conformal interfaces with biological 
tissue in the heart.  

4 Conclusion/Summary 
The materials and mechanics concepts introduced 

here represent a technology foundation for advanced, 
minimally invasive surgical and diagnostic tools, with 
demonstrated examples in diagnosing and resolving 
complex arrhythmogenic disease states of the heart. 
These devices constitute significant advances over 
existing balloon and multielectrode catheters in 
mechanical properties, the number of sensing 
modalities and the spatial density of sensors.  Use of 
such 'instrumented' catheters in live animal models 
illustrates their specific utility in cardiac ablation 
therapy.  
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Figure 1. Existing classes of electrode-based (a-d) and balloon-based (e-g) cardiac ablation devices. 

 

 
Figure 2. Multifunctional balloon catheter. 
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Figure 4. Epicardial web sensor electrogram, strain and temperature results collected in live rabbit models. 

 
Figure 3. Sheet based sensors for mapping electrical activity in live heart 
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Abstract 
Individuals who remain permanently paralyzed after a SCI represent 50% of the total human disabled population. 
Consequently, there is a critical need to improve rehabilitative strategies to help these patients to regain the ability 
to stand or step. We recently demonstrated the impressive capacity of pharmacological and electrical spinal cord 
stimulations to promote full weight bearing walking in paralyzed rats when combined with rehabilitation [1]. Specifi-
cally, we showed that epidural electrical stimulation (EES) applied at S1, L4, or L2 spinal segments could each 
promote unique patterns of locomotion, which were biased toward flexion when stimulating upper lumbar seg-
ments and toward extension when stimulating the sacral level. Next, we revealed that the combination of two, and 
even more efficiently three, sites of EES promoted clear synergistic facilitation of stepping in paralyzed rats [2]. 
Together, these results suggest that multi-site EES strategies would enable a finer control of locomotion after a 
SCI than currently possible with existing stimulation paradigms. However, no systematic studies on the potential 
benefit of multi-site EES have been conducted so far, largely because of the lack of interfaces for the concurrent 
stimulation of multiple spinal cord locations. Here, we present a novel neuroprosthetic multi-electrode array (MEA) 
for multi-site EES in vivo. 
 

1 Methods 
Our MEAs have been designed to be implanted 

epidurally and act as a second biocompatible skin that 
bends with the spinal cord. They have to survive large 
mechanical stresses caused by the relative movements 
between the spine and the back muscles or soft con-
nective tissues (Figure 1). These mechanical deforma-
tions should be reduced by designing the MEAs 
andimplanting them adequately (Figure 2). It is also 
necessary that the electrodes positions remain stable 
over time to stimulate in a controlled manner. The 
stimulating platinum electrodes should be capable of 
delivering sufficient electrical charges to recruit neu-
ral structures while avoiding tissue damage. The 
MEAs are made of conductive PDMS tracks embed-
ded in PDMS and connected to an external stimulator 
via medical fine wires and connector. A custom-made 
fatigue test machine is used to evaluate the perform-
ances of the MEAs prior to implantation. The effects 
of different stresses on the electrical properties of the 
MEAs were also investigated. 

 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Figure 1: Pictures of a freely behaving rat implanted with our 
stretchable MEA in a a) normal position and b) bending position 
with the spine forming a closed circle. 

a) 

b) 
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Figure 2: CT scans of an implanted device. The S-loop that corre-
sponds to the part of the MEA entering the spinal canal is visible on 
the left. We believe this is damaging the MEA. 

2 Results 
The elastic properties of conductive silver-PDMS 

promote stretchability to the implant. Such MEAs can 
be deformed to high strain while maintaining electri-
cal conductivity. They also resist well to fatigue and 
recover their initial properties whenever the applied 
stress is removed (Figure 3). 

 

Figure 3: Fatigue test of a 50mm x 4mm x 80 m conductive PDMS 
probe stretched 25% at a speed of 1mm/s. The value of the resis-
tance was initially around 10Ω and remains stable after 10 hours 
(~2000cycles). The increase of the resistance after 10 hours may be 
due to the clamps that are slowly damaging the probe. 

 
Preliminary testing in rats with chronically im-

planted MEA over lumbosacral segments showed no 
sign of inflammation and preserved implant integrity 
up to 8 weeks after surgery. As early as 1 week after a 

complete spinal cord transection, EES applied at the 
various electrodes of the MEA could encourage con-
tinuous locomotion on the treadmill. CT scans and 
post-explantation measurements suggest that the part 
of the MEA entering the spinal canal is damaged by 
some sharp aspects of vertebrae and should be more 
resistant. Moreover, we found how to parameter 
pulsed currents in order to avoid tissue damage in vi-
tro [3]. 

3 Conclusion 
Using the results in vivo and the electro-

mechanical properties of the conductive PDMS, we 
are now optimizing the surgical technique and the de-
sign of the MEAs. We will investigate the potential of 
multi-site EES to encourage weight bearing locomo-
tion in paralyzed spinal rats, and to improve the func-
tional outcomes of neurorehabilitative locomotor 
training. 
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Abstract 
Extracellular recording of neural activities is a powerful tool in neuroscience to investigate the communication 
within neural cell cultures. The extensive and complex wiring in cell cultures makes it very difficult to observe and 
analyze neural electrical behavior of individual neurons. We present a versatile platform that allows direct electri-
cal measurement of extracellular potentials originating not from neuronal networks but from isolated axons from 
dissociated neural cell cultures. The platform consists of a microstructured axon isolation device (AID) aligned and 
mounted atop of a microelectrode array (MEA). This setup facilitates specific electrical recording of neural activity 
of well-identifiable axons. The proof of isolated axon growth was performed with sympathetic neurons from the su-
perior cervical ganglion of P5 WT mice [3] grown on the AID-MEA platform. Due to the transparent structure of the 
device, electrical recordings could be correlated with the optical observations. The benefit of the presented ap-
proach is the capability to design the whole platform to the requirements of the experiment. The presented plat-
form will facilitate neurological studies where axons and somata can be treated independently of each other. 
 

1 Introduction 
Extracellular recordings are powerful tools to 

monitor the wiring of populations of neurons. The 
propagation of action potentials in single neurons can 
be recorded using the patch clamp technique which 
measures the intracellular potential [1] [2] whereas 
measuring the extracellular potential using CMOS 
based [3] [4] and planar [5] [6] [7] [8] microelectrode 
arrays allows the enhancement of the point of view to 
the whole network. A disadvantage of the CMOS 
technique is the non-transparent behaviour for optical 
light. Hence, transmitted-light microscopy is not pos-
sible with CMOS sensors [9].  

To investigate the behaviour of neural cell cul-
tures, it is necessary to reduce the complexity of neu-
ral wiring. The controlled growth of neural cell cul-
tures can be performed by microcontact printing [10] 
[11] and by the use of microfluidic structures [12] [13] 
[14]. Microfluidic structures in contrast to microcon-
tact printing allow a specific treatment of a cell cul-
ture. 

The combination of microelectronic and micro-
fluidic concepts enables to specifically record neural 
activities of neurons and neural networks. Further-
more, this combination allows for precise control and 
for manipulation of the cellular environment. Takeu-
chi et al developed a microfluidic platform positioned 
atop a microelectrode which allows the recording of 
action potentials of dissociated neural cell cultures 
and ventricular myocytes [15]. The detection of action 
potentials in axons was shown by Dworak et al, with 

the disadvantage, that the electrodes were conducted 
to all microchannels [16]. 

In this work we present a culture platform, the 
“Axon Isolation Microelectrode System” (AIMS) 
which allows the isolation of axons from the soma 
(axon isolation device, AID) positioned on top of a 
microelectrode array (MEA). The MEA was tailored 
to the design of the AID to enable the specific re-
cording of action potentials in the axons. The goals of 
AIMS are (1) the development and fabrication of a 
platform combining the guiding structure (AID) and 
the measurement structure (MEA); and (2) perform 
the proof of concept with neurons from the superior 
cervical ganglion, which are innervating target organs. 

2 Methods 

2.1 Fabrication of Axon Isolation Device 
(AID) 
The design of the upper part follows the design of 

Taylor et al [13]. It consisted of four reservoirs which 
acted as buffer for the culture medium (Figure 1). 
Each two of the reservoirs were connected by macro-
channels. One macrochannel was used to seed the dis-
sociated neurons onto the platform. The second mac-
rochannel was connected to the first one by 35 micro-
channels. These microchannels acted as physical 
barriers for the soma and enabled only axons to pass 
through into the second macrochannel. 
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Fig. 1. Axon Isolation Device (AID). a) Concept of the AID, con-
sisting of 4 reservoirs linked on the bottom side by 2 macrochan-
nels, which are connected with the microchannels. b) Image of the 
final device fabricated in PDMS with the 4 reservoirs. c) Micro-
scopic image of microchannels connecting the two macrochannel. 

2.2 Fabrication of Microelectrode Array 
(MEA) 
The lower part of the AIMS is made on a glass 

substrate which fits the recording setup. The MEA 
consists of 60 gold electrodes (Figure 2). Each micro-
channel was equipped with a microelectrode (35 µm x 
35 µm) and the residual 25 electrodes (diameter 
100 µm) were placed in one macrochannel.  
 

 
Fig. 2. Multielectrode Array (MEA). a) Concept of the MEA, con-
sisting of 35 microchannel electrodes and 25 macrochannel elec-
trodes. b) Image of the MEA with 60 gold electrodes. c) Micro-
scopic image of microchannels electrodes. 

2.3 Fabrication of culture platform 
The culture platform (AIMS) was formed out of 

the two components, the AID and the MEA. The mi-
crochannels were positioned accurately on top of the 
microelectrodes to allow the recording of neural sig-
nals from axons (Figure 3). A tight seal between the 
AID and the MEA was obtained by an oxygen plasma 
treatment.  

 

 
Fig. 3. Multielectrode Array (MEA). a) Concept of the MEA, con-
sisting of 35 microchannel electrodes and 25 macrochannel elec-
trodes. b) Image of the MEA with 60 gold electrodes. c) Micro-
scopic image of microchannels electrodes. 

2.4 Preparation of cell culture 
Superior cervical ganglia were dissected from 5-

day-old mouse pups. The ganglia were dispersed to 

single cells, and plated as previously described [17] 
[18].  

2.5 Preparation of culture platform and cell 
seeding 
The culture platform was coated with poly-D-

lysine, followed by laminin. Approximately 10.000 
cells were seeded into one reservoir. For recording the 
extracellular potential, cells were cultured in an incu-
bator for 3 days. After 2 days, the culture medium was 
removed from each reservoir and replaced with fresh 
culture medium. 

2.6 Preparation for extracellular recording 
The culture medium in the reservoirs was ex-

changed by a bathing solution. Further, two solutions 
containing bathing solution and nicotine to initiate 
neural cell activities as well as buffer solution and tet-
rodotoxin were prepared inhibit neural cell activities. 

The detected neural signals were recorded and 
analyzed using a MEA1060-Up amplifier with the 
software MC_RACK (Multichannel Systems, Ger-
many). 

3 Results  

3.1 Optical investigation 
The transparent characteristic of the device en-

ables optical investigations of cell cultures by both 
conventional light and fluorescence microscopy. With 
the AIMS it is possible to link the monitored nerve 
cells in culture with the electrical behaviour of the 
neural network. Figure 4 shows neurons from the su-
perior cervical ganglion of P5 rats that were cultured 
for 5 days. Note the neurites invading the microchan-
nels.  

 

 
Fig. 4. AIMS with cultured neurons, macrochannels (left) and mi-
crochannels (right) a) Bright field microscopy of cultured neurons. 
The cell bodies adhere in the macrochannel of the fabricated plat-
form. b) Fluorescence microscopy of cultured neurons (SMI31 and 
MAP2). Only neurites can enter the microchannels. 

3.2 Electrical Characterization 
Electrical signals originating from neurons were 

recorded using the AIMS. The signals were detected 
by the electrodes and then amplified and filtered by 
the Multichannel Systems measurement setup. The 
signals were investigated with the analysis software 
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provided. With the developed platform it was possible 
to successfully detect spike signals.  

 
Fig. 5. Electrical recordings were performed three days after plating 
the cells onto the device. The AIMS was connected to a MCS meas-
urement setup for recordings of neural electrical activities. Action 
potentials originating from neurites in a microchannel with ampli-
tuedes in the range of 100 µV and a duration of approximately 4 ms 
were detected. 

4 Conclusions & Discussion 
The developed platform allows for the separation 

of axons from the cell body utilizing artificial micro-
channels. The presented approach enables the simul-
taneous detection of action potentials with a high spa-
tial and temporal resolution. The geometry of the axon 
isolating device facilitates biochemical and neurologi-
cal studies where axons and cell bodies can be treated 
independently of each other. The used techniques pro-
vide further potential to develop and fabricate highly 
diverse channel geometries. 
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Abstract 
PEDOT-CNT electrodes show highly promising properties for recording from and stimulation of excitable tissue. 
PEDOT and PEDOT-CNT show significant lower impedance and higher charge transfer capacitance as compared 
to state-of-the art neuronal electrodes. In vitro testing with cardiomyocytes reveals improved cultivation duration 
and recording signal quality. Recordings from primary sensory neurons also indicate superior signal quality with a 
significant noise reduction of more than 30%. Electrochemical sensing of dopamine in buffer solution shows the 
feasibility of using the recording and stimulation electrode also as a sensor for neurotransmitters.  
 

1 Background and aims 
Recording from excitable tissue is applied in car-

diac as well as in neurological research to gain an un-
derstanding of physiological functions and disorders. 
Using microelectrode arrays (MEA) provides for pre-
cise measurements of small signals in high spatial 
resolution [1-3]. Typically, the electrodes of these arrays 
are fabricated using metal based materials [2, 4]. In or-
der to improve signal to noise ratio, cell viability and 
sensing properties, efforts have been made in the 
modification of the electrode surface using conducting 
polymers like poly(3,4-ethylene-dioxythiophene) 
(PEDOT) and carbon nanotubes (CNTs). PEDOT has 
shown to be one of the most stable conducting poly-
mers. Previous reports have demonstrated its suitabil-
ity as a material for micro-neural interfaces [5]. Fur-
thermore, exceptional viability of cells and their effi-
cient integration with layers composed of CNTs has 
been observed [6-8]. CNTs are biocompatible and bio-
stable and have been used to form layers that exhibit 
large effective porosity and surface area. This results 
in favorable charge transfer capabilities and low im-
pedance [6]. These properties enable the precise meas-
urement of very small signals and changes thereof 
which can be advantageous in cardiac and neuronal 
research.  

Moreover, CNTs modified electrodes provide for 
enhanced sensing properties towards neurotransmit-
ters such as dopamine [9]. This technology enables the 
assessment of the “brain chemistry” and thus could 
improve diagnosis of neuronal diseases ultimately 
leading to new and advanced therapeutic approaches.  

PEDOT-CNT composite materials are therefore 
considered attractive candidates for the fabrication of 
electrodes in neuroprostheses as well as for in vitro 
cardiac and neuronal research.  

The ultimate goal of this project is to establish 
robust technologies to fabricate mechanically stable 
PEDOT-CNT electrodes and to integrate them into 

MEAs. Recordings from cardiomyocytes and primary 
neurons as well as electrochemical detection of dopa-
mine show the suitability in these applications. 

2 Materials and methods  

2.1 Fabrication and characterization 
To generate the PEDOT-CNT composite material 

electropolymerization was carried out in suspensions 
of ethylenediethoxythiophene (EDOT, 0.02 M), 
poly(sodium-p-styrenesulfonate) (PSS, Mw  70,000 
g mol-1; 1 %) and carbon nanotubes (0.03 %). Pure 
PEDOT coatings were electropolymerized with the 
same concentrations in the absence of CNTs. The 
electrochemical deposition on gold electrodes with a 
diameter of 30 µm of a MEA (NMI-TT GmbH) was 
performed under ambient conditions in a three elec-
trode system with galvanodynamic control applying a 
final current density of 2 mA/cm2 and potentials of ca. 
0.7 V vs. Ag/AgCl. Charge densities of 30-
110 mC/cm2 were passed during deposition in order to 
control the amount of deposited material on the elec-
trodes. Employing an 8-channel potentio-
stat/galvanostat it is also possible to coat all 59 elec-
trodes of a standard MEA in a fast and reproducible 
way. This method is highly promising allowing inte-
gration into commercial production processes. 

2.2 Applications  
Substrates were autoclaved and coated with nitro-

cellulose. Primary ventricular cardiomyocytes from 
embryonic chicken (E12-13) were cultured on MEAs 
for up to 10 days. The medium was changed every 2-3 
days. Recordings were performed using amplifiers 
(MEA1060-USB, 1200x and MEA1060-BC, 1100x, 
Multi Channel Systems).  

Primary sensory neurons isolated from neonatal 
rat dorsal root ganglia (DRG) were seeded on TiN and  

8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012 265

New Materials and MEA Design



on PEDOT-CNT MEAs, respectively, and cultivated 
for 48 h. Spontaneous activity and activity after stimu-
lation with 1 µM capsaicin were recorded using an 
MEA1060-BC, 1100x amplifier (Multi Channel Sys-
tems). 

Different concentrations (0.5-100 µM) of dopa-
mine in phosphate buffered saline (PBS) were meas-
ured using square wave voltammetry. The parameters 
were optimized to 25 mV amplitude, 4 mV step size 
and 100 ms pulse width. After preconditioning for 
1 min, the potential was scanned from -200 to 
500 mV.  

3 Results and discussion  
PEDOT and PEDOT-CNT electrodes show ex-

traordinary low impedances below 20 kΩ at 1 kHz 
(Ø = 30 µm) and very high charge storage capacitan-
ces between 4 and 10 mF/cm2 depending on the film 
thickness. They withstand rinsing with solvents, auto-
claving and plasma cleaning and can be used repeat-
edly in cell culture experiments. Delamination was not 
observed.  

Primary cardiomyocytes from embryonic chicken 
were seeded on Au, TiN, PEDOT and PEDOT-CNT 
MEAs and cultivated for up to ten days. After two 
days in vitro, visible autorhythmic activity could be 
detected. Cell viability and activity recorded from 
cells on PEDOT and PEDOT-CNT MEA was still ex-
cellent after ten days. Recordings of field action po-
tentials show high signal amplitude and excellent sig-
nal-to-noise ratio, indicating good cell adhesion on 
both PEDOT and PEDOT-CNT electrodes (Figure 1. 
Note that the recordings from TiN and Au were taken 
on day 4. On day 10 no qualitatively satisfying signals 
could be detected on these reference MEAs). Three 
improvements compared to the reference system 
where seen: the cultivation duration could be in-
creased to at least ten days, the signal amplitude of the 
voltage deflections was increased strongly and the 
shape of the T-wave was well-defined. All three ad-
vantages are of compelling importance for applica-
tions envisaged in cardiac drug research.  
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Fig.1. Recordings of autorhythmic action from cardiomyocytes after 
10 days of culture (PEDOT and PEDOT-CNT) and 4 days of culture 
(TiN and Au). 

Preliminary results also demonstrate feasibility of 
reliable electrical stimulation of cardiomyocyte cul-
tures on PEDOT-CNT MEA whereas no reliable re-
petitive stimulation has been possible using standard 
Au or TiN electrodes. Through biphasic stimulation 
with ± 1.5-2.0 V, the intrinsic cellular pacemaker 
rhythm could be overwritten within a broad range of 
pacing frequencies. The length of the cardiomyocyte 
field action potential pattern showed adaptions ac-
cordingly, reflecting physiological compensatory 
mechanisms. If these results can be confirmed in fu-
ture experiments, this would be most useful in safety 
pharmacological assays. 
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Fig. 2. Recordings from primary sensory neurons after stimulation 
with capsaicin. 

 
Primary sensory neurons isolated from neonatal 

rat dorsal root ganglia (DRG) were seeded on TiN and 
PEDOT-CNT MEAs and cultivated for 24 h. Cell vi-
ability was similar on PEDOT-CNT as well as refer-
ence MEAs. Preliminary results show increased signal 
amplitudes and reduced noise (Figure 2). The noise 
could be reduced by more than 30% as compared to 
TiN MEAs. As a result, it is possible to identify even 
very small action potentials, making these electrodes 
suitable for in vivo applications. 

Electrochemical measurements of dopamine were 
performed proving the applicability of PEDOT and 
PEDOT-CNT electrodes in neurotransmitter sensing. 
As compared to pure PEDOT, PEDOT-CNT shows 
higher peak currents for the same concentration of 
dopamine (Figure 3). A detection limit of 500 nM and 
a sensitivity of 37 pA/µM (7.6 µA/µMcm2) and 
70 pA/µM (14.3 µA/µMcm2) for PEDOT and    PE-
DOT-CNT respectively could be obtained. Previous 
work [10] demonstrates that PEDOT provides for selec-
tivity when dopamine is to be detected in the presence 
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of interference such as ascorbic acid. This has yet to 
be confirmed in ongoing work. 
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Fig. 3. Representative square wave voltammograms of 50 µM do-
pamine in PBS recorded with a PEDOT (blue, dashed) and a PE-
DOT-CNT (black, solid) microelectrode (Ø = 30 µm).   

 
PEDOT and PEDOT-CNT electrodes show highly 

promising properties for recording from and stimula-
tion of excitable tissue. When comparing with Au or 
TiN electrodes, PEDOT and PEDOT-CNT show sig-
nificant lower impedance and higher charge transfer 
capacitance. In vitro experiments with cardiomyocytes 
reveal improved cultivation duration and recording 
signal quality. In vitro recordings from neurons also 
indicate superior signal quality due to significantly 
lower noise. Electrochemical sensing of dopamine in 
buffer solution shows the possibility to use the re-
cording and stimulation electrode also as a sensor for 
neurotransmitters. 

Reproducibility and stability make these elec-
trodes usable in real world applications [11] (see also 
the extended abstract and poster: Gerwig et al.: “To-
wards real world applications: reproducible and stable 
PEDOT-CNT microelectrodes”). 
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Abstract 
One of the many challenges in the development of neural prosthetic devices is the choice of electrode material. 
Electrodes must be biocompatible, and at the same time, they must be able to sustain repetitive current injections 
in highly corrosive physiological environment. We investigated the suitability of carbon nanotube (CNT - an ad-
vanced material with high biocompatibility and superior electrical properties) electrodes for prolonged repetitive 
stimulation of retinal ganglion cells (RGCs). In our experiments, retinas were maintained alive on multielectrode 
arrays (MEA) for two days to establish whether the bioelectrical properties of the system change over time. CNT 
electrodes were compared to commercially available titanium nitride (TiN) electrodes. When using CNT elec-
trodes, larger spikes were observed on Day 2. Moreover, stimulation of the same electrodes using the same 
stimulation parameters on Day 2 yielded significantly lower thresholds and recruited more RGCs, suggesting that 
coupling between the tissue and the CNT electrodes becomes stronger with time. At the same time, transmission 
electron microscopy (TEM) revealed the formation of intimate contacts over time between CNTs and the tissue, 
including engulfment of CNT islands by the retina and CNT penetration towards the RGC layer. These results 
demonstrate that the retina grows towards CNTs with time, resulting in better coupling at the interface. We con-
clude that CNTs are a promising material for inclusion in retinal prosthetic devices. 
 
 

1 Introduction 
Epi-retinal stimulation of RGCs as a means for 

the purpose of restoring sight in blind patients is a 
challenge which has been an active focus of research 
in the past few years [1], and more recently it has been 
implemented by industrial groups [2]. In an attempt to 
mimick the anatomical and physiological conditions 
characterising human retinal dystrophic disorders, our 
group uses the Cone rod homebox (Crx) knockout 
mouse, a model of Leber congenital amaurosis [3]. 
The Crx gene is responsible for the development of 
photoreceptor outer segments. Crx -/- mice undergo a 
gradual loss of photoreceptors and remodelling of the 
neural retina, resulting in complete blindness by the 
fifth post-natal month. We investigated the use of 
CNT electrodes for recording [4] and stimulation of 
retinal neurons. Their large geometric surface area not 
only confers them superior electrical properties (lower 
impedance, higher capacitance and higher charge 
injection limit) than conventional electrodes [5], but 
also porosity which promotes cellular adhesion and 
migration [6]. The mechanical properties of CNTs 
(large tensile strength, Young’s modulus and 

hardness) make them biocompatible. These 
characteristics are ideal for designing chronic retinal 
implants where low charge stimulation is imperative 
to stimulate individual RGCs and to reduce the 
amount of energy required to fire these cells. In this 
study, we investigated the dynamics of 
electrophysiological and structural interactions 
occuring between isolated retinal tissue and CNT 
electrode assemblies over two days in vitro. 
 

2 Methods 
Electrophysiology 

Retinas were isolated and mounted onto MEAs 
with the RGC layer facing down onto the electrodes 
and the optic disc to the side (not in contact with 
electrodes) as this part of the retina has no RGC 
somata.  

Electrophysiological signals were recorded at 25 
kHz sampling frequency using 60-channel MEAs in-
terfaced with a computer running the proprietary 
software MC_Rack using a MEA1060-INV (Multi 
Channel Systems, Reutlingen, Germany)  amplifier. 
To preserve physiological conditions, the tissue was 
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perfused with oxygenated artificial cerebro-spinal 
fluid (aCSF, in mM: 118 NaCl, 25 NaHCO3, 1 
NaH2PO4, 3 KCl, 1 MgCl2, 2 CaCl2, 10 glucose) at 
0.9 ml/minute and maintained at 32˚C.  

CNT MEAs were fabricated as in [5] with 30µm 
diameter electrodes, 200 µm pitch. Control MEAs 
were commercial TiN devices (200/30-Ti-Gr, Multi 
Channel Systems, Reutlingen, Germany). For each 
experiment, we used four different stimulating elec-
trodes on the MEA. Stimuli consisted of charge-
balanced biphasic current pulses of various amplitudes 
and durations delivered using the stimulator STG 
2008 (Multi Channel Systems, Reutlingen, Germany). 
Each stimulus was applied 30 times, and different 
stimuli were presented in random order. The same 
stimuli applied to the same electrodes were used on 
both experimental days. Intervals between individual 
stimuli were varied randomly from 1 to 2 s, averaging 
0.67 Hz to avoid artefacts such as low frequency po-
tentiation or resonance with intrinsic oscillations of 
the RGC as seen by Margolis et al. [7].  

Raw MCD data files were imported into Matlab 
(The MathWorks, USA) using the FIND toolbox [8] 
and the artefact introduced by applying electrical 
stimulation was removed using the SALPA algorithm 
[9]. Spikes were extracted and sorted by supra-
paramagnetic clustering and wavelet analysis using 
Wave_clus [10].  

 
Anatomy 

Isolated Crx -/- retinas were flat-mounted, RGC 
layer facing down over large (100 µm diameter) CNT 
islands loosely attached to a SiO2 substrate glued to 
the bottom of a petri dish with Cyanoacrylate (Lyreco, 
UK). Weighed down onto the islands with polyester 
membrane filters topped with a sterile stainless steel 
ring, the tissue was perfused with oxygenated aCSF at 
a rate of 0.9 ml/min over the course of 4, 12, 24, 48 or 
72 hours. 

The retinas were subsequently lifted off from the 
SiO2 substrate with a nitrocellulose membrane and 
fixed in 2% Glutaraldehyde, postfixed in osmium 
tetroxide, dehydrated in acetone, and embedded in ep-
oxy resin. Semi-thin (1 µm thick) and ultrathin (70-90 
nm thick) sections were cut perpendicular to the plane 
of the retina, stained with toluidine blue or Uranyl 
acetate and lead citrate, respectively.  

CNT islands adhering to the retinal tissue were 
observed under a Philips CM100 Compustage trans-
mission electron microscope (TEM).  
 

3 Electrophysiological evidence of 
increased coupling 

3.1 Signal amplitudes increase with time  
Crx -/- retinas display a considerable amount of 

spontaneous activity consisting of local field potential 

oscillations and vigorous bursting. The size of the ac-
tion potentials is an indication of the quality of the 
coupling between the retinal tissue and the recording 
electrode, as the propagation of such signals through 
resistive biological tissue is attenuated with increasing 
distance between the two. When comparing the size of 
single units over time, we noted (for CNT electrodes, 
but not for TiN electrodes) a significant increase after 
the tissue had been in contact with the electrode for 
several hours.  

Average spike amplitudes were calculated from 8 
min long recordings for each clustered spike wave-
form recorded on each channel for a particular ex-
periment. Figure 1 illustrates the distribution of spike 
amplitudes recorded on a CNT electrode on Day 1 
(blue) and Day 2 (red) for one RGC. There is a clear 
shift towards larger amplitudes on Day 2. Such time 
dependent increase in signal amplitude was not ob-
served on TiN electrodes.  

 
Fig. 1. Distributions of spike amplitudes for one RGC recorded on a 
CNT electrode over two days (Day 1, blue; Day 2, red).  

3.2 Stimulation thresholds decrease with time 
The charge delivered by each pulse was modu-

lated by altering either the current intensity (10-100 
µA per phase) or phase duration (10-100 µs). Evoked 
responses were identified by their time-locked appear-
ance on raster plots after repetitive trials of the same 
stimulus condition and by their disappearance below a 
given amount of charge delivered, determining the 
firing threshold (fig.2).  

When stimulating with CNT electrodes, the aver-
age threshold values were lower on Day 2 than on 
Day 1(fig.2). The effect was significantly less pro-
nounced when using TiN electrodes. These results in-
dicate that smaller amount of current are required to 
depolarise RGCs past their firing threshold as the re-
sistivity of  the retina-CNT electrode interface de-
creases with time, suggesting that the retina becomes 
gradually more intimately coupled to the CNTs.  
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Fig. 2. Raster plots of responses evoked by charge balanced bi-
phasic pulses in one RGC on Day 1 and Day 2.  

3.3 Cellular recruitment increases with 
time 

Stimulation pulses delivered at a particular elec-
trode location evoked responses which were recorded 
on neighbouring electrodes and sometimes even as far 
as 1 mm away. The numbers of evoked responses and 
responding channels were significantly higher on Day 
2 when using CNT electrode MEAs. Figure 3 illus-
trates an example of this phenomenon with the pulses 
delivered by the stimulating electrode (green) evoking 
responses on 9 electrodes on Day 1 (blue), and on 15 
electrodes on Day 2 (red). This activity map also re-
veals that the stimulation of a certain area does not 
necessarily yield a concentric field of activation.   

  
Fig. 3. Electrical stimulation activity field on two consecutive days 
for the same stimulating electrode (green disk). Stimulation of the 
same area leads to responses on more electrodes on Day 2 (red 
disks) than Day 1 (blue disks). 

4  Ultrastructural evidence of in-
creased coupling 

4.1 The gap between the retina and CNT-
assemblies decreases with time 
Semi-thin sections (1 µm) revealed that coupling 

at the interface between the retinal inner limiting 
membrane (ILM) and the CNT assemblies becomes 
more intimate with time (fig.4).  Indeed, the distance 
between the ILM and CNT islands decreases with the 
amount of time the retina is maintained alive in con-
tact with the CNT assemblies. After 4 hours, the as-
semblies are on average 200 µm away from the ILM, 

and the distance decreases to 50 µm after 12 hours. 
After 24 hours, the CNT islands make direct contact 
with the retina and after 48 hours, the islands appear 
to be physically integrated within the ILM. 

 
Fig. 4. Transverse retinal sections through CNT islands at increas-
ing incubation times. With time, CNTs become more intimately 
coupled to the retina.  

4.2 Penetration of the ILM by individual 
CNTs 
Ultrastructural studies [11] show that the RGC 

layer is separated from the vitreous by the nerve fibre 
layer (RGC axons), retinal glia (Muller cells end feet 
and astrocytes) and the ILM. This membrane is 70-
400 nm thick and composed of a basement membrane 
of collagen fibrils and hyaluronic acid encompassing a 
juxtaposition of the Muller cell plasma membrane and 
the vitreous itself [12]. We have used TEM to visual-
ise interactions between CNTs and this complex struc-
ture. 

TEM micrographs reveal that individual CNTs 
penetrate the retina through the ILM and that they es-
tablish close contacts with organelles (fig.5). No sign 
of rejection by the tissue is observed. In addition, be-
tween 24 and 48 hours, it could clearly be seen that 
the retina starts engulfing CNT islands. 

 

5 Conclusions 
Electrophysiological data from our experiments 

indicate that CNT electrodes are more effective than 
TiN electrodes at recording and stimulating RGCs 
after time spent in vitro. This is characteristic of a 
decrease in the resistivity between the electrode and 
its biological target and may be due to gradual 
narrowing of the gap at the biohybrid interface. Our 
anatomical observations confirm this possibility and 
further indicate that CNTs do not trigger tissue 
rejection when maintained in vitro, suggesting 
biocompatibility of this type of material.  

 
6 Discussion 

Some of the major issues faced by epi-retinal 
prosthetic devices are selective activation of RGCs 
and attachement of electrodes to the retina. The 
electrical properties of CNT electrodes allow the use 
of very small electrodes delivering dense current 
pulses strong enough to activate RGCs without 
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causing damage at the tissue-electrode interface. 
Advances in nano-fabrication techniques and bio-
fuctionalisation of CNTs open the possibilities of 
intracellular stimulation by future electrode 
generations. Commercial epi-retinal devices use 
surgical tacks to fix their devices to the retinal tissue 
[2] resulting in spacing between the electrode and the 
target neurones. The use of CNT stimulating 
electrodes could potentially resolve this problem by 
ensuring  functional adhesion point at each 
stimulating electrode location.   

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

Fig. 5. TEM micrograph showing infiltration of CNTs in the retina 

through the ILM. 
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Abstract 
We report on a CMOS Microelectrode Array chip, featuring 26400 electrodes in a large sensing area (3.85 mm x 
2.10 mm), and capable of recording and stimulation at high spatial and temporal resolution (17.5 µm pitch, 20 kHz 
sampling rate) with very low noise levels. The chip was fabricated in 0.35-µm technology, and preliminary experi-
ments show proper functionality. 
 

1 Background 
Complementary Metal-Oxide-Semiconductor 

(CMOS)-based Microelectrode Arrays (MEAs) have 
been demonstrated [1-4] to feature, on the same sub-
strate, a very large number of electrodes with high 
density, and low-noise circuits for signal acquisition 
and processing. 

2 System Design 
Here, we report on a new CMOS-based MEA, 

implemented in 0.35-µm technology (2P4M). A block 
diagram of the chip is shown in Fig. 1. The chip fea-
tures: (1) an active area of 3.85 mm × 2.10 mm, carry-
ing 26400 platinum electrodes, arranged in a square 
grid with a center-to-center pitch of 17.5 µm; (2) 1024 
low-noise fully-differential readout channels, each in-
cluding three stages of amplification, as well as band-
pass filtering with configurable gain and adjustable 
high-pass and low-pass cut-off frequencies; (3) 1024 
parallel single-slope analog-to-digital converters 
(ADCs) for on-chip digitization of the data (20 kSam-
ples/s, 10 bits resolution); (4) 32 configurable stimula-
tion buffers, providing both, voltage and current 
stimulation capabilities; (5) a switching matrix under-
neath the electrode array, enabling an arbitrary subset 
of electrodes to be flexibly and reconfigurably con-
nected to the readout channels and to the stimulation 
buffers. 

3 Results 
A micrograph of the fabricated chip is shown in 

Fig. 2. The frequency response of the readout chan-
nels has been measured: The high-pass cut-off fre-
quency can be set as low as 120 mHz. The input-
referred noise in the action-potential band of 300 Hz ÷ 

10 kHz is 2.4 µV rms. The total power consumption 
of the chip is approximately 75 mW. Further electrical 
characterization and measurements of biological 
preparations are ongoing. 

 
Fig. 1. Block diagram of the CMOS MEA chip. 

4 Conclusion 
A new CMOS MEA in 0.35-µm technology has 

been designed and fabricated, which provides a large 
readout-channel count for neural recording and stimu-
lation at high spatial and temporal resolution.  
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Fig. 2. Chip Micrograph. The size of the electrode array is 3.85 mm 
× 2.10 mm. 
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Abstract 
We have developed the carbon nanotube (CNT) microelectrode array. Using this CNT microelectrode array, we 
successfully detected their response to 10nM dopamine, serotonin and glutamic acid. This demonstrated the po-
tential for real-time recording method of the neurotransmitter released from neurons.    
 

1 Introduction 
Dynamic detection of neurotransmitter release 

from living neurons has always been an area of great 
interest in neuroscience field and medical science. 
Since multi-electrode arrays was developed for use in 
recording from cultured cells 40 years ago(1), many 
scientists has been used by the advantages of multi-
site measurement and long-term measurements. How-
ever, the cell functions detected from multi-electrode 
arrays remain virtually unchanged such as action po-
tentials and filed synaptic potentials. 

In our present study, to measure neurotransmitter 
in real time using multi-electrode arrays, we devel-
oped carbon nano tube coated 64ch multi-electrode 
arrays. We successfully detected 10nM neurotransmit-
ter using their CNT micro electrodes by electrochemi-
cal measurement.  

2 Methods 
Multi-electrode arrays (MEAs) were formed on 

the glass slide comprised 64 20x20-μm ITO elec-
trodes. Single wall carbon nano tube (SWCNT) and 
multi wall carbon nano tube (MWCNT) were dis-
persed through ultrasonic agitation in phosphate buffer 
saline (pH7.4).  Each CNT electrodeposition  onto 
ITO electrode was carried out under 1.5V conditions. 
To confirm sensitivity for neurotransmitter, dopamine, 
glutamate acetylcholine and noradrenaline were pre-
pared by diluting 10nM solutions in phosphate buffer 
saline (pH7.4). Electrochemical measurements were 
carried out using a CHI electrochemical workstation. 
CNTs-ITO acted as the working electrode, Ag/AgCl as 
the reference electrode, and the platinum wire as the 
counter electrode. 

3 Results 
Fig. 1 shows the 64ch SWCNT modified ITO 

electrode arrays developed through the direct current 

electrodeposition. MWCNT modified ITO electrode 
arrays have been also developed as well as SWCNT.  

We found that the detection of neurotransmitter at 
a high sensitivity depended on the electrode surface 
structure. Fig. 2A shows the surface of electrodepos-
ited MWCNT onto ITO electrode successfully detect-
ing 10nM neurotransmitter. It can be seen that elec-
trode surface was composed of  small CNT particles 
(0.020±0.018 �m2), and that CNT particles were 
separated by a gap.  We found that a number of gap 
play a key role in high sensitive neurotransmitter de-
tection as well as SWCNT electrode.    

Fig. 3 shows the cyclic voltammograms of 10nM 
glutamate at the CNTs modified ITO electrode and 
conventional pt/pt-black electrode. Comparing the re-
sults, it can be seen that in the former the glutamate 
shows a redox peak and there was an increase in peak 
current. The results also show that the sensitivity of 
glutamate at the conventional pt/pt-black electrode is 
low, whereas the CNT modified ITO electrode exhib-
its good electrochemical behaviours which improve 
the sensitivity. Also CNT modified ITO electrode spe-
cifically exhibits high sensitivity as well as 10nM do-
pamine, acetylcholine and noradrenaline. 

4 Summary 
In this work we have developed CNTs modified 

ITO electrode arrays and detected 10nM neurotrans-
mitter. These results suggest that CNTs multi-
electrode arrays have the potential to measure the neu-
rotransmitter released from neurons.  The results also 
show a novel measurement method using multi elec-
trode arrays other than action potentials and filed syn-
aptic potentials, and suggest this technique will be 
useful for investigating the mechanism of neural dy-
namics and neurological disorder and for applying a 
drug screening instrument. 
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Fig.1 Carbon nano tube Multi electrode arrays. 
64ch multi electrode arrays comprised of electrodeposited SWCNT onto 20x20-μm ITO electrode. 

 Fig.2 SEM image of CNT micro electrode and particle size distribution. (A) SEM image of MWCNT electrode surface. (B) Size distribution 
of agglomerated MWCNT(n=100). Particle size was randomly analyzed  by means of  image J software. 
 

Fig. 3. Cyclic voltammograms of 10nM neurotransmitter.(A) 10nM glutamate at the CNT modified ITO electrode supported by phosphate 
buffer solution (pH=7.4). (B) 10nM glutamate at conventional pt/pt-black modified ITO electrode. (C) 10nM dopamine at the CNT electrode. 
(D) Phosphate buffer solution at the CNT electrode.  
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Abstract 
We present the fabrication and characterization of silicon nanowire field effect transistors (SiNW-FETs). Electrical 
behaviour of the devices are compared with 2D simulations that estimate the expected conductance modulation 
assisted by electrical field effect for operation in liquid environment. Then, we demonstrate the neurons growth 
and differentiation in vitro and their efficient coupling to the SiNW-FETs arrays. 

 

1 Introduction  
Neurons are excitable cells and electrical re-

cording offers a privileged access to neuronal activity. 
To analyze the overall activity of neuronal networks it 
is crucial to record from many points of the network at 
once. Several methods have been developed to enable 
such multisite recording. They are either based on 
voltage sensitive or calcium sensitive dyes, extracellu-
lar micro electrode arrays or CMOS technologies for 
field potential recording. Silicon nanowire field effect 
transistor is the only configuration that has recently 
offered the sensitivity, length scale and timescale re-
quired to monitor neuronal activity at a sub-cellular 
level. Top-down technologies using Silicon-On-
Insulator substrates have in parallel demonstrated their 
ability to detect some biological signals like DNA hy-
bridization and pH variations, suggesting their poten-
tial use for cellular signal detection. 

We present electrical characterization of field ef-
fect transistors made from SOI substrates. The overall 
nanoFET array has been designed to record and stimu-
late neuron networks of controlled architectures 
grown on top of the silicon chip. One example of such 
network will be presented. 

2 Methods 
Field effect transistors are fabricated by etching 

the 50 nm-thick silicon top layer of a SOI substrate 
oriented (100). The doping concentration of the top Si 
layer is 1021 at./cm3 (Boron implantation) at the metal-
silicon junction and a10 µm width ribbon in which the 
nanowire is etched remains non-implanted.  

Contacts lines are made to address each nanowire 
by deposition of titanium (20 nm) and gold (60 nm) 
on a resist-patterned surface, followed by the lift-off 
of the resist. An aluminum hard mask hides the 
nanowire during the etching process. This hard mask 

is made by aluminum deposition and the lift-off of an 
electron beam lithography patterned resist. The fol-
lowing structure was been obtained by reactive ion 
etching of the uncovered silicon (figure 1).  

Fig. 1. Electron beam micrographs of 100 nm wide Si-NWFETs 
(right) integrated in a triangular array (left). The design is chosen to 
follow the spike propagation along a closed triangular neurons net-
work (Fig.5). Scale bars are 40 µm (left) and 1µm (right).  

Then a thick oxide (typ. 200 nm-thick-parylen-C 
or Silica) is deposited to electrically isolate the contact 
lines during liquid operations. Oxide is then removed 
above silicon nanowires by RIE etching while the rest 
of the chip is protected with a DUV resist pattern (fig-
ure 2, left). The resist is then removed and a thin gate 
oxide (typ. 5-20 nm thick HfO2 or Al2O3 ) is deposited 
by atomic layer deposition to cover and isolate the 
nanowires (Figure 2, right). 

 

 
Fig. 2. Left. Atomic force micrograph of the final SI-NW device. 
Source and drain are covered by a thick oxide (Parylen or SiO2) that 
is removed on the top of the Si-NW. Right. Tunneling atomic force 
micrograph of a connected Si-NW covered with a thin front gate 
oxide (5nm, alumina). Color scale is 1V, current-voltage converter 
gain is 10mV/pA.  
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A rapid thermal annealing at 500°C is performed 
before oxide deposition in an inert Ag/H atmosphere 
without oxygen-gases. The annealing induced a tita-
nium silicide alloy on top of the contacts [1,2] that 
forms a conductive layer with a low Schottky barrier 
height. Before annealing, nanowires exhibit a resis-
tance higher than 10M, while it is reduced to 300k 
after the annealing. The resistance has been reduced 
by almost 30 times. 

3 Results and discussion 
The drain source current-voltage (IDS-VDS) char-

acteristic curves are measured by changing the voltage 
bias of the nanowires while the drain to source current 
is recorded.  

First, modulation of the nanowire conductance is 
measured as function of a back gate voltage (fig.3) 
applied on the Si-substrate forcing charge accumula-
tion at the Si/buried oxide (200nm thick) interfaces. 
The leakage current through the buried oxide is con-
trolled with a picoampermeter (typically few pA).  

 
Fig. 3. Drain source current IDS as function of the applied drain 
source voltage VDS for several back gate voltage applied on the Si 
substrate.  

Then, we investigate the response of the SiNW-
FETs to voltage spikes applied in a front side physio-
logical environment. An accurate control of the solu-
tion potential could be achieved with a three-probes 
potentiostat experiments. For these applications the 
nanowires conductance are measured with a home-
made electronics card of 12 parallel acquisition inputs 
with a 200µs average measurement time allowing sta-
ble long time recordings [3].  

These experiments are compared with 2D nu-
merical experiments performed with commercial 
software (Silvaco). These allow rapid estimations of 
the expected conductance modulation with a liquid 
front gate, for several parameters such as doping con-
centration and device geometry. Figure 4 shows the 
expected conductance of a 30 nm thick, 1019 at./cm3  
boron doped Si-ribbon as a function of the front gate 
voltage, and the corresponding carriers distributions in 
the depletion regime.    

 
Fig. 4.  2D simulation of the drain source current as function of a 

front gate applied voltage. A dielectric layer (er~78.5) of same di-

electric constant than water replaces the front side solution. Inset 
shows the layers stack and the hole concentration distribution in the 
depletion regime.   

Finally, in vitro neurons networks are achieved 
with poly-lysine polymer patterns made on the SiNW-
FETs with conventional lift-off process. The PLL 
polymers allow neurons adhesion and growth, while 
the PLL pattern geometry generates mechanical forces 
on the neurites that control the axonal differentiation 
(fig.5) [4]. Accurate localization of the axons in the 
network is essential for an efficient SiNW-neurons 
arrays alignment aimed to follow spikes propagation. 

 
Fig. 5. Left. Fluorescent micrograph of a three-neurons network 
(6DIV). Axons are marked with a red fluorofore. The growth guid-
ance was achieved through the use of adhesion PLL micropatterns 
shown with the inset. Scale bar is 50µm. Right. Scanning electron 
micrograph showing the efficient neurite-nanowire coupling. Scale 
bar is 10µm. 

4 Conclusion 
We have shown fabrication and characterization 

of SiNW-FETs arrays and their coupling to neurons 
networks that should be useful for in vitro neuronal 
signals detection. This method appears suitable to in-
vestigate signal transmission and synaptic plasticity in 
several network architectures.  
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Coupling force-controlled nanopipettes with micro-
electro arrays: A new approach for studying neu-
ronal network response to single cell chemical 
stimulation 
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Abstract 
In this work we present a novel experimental platform based on the combination of MEAs with force-controlled 
nanopipettes. This new approach allows not only to perform atomic force microscopy (AFM) studies of neurons 
cultured onto MEAs, but also to chemically modulate the activity of single cells while recording the induced electri-
cal response from the entire neuronal network. 
 

1 Introduction 
The complexity and scale of neuronal intercon-

nections drive the demand for more specific and more 
spatially precise physiology research tools. Despite 
the great advantage of using micro-electrode arrays 
(MEAs) in recording in vitro neural activity, its appli-
cability to cell stimulation presents some important 
limits, related to the presence of large stimulus arti-
facts and the poorly controlled spread of electrical 
stimuli in medium. One solution is to interact with in-
dividual neural cells by mimicking the neurons’ own 
combination of electrical and chemical signaling. 
Such approach, intended to achieve a kind of “artifi-
cial synapse”, consists in reproducing a critical behav-
ior of real synapses: the local release of neurotrans-
mitters. Recent developments of systems for precise 
neurotransmitter release include the use of micropi-
pettes systems [1], microfluidic substrates [2], organic 
electronics [3] and optical release of caged com-
pounds [4]. However, none of those methods have 
demonstrated spatially controlled single cell stimula-
tion. Here we propose to combine the MEA technol-
ogy with the recently developed FluidFM technology 
[5] which is based on the use of hollow- atomic force 
microscopy (AFM) cantilevers as force-controlled 
nanopipettes thus making it possible to have localized 
neurotransmitter release on the cell membrane with 
very precise control over force and spatial position. 

2 Methods 
In FluidFM a nanofluidic channel in the AFM 

cantilever allows soluble molecules to be dispensed 
through a sub-micrometer aperture in the tip. Force 
feedback is ensured by a standard AFM laser detec-
tion system that measures the deflection of the canti-

lever and thus the force applied by the tip to the cells 
during approach and delivering (see Fig. 1). 

 
Fig. 1. Schematic drawing of the combination of MEA and FluidFM 
technologies. 

For the construction of the experimental setup we 
started from existing commercial solutions: a 
MEA2100 system from Multi Channel Systems (Reut-
lingen, Germany) and a FluidFM system from Cyto-
surge (Zurich, Switzerland). Then we designed a spe-
cific mechanical stage for coupling both instrumenta-
tions and integrate them with a state of the art optical 
microscope. Custom-made glass-based MEAs with 
ITO electrodes make it possible to have optical access 
from bellow, enabling the implementation of func-
tional optical evaluation techniques, like calcium im-
aging, for complementing the monitoring of the net-
work activity. 

For the experiments shown here, we used Flu-
idFM cantilevers with blunt tip and 2 µm openings. 
The micro-fluidic channel was filled with physiologi-
cal solution (NaCl 150 mM, KCl 2.8mM, MgCl 
0.7mM, CaCl 1.3mM, Glucose 10mM, HEPES 10 
mM) containing 200 µM of glutamate. 
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Dissociated E18 rat hippocampal neurons were 
cultured for up to 3 weeks. Neurobasal medium sup-
plemented with B27 was used without serum. Cell 
plating density was 70.000 – 100.000 cells/cm2. Ex-
periments were conducted after two weeks in vitro.  

 
Fig. 2. Bright field image of a FluidFM tip delivering the neuro-
transmitter glutamate to a single neuron over an ITO electrode. 

3 Results 
Preliminary results have shown that the combined 

MEA-FluidFM set-up does not compromise the capa-
bility neither of the FluidFM to perform chemical de-
livering with a high spatial and force resolution, nor 
the capability of the MEA to record small extracellular 
potentials. 

In order to chemically induce a local electrical re-
sponse in a culture we first brought the FluidFM can-
tilever in contact to the cell membrane and then we 
applied pulses of pressure between 50 mbar and 300 
mbar with 300 ms duration. In the fig. 3B a typical 
chemically induced local response is shown and com-
pared with the more spread spontaneous activity (fig. 
3A).  

4 Conclusion/Summary 
We have presented a new experimental platform 

that put together the MEA and FluidFM instrumenta-
tion for measuring and modulating the behavior of 
neuronal networks in vitro. The localized chemical 
delivering capability of the FluidFM allows us to pre-
cisely control the stimulation, sized down to single 
neuron, and the MEA multi-point electrical recording 
make it possible to record the changes in the electrical 
activity of the entire network, thus potentially ena-
bling the study of the role of single cell activity in 
network computation.  

 
Fig. 3. Spontaneous electrical activity recorded from three nearby 
electrodes (A) and local electrical response induced by the release 
of glutamate over a cell in the middle electrode during the time indi-
cated by the red square (B). 
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Abstract 
Carbon Nanotube (CNT) microelectrodes are deemed to have enhanced properties compared to conventional 
metal electrodes. This holds in particular for electrochemical properties and the ability of CNTs to act as a good 
substrate for neuronal cells. The aim of our research was to synthesize structured CNT microelectrodes and com-
pare them with established titanium nitride (TiN) microelectrodes.  
 

1 Introduction 
In order to record or stimulate electrical cell ac-

tivity, e. g. of neuronal cells, microelectrode arrays 
(MEAs) comprising several independent electrodes 
are a well established in vitro test system [1]. MEAs 
are e. g. used in basic research in order to investigate 
neuronal network formation or in applied research in 
order to investigate the effects of new pharmaceutical 
agents on cells or cell tissue.  

Beyond biocompatibility and biostability for long 
term applications of the MEA and their substrate (usu-
ally an insulating layer deposited on glass slides) im-
portant properties are the impedance and charge trans-
fer capability of the electrodes. Desirable are a low 
electrode impedance to gain the electrical spike activ-
ity of cells as loss-free as possible while recording and 
a high charge transfer while electrically stimulating 
cells with voltage pulses. 

Due to their chemical inertness, high charge 
transfer capability, low impedance [2] and good sub-
strate properties for neuronal cells the integration and 
characterisation of carbon nanotubes as micro elec-
trodes has become of interest. Here we present the ap-
proach and results of synthesizing structured CNT 
electrodes via a chemical vapor deposition (CVD) 
process directly on MEA substrates. 

2 Materials and Methods 
For all experiments the MCS MEA design 

200iR 30 [3] was used in order to achive comparable 
test systems. This design consists of 59 working elec-
trodes each 30 microns in diameter and 200 microns 
apart plus one internal reference electrode. For the 
synthesis of structured CNT microelectrodes on MEA 
substrates a thermal CVD process at a temperature of 
520 °C was applied. Because of this high temperature 
and the thermal instability of the established MEA 

system, which resulted in first experiments in a 
cracked insulating layer, a new material combination 
was developed, now consisting of TiN circuitry and 
silicon oxide (SiOx) insulating layer instead of tita-
nium circuitry and silicon nitride (Si3N4) insulating 
layer. This circuitry-insulating layer system is high 
temperature stable, meaning that neither any layer 
cracking nor decreased insulating properties occur af-
ter CNT synthesis. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 1. SEM image of  a CNT-MEA (array design according to 
MCS MEA 200iR 30 [3]). The scale bar represents 100 microme-
ters. 

The CNT synthesis on a substrate is structured by 
patterning its enabling catalyst layer, which is usually 
a thin film of Fe or Ni. Here, a 10 nm Fe catalyst layer 
was sputter-deposited and afterwards patterned via 
lift-off technique to cover just the electrodes. For the 
CNT synthesis itself a NH3-C2H2 gas atmosphere with 
a ratio of 1:1 for a time period of 30 min at 5 mbar 
(3,76 Torr) recipient pressure was applied. SEM im-
ages of CNT microelectrodes are shown in Fig. 1 and 
Fig. 2.  
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Fig. 2. SEM image of a single CNT microelectrode. The scale bar 
represents 10 micrometers. 

After the CNT synthesis the CNT microelectrodes 
were briefly exposed to an O2-plasma in order to re-
move residual amorphous carbon which surrounds the 
CNTs. This plasma treatment reduces the impedance 
of the electrodes. 

3 Results 
The CNT-MEAs were electrochemically charac-

terized in phosphate buffered saline (PBS) by measur-
ing the impedance at 1 kHz and the charge transfer 
with monophasic voltage pulses with amplitudes rang-
ing from -1 V to +1 V and pulse duration 500 µs [4]. 
The measured impedance of CNT microelectrodes 
was 20 kΩ at the mentioned frequency, which is an 
improvement of 50 % compared to 40 kΩ of the stan-
dard MEA with TiN electrodes. Measuring the charge 
transfer (see Fig. 3) revealed a value of 10,1 nC at 
+1 V for CNT electrodes, which is an improvement of 
72 % compared to 5,9 nC of TiN electrodes under the 
same conditions.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
Fig. 3. Charge transfer for CNT- (open squares) and TiN- (full 
squares) electrodes under same conditions. The charge transfer of 
CNT electrodes is improved up to 72 % 

The suitability of the CNT electrodes for re-
cording purposes of neuronal cells was tested with 
dissociated cortical neurons from a rat. A cell culture 
was cultivated for a time period of 12 weeks, which 
proves the good substrate quality, long term stability 
and biocompatibility of the SiOx insulating layer and 

not least of the CNT electrodes. During the 12-week 
cultivation network formation of the neurons was ob-
served and neuronal spike activity (action potentials) 
was recorded (see Fig. 4) with a signal-to-noise ratio 
of up to 8. 

 
Fig. 4. Spike activity of dissociated cortical neurons, cultured on a 
CNT-MEA. The shown time period is 200 ms, the vertical window 
width is 100 µV. 
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Abstract 
Multi-well microelectrode arrays (MEAs) are useful tools in extracellular electrophysiology, but geometric 
constraints of commercially-available multi-well MEAs restrict to cultures grown in these devices.  In particular, the 
fixed culture chambering system prevents access of high-magnification objectives or intracellular recording 
electrodes to the cell layer.  In this study, we sought to create a removable culture chambering system for multi-
well MEAs.  We designed a polydimethylsiloxane (PDMS) divider that provides pharmacological separation of 
cultures during an MEA recording experiment, but can be removed to improve access to the cellular layer.  Here 
we report on the design and production of two prototypes and assess their efficacy in maintaining culture health. 

 

1 Introduction 
Multi-well MEAs provide significant 

advantages over the conventional single well MEA.  
The multiple arrays allow for many trials to be run 
simultaneously, thus sister cultures can be used 
under the same environmental conditions to reduce 
sources of variability in MEA experiments.  The 
consolidation of multiple arrays onto one dish also 
eliminates the need for multiple pre-amps for 
separate test groups, significantly saving laboratory 
resources and reducing the number of animals used 
for tissue harvests.  However, commercially 
available multi-well MEAs use a fixed divider with 
geometric constraints that cannot accommodate 
patch clamp experiments or high magnification 
imaging using an upright microscope (Fig. 1A).  
The aim of this project was to create a removable 
chambering system to facilitate patch clamp 
experiments on multi-well MEAs (Fig. 1B,C). 

2 Materials and Methods 

2.1 PDMS dividers 
We designed and manufactured two types of 

removable PDMS culturing chambers.  The first 
(Fig. 2A) was optimized for chamber volume, and 
the second (Fig. 2B) was optimized for adhesion to 
the MEA surface.  In both cases, a thin film of 70% 
ethanol was used to adhere the PDMS to the MEA 
glass.  Evaporation of ethanol yielded a tight but 
reversible seal.  Teflon lids were used to enclose the 
main chamber of the MEA to prevent evaporation.   

 

Dissociated cultures derived from E18 rat 
cortex tissue were grown in each chamber to assess 
viability. 

 

 

Fig. 1: Fixed versus removable 
dividers. (A) Solid model of the 
Multichannel Systems 6-well 
MEA and a Nikon CFI Fluor 
40xW objective.  The fixed 
divider is not compatible with 
high-magnification microscopy. 
(B) Solid model of one of our 
custom removable dividers and 
lid. (C) Solid model of MCS 6-
well MEA after divider has been 
removed.  In contrast with (A), 
there is ample space for high-
magnification objectives.  Note: 
MEA dimensions are 49mm x 
49mm 

 
 
 
 
 
 
 
 
Fig. 2: Removable PDMS Dividers. (A) Tear drop well divider 
optimized for chamber volume.  (B) Circular well divider 
optimized for adhesion surface area. 
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Fig. 3: Components of modifiable chambering system. (A) 
Removable PDMS divider (B) PDMS rimmed lid (C) MEA box 
(D) MEA (E) Removal tool  

2.2 Chamber accessories 
For using the PDMS divider during cell growth 

and MEA recording experiments, a modified MEA 
lid was created by putting a rim of PDMS along the 
bottom of a version of lids described in [1] with a 
larger diameter (Fig. 1B).  The PDMS prevents 
movement of the lid on the MEA surface thus 
eliminating the possibility of the lid accidently 
removing the PDMS divider prematurely.  

Once the PDMS divider has been removed for 
an intracellular recording experiment, there is no 
chamber to hold fluid which is critical for 
environmental control.  To address this, the MEA is 
placed in a plastic MEA box (Fig. 1C, 3C).  A thin 
layer of PDMS on the bottom of the container 
prevents MEA movement during the procedure.  A 
tool was developed out of sheet metal to facilitate 
removal of the MEA from the box (Fig. 3E). 

3 Results and Discussion 

3.1 Adhesion and fluid retention 
We examined whether the PDMS dividers 

could adhere to glass and retain fluid for two days 
in an incubator regulated at 35°C and 5% CO2.  
Both divider prototypes successfully adhered to 
glass.  Neither showed signs of leakage between 
chambers or to the surroundings. 

3.2 Culture health and osmolarity 
Neuronal cultures were grown for 29 days in 

both chamber types to test compatibility with living 
cells. Normal cell growth was observed under a 
phase-contrast microscope throughout the 29 days.  
Osmolarity was maintained within a viable range 
using the tear drop well divider in experimental 
conditions (Fig. 4).  In contrast, the large surface 
area to volume ratio of the chambers in the circular 
well divider appeared to negatively affect 
osmolarity control (Fig. 4). 

 
Fig.4: Osmolarity control data Each point represents the 
osmolarity of the fluid removed during each culturing media 
change.  Fluid was replaced with media at 300 ± 6 mOsm/L.  
The tear drop divider used on an MEA with a Teflon lid [1] 
(MEA Tear Drop) had very consistent osmolarity control.  When 
tested in a 6 well tray the circular well divider had poor 
osmolarity control compared to the tear drop divider which had 
similar results to the control well. 

4 Conclusion 
The removable divider reported here expands 

the experimental accessibility of commercially 
available multi-well MEAs compared to fixed rigid 
chambers.  We have created a simple PDMS device 
that can be easily attached to and removed from 
MEA glass along with accessories to aid in the 
deployment of the device in its various uses.  
Together they provide a new tool for researchers 
seeking to conduct experiments that employ high-
magnification microscopy using multi-well MEAs.  
The system is currently being tested to ensure its 
success during both an MEA recording experiment 
as well as a whole cell patch clamp experiment. 
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Abstract 
Here we report on a new method for impedance spectroscopy based on a high-density microelectrode array 
(MEA), which can be used to determine the location of adherent mammalian cells by analyzing the impedance re-
sponse within a frequency band from 10Hz to 10kHz.  

 
1 Introduction  

Impedance imaging and spectroscopy is an effec-
tive, non-invasive, electrical method of monitoring 
features of cultured cells, such as their position, mor-
phology and cell-electrode adhesion. Here, we present 
a method for impedance measurements in a CMOS-
based planar MEA. 

 

2 Methods 
We used an existing CMOS MEA system [1] fea-

turing 11011 metal electrodes, 126 on-chip readout 
channels, stimulation units, and an analog switch ma-
trix located directly underneath the electrode array. By 
means of the switch matrix an electrode can be con-
nected to the stimulation buffer. The impedance can 
then be measured by applying an AC current (IStim) 
and sensing the voltage (Vsense) with a readout channel 
connected to the same electrode, as shown in Fig. 1. 
Since the input impedance (3.32pF) of the readout 
channels is approximately two orders of magnitude 
larger than that of the electrodes (|Z|= 4.6MΩ@1kHz), 
most of the AC current will pass through the electrode 
to the solution, which is held at constant potential by 
means of a reference electrode. Cells that are attached 
to the electrode surface change the measured imped-
ance so that detection of cell adhesion on a large area 
at high spatial resolution becomes possible. On-chip 
analog-to-digital converters are used to digitize the 
signals, which are finally sent to a PC. The acquired 
signals are post-processed in Matlab to extract the 
spectra and to filter out the noise. Since the amplitude 
of the applied current sine wave is known [2], we can 
estimate the impedance of the electrode from the re-
corded amplitude. The procedure is repeated at differ-
ent frequencies, from 10Hz to 10kHz, and then re-
peated for other electrode sets to cover the entire elec-
trode area. Up to 42 electrodes can be measured in 
parallel reducing the measurement time for the full 
array.  
 

 

Fig.1 On-chip Impedance Measurement System. 

 

An impedance image of the area is then assembled 
from the impedance values of each electrode. 

 

3 Results 
We tested the method by depositing Pt-black on 

half of the electrode array; the result is shown as an 
optical and a reconstructed impedance image in Fig. 2. 
Fig. 3 shows mammalian baby hamster kidney, BHK-
21, cells cultured on the MEA for 3 days. From the 
impedance image, one can clearly see the position of 
the cultured cells on the electrodes. Both experiments 
were carried out using a 1kHz sine wave. 
 

4 Conclusion 
We have developed a method relying on a high 

density MEA to determine the location of adherent 
mammalian cells by analyzing the impedance re-
sponse in a range between 10Hz and 10kHz. Prelimi-
nary experiments show the possibility to identify elec-
trodes with Pt-black deposition or locate the distribu-
tion of BHK-21 cells on the electrode area. 
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Fig.2 (a) Image of the array with Pt-black covering half of the elec-
trodes; (b) Impedance image (color bar in MΩ). 
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Fig.3 (a) Image of BHK-21 cells cultured on the MEA for 3 days; 
(b) Impedance image (color bar in MΩ). 
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Abstract 
Understanding information processing in the brain is one of the major goals of modern neuroscience. Even small-
scale neural circuits are daunting in their complexity and require the development of new sensor technologies.  
We present a novel array of 61 micro-needle electrodes, of up to 200µm length and with 60µm hexagonally close-
packed inter-needle spacing. The array allows an in-depth study of neuronal interactions by penetrating in to acute 
slices of brain tissue. Extracellular action potentials of up to 110µV are recorded from tens of neurons simultane-
ously. Furthermore, the electrodes can electrically stimulate individual neurons using charge-balanced current 
pulses. This has paved the way for the development of a 512-electrode system with the potential to record from 
hundreds of neurons simultaneously. 
 
 
 

1 Introduction 
This study involved the design, microfabrication, 

electrical characterisation and biological evaluation of 
an array of closely spaced micro-needles. The purpose 
of the array is to allow an in-depth study of neuronal 
interactions by recording from and electrically stimu-
lating individual neurons in acute neural tissue.  

Arrays of planar microelectrodes have been used 
very successfully to record the electrical activity of 
many neurons in vitro in 2-d structures (e.g. retina) 
[1]. This success has not been replicated in acute 3-d 
structures (e.g. acute cortical slices) as a consequence 
of a tissue slice’s damaged surface layer. To address 
this problem, electrodes must penetrate beyond the 
damage. Extracellular wire electrodes or patch-clamps 
[2][3] bypass the damaged layer, however, the prob-
lem common to both techniques is the small number 
of neurons they detect. Here, a process was success-
fully developed to fabricate an array of 61 micro-
needles to record from many neurons in an intact net-
work. The novelty of this device over current tech-
nologies of this nature is the high-density, 60m hex-
agonally close packed, array of electrodes (cf. 100m 
[4] or 400m [5]) and to allow recordings through a 
volume of tissue, multiple length needles are possible 
on a single array. Each needle has a small (10m di-
ameter) conducting tip with low impedance 
(~300k�� ���). A first generation device with 61 
needles recorded extracellular action potentials from 
~20 individual neurons in rat cortex. Action potentials 

were recorded with amplitudes up to 110V and a 
signal to noise of ~15:1. The electrodes were shown to 
be capable of eliciting action potentials with individ-
ual neuron precision via electrical stimulation using 
charge-balanced current pulses with ~1 to 2.9A am-
plitudes. It is expected that the number of neurons de-
tected by a second-generation 512-needle device will 
increase by an order of magnitude. 

2 Method 
The device is made using a novel combination of 

semiconductor fabrication techniques. The design is 
compatible with existing low noise pre-amplification 
and stimulation circuitry [6] that provides excellent 
temporal resolution (50s). To fabricate the array, 61 
high-aspect ratio tapered holes are etched in to silicon. 
A thick (2m) thermal oxide is grown to form the 
needle sidewall passivation. A conformal tungsten 
deposition (low pressure chemical vapour deposition) 
ensures the tapered point of the etched hole is con-
ducting (this will form the tip of the needle). The 
tungsten is selectively etched to electrically isolate 
each needle. For strength, the holes are partially filled 
with polysilicon. Aluminium is deposited and etched 
to form conducting tracks connecting each electrode 
to a bond pad for wire bonding to the readout PCB. 
The bulk silicon, on the backside of the wafer is 
chemically wet etched (tetra methyl ammonium hy-
droxide at 95oC) to expose the oxide–coated needle 
tips. The size of the conducting tip is controllable in 
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size down to a few microns in diameter and is defined 
at this stage. The oxide is partially etched in hydroflu-
oric acid. The remaining silicon is etched as before, 
defining the length of the needle. A final oxide etch 
thins the sidewall insulation but completely removes 
the thinner oxide at the needle tip, exposing tungsten. 
This tungsten is electroplated with platinum black to 
lower the electrode/electrolyte impedance (Figure 1). 
The result is an array of closely spaced, low imped-
ance, biocompatible electrodes with low noise at high 
spatial resolution. To quantify this: a typical electrode 
has, at 1 kHz, an impedance of 300 k and ~5 V 
RMS noise. 

 

 

 

 
 

 
Fig.1 An array of hexagonally close-packed, 60 m inter-needle 
spacing, 100 m length needles (left) and the tip of a single needle 
electroplated with platinum to lower the needle impedance (right). 

3 Results 
In pilot experiments, acute slices of rat cortex 

were placed on to an array of needles. Using an artifi-
cial cerebrospinal fluid (using 5mM K+) and precise 
temperature control (37oC), the slice was kept alive 
and the spontaneous activity of the cells was recorded. 
300 m thick slices were cut to allow perfusion of 
oxygen throughout the slice. Typically, signals from 
~20 individual neurons could be detected (Figure 2) 
with both somatic and axonal action potentials being 
observed. Action potential amplitudes measured up to 
~110 V and the signal to noise ratio was ~15:1. 

 
 
 

 
 
 
 
 
 
 
 
Fig. 2. The averaged signals of a neuron identified from its sponta-
neous activity. Each point in the hexagon represents an electrode’s 
position on the array and the diameter of the point is proportional to 
the signal amplitude recorded on that electrode for a particular neu-
ron. The seed electrode (red) is the electrode that records the highest 
amplitude waveform. The dashed circles indicate the locations of 
other neurons found in this preparation. 

To verify the requirement of high-density elec-
trodes, the data was sub-sampled (electrodes removed 
to create a 120m spaced array) and re-analysed. For 
the dataset in Figure 2, the number of neurons identi-
fied decreased from 20 to 7. In a further six unique 
datasets (from different tissue preparations) it was 
found that the number of neurons, at best, was halved 
when the electrode spacing was increased and at worst 
was reduced to less than 10%. 

Another important aspect of network studies is 
electrical stimulation. A range of current amplitudes 
from 0.4 to 4A with 10% increments was applied to 
each electrode (50 iterations at each amplitude). The 
current pulse was triphasic and charge balanced with 
duration of 50s/phase. It was found that ~8 neurons 
could be stimulated in a single preparation. The mini-
mum stimulation current amplitude for 100% stimula-
tion efficiency varied between 1.1 and 2.9A. 

4 Conclusions 
As an important in vitro model of the brain, it is 

relevant to study network behaviour in acute slices. 
The challenge for microelectrode arrays is to bypass 
the damaged tissue that exists at the surface of an 
acute slice. A popular approach is to use arrays of mi-
cro-needles that can penetrate past the surface and 
make contact with healthy neurons in the intact net-
work. In this study, an array of 61, 60m spaced hex-
agonally close-packed needles was fabricated. It was 
shown to record action potentials from ~20 neurons in 
acute rat cortex across a 0.13mm2 array area, with a 
signal to noise ratio of ~15:1 and signal amplitudes of 
50-110V. Furthermore, individual neurons were 
stimulated with 50s/phase charge-balanced current 
pulses of amplitudes ~1.1 to 2.9A (for 100% stimu-
lation efficiency). This work represents a significant 
advancement in technologies for studying acute neural 
tissue in vitro with an unprecedented combination of 
spatial and temporal resolutions. 
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1 Background/Aims 
Electrophysiological methods are essential to 

increase our understanding of cellular network 
dynamics. A crucial improvement to meet this need 
is provided by multi-electrode arrays (MEAs) that 
enable large-scale non-invasive parallel electrical 
recordings. Major drawbacks of these passive 
MEAs, such as the limited amount of channels and 
the need for external amplification and filtering, 
inspired several groups in fabricating active MEAs 
based on CMOS technology. Hence, the reported 
systems offer significant improvements over 
conventional passive MEAs. We further increased 
the density and decreased the size of electrodes by 
using standard 0.18 μm CMOS technology in 
combination with in-house post-processing, aiming 
at single-cell addressability. 

2 Methods/Statistics 
We fabricated a high-density array of 16,384 

micro-nail electrodes on top of the CMOS circuitry. 
The electrodes consisted of subcellular-sized 
tungsten rods (600 nm diameter) enclosed by a 300 
nm SiO2 layer. Every electrode was accessible for 
stimulation, recording and impedance sensing 
through software selection. 

 

3 Results 
The built-in impedance circuitry of the chip 

was used to characterize the electrical properties of 
the electrodes. The small tungsten electrodes had a 
characteristic capacitance of 7.5 ± 1.5 pF, large 
enough to allow measurement of extracellular 
electrical activity. After culturing primary 
cardiomyocytes on the chip for 4 days, we recorded 
spontaneous extracellular activity of cells on top of 
the electrodes (Fig. 1). Despite the submicron size 
of the electrodes, we obtained extracellular signals 
with signal-to-noise ratios of 15. Further, we 
demonstrated single cell electrical stimulation by 
overriding the inherent frequency of the 
spontaneous cardiac beating. The high-density 
electrode configuration allowed recording of 
individual cell action potentials and identifying the 
signal propagation through gap junction 
connections between neighboring cells. 

4 Conclusion/Summary 
This novel active MEA is a step forward to 

both fundamental cellular communication and 
pharmaceutical drug screening platforms, allowing 
high-throughput automated measurement with 
single-cell resolution. 
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Fig.1 Reconstructed confocal image of cardiac cells growing on high-density active electrode arrays. Micronails are stained red; cells loaded 
with calcein green are stained green. 
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Background/Aims 
Our glass cell-culture chips (GC3) are equipped with Pt sensors for monitoring electrical signals, cell proliferation, 
and environmental conditions, such as medium temperature, pH and O2 concentration. 
 

1 Methods/Statistics 
We designed five different integrated sensors for 

our glass cell culture chips (GC3) [1, 2]: A temperature 
probe, pH- and O2- sensors allow for the on line con-
trol of the environment within the glass chip. Inter-
digitated electrode structures (IDES) detect both the 
cell adhesion and proliferation, while multielectrode 
arrays (MEA) monitor their electric activity (Fig. 1). 
The cells can be located to the different structures by 
using dielectropheresis during cell seeding. 

 
Fig. 1. Sensors of the GC3: A) Temperature sensor, B) Mass elec-
trodes, C) IDES, D) Multi-electrode array (MEA), E) Circular elec-
trode for O2 measurement*, F) Circular electrode for pH measure-
ment* 
*: Integration into the GC3 is intended 

2 Results 
The temperature probe was constructed following 

the principle of commercially available PT1000 tem-
perature probes. It shows a linear behaviour in the 
range between 20 and 40 °C. However, an individual 
calibration is required for monitoring exact tempera-
ture values, as the resistance for 20 °C and the slope 
has a wide distribution. 

Circular Pt electrodes were used for the O2- sen-
sor and with an additional Si3N4 layer as sensor sub-
strate (20 - 60 nm) they were used as pH- sensors. The 
O2 sensor typically shows a signal difference of 2 nA 
at -700 mV vs. Ag/AgCl comparing oxygen free and 
oxygen containing solution. In the pH range from 5 to 
9 the pH sensor shows a linear response with a slope 
of up to -39.9 mV per pH step. 

Electric impedance data of the IDES were used to 
calculate differential capacitance spectra. The number 
of cells growing on the IDES strongly correlated to 
the measured frequency peak values. Murine cortical 
cells were used to build active neuronal networks on 
the MEA structure. After 30 days, neuronal activity 
was measured with a MEA structure containing 52 
electrodes. We tested different MEAs with electrode 
pad diameters of 15, 20, 25 and 35 µm. 

3 Conclusion/Summary 
Glass waver technology provides the tools to de-

sign microscopable chips with a huge variety of sen-
sors to monitor cell culture conditions, cell growth 
and electric activity. Equipped with a cell-culture 
trough containing a medium volume of approximated 
250 µl, it is possible to cultivate cells for up to 30 
days. Our chips are more robust than conventional 
silicon chips and have a high rate of reusability. The 
GC3 are autoclavable. Currently, we have a toolbox of 
five different sensor types for the design of specific 
GC3. The new oxygen and pH sensors may comple-
ment our routinely used glass neurochip [3]. 
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Abstract 
Conducting polymers, such as Polypyrrole (PPy), can provide an efficient way to increase the effective surface 
area and thus the charge injection capacity of conventional metal electrodes. In this study, PPy coatings with two 
different thicknesses were fabricated on platinum (Pt) electrodes. The physical surface properties and electrical 
performance of coated electrodes were investigated. It was demonstrated that the impedance of coated elec-
trodes with both coating thicknesses was significantly lower than impedance of bare Pt electrodes. The charge 
capacity of the electrodes with PPy coating was found to be clearly higher compared to the electrodes of bare Pt. 
 
 

1 Introduction 
Metals, e.g. platinum (Pt), are the most commonly 

used electrode materials showing good electrochemi-
cal properties. However, if the electrodes contact area 
is very small, its charge injection capacity is generally 
not high enough. A common approach to increase it is 
to physically increase the surface area by various 
processing methods. Another approach is to coat the 
electrode with electroconductive polymers, like 
polypyrrole (PPy). Due to its nodular surface struc-
ture, PPy increases the effective surface area of the 
electrode. The studies have shown that the actual sur-
face area of PPy film can be 50 times greater than that 
of a smooth electrode of identical lateral dimensions 
and that such coatings lead to a remarkable reduction 
of the impedance at the electrode interface [1]. 

Properties of PPy can vary in broad range de-
pending among others on the chosen counter ion and 
polymerization conditions [2-3]. Biocompatibility of 
PPy has been demonstrated with various cell types, 
but especially with neural cells [4].  

The aim of this research is to provide promis-
ing electrode solutions for microelectrodes especially 
for ophthalmic applications. We are targeting towards 
electrodes that could be integrated e.g. into various 
implants by developing electrodes coated with active, 
biocompatible and electroconductive biomaterial that 
would enable better integration of the cultured cells 
onto the assessment system.  

2 Materials and Methods 
Electrodeposition of polypyrrole-dodecyl-

bentzenesulphonate (PPy/DBS) coating on platinum 
(99.95%) surface was performed at room temperature 
in two-electrode electrochemical cell in aqueous solu-

tion containing pyrrole 0.2 M (Sigma-Aldrich, USA) 
and DBS 0.05 M (Acros Organics, USA) . The coat-
ing was potentiostatically grown at 1.0V using Ver-
saSTAT 3 potentiostat/galvanostat (Princeton Applied 
Research, USA) controlled by VersaStudio software. 
The process was let to run until the charge density of 
10 C/cm2 (thin film) or 90 C/cm2 (thick film) was ob-
tained. After coating, the samples were washed in de-
ionized water and air-dried. 

The thickness and surface topography of the coat-
ings was characterized using atom force microscope 
(AFM) (XE-100, Park Systems, USA). AFM image 
scans of 5 µm were conducted in air in non-contact 
mode using ACTA cantilever tips (Applied Nano 
Structures Inc., USA). The roughness value (Ra) was 
calculated from five parallel AFM images for both 
coating thicknesses using XEI image processing soft-
ware. 

Electrical properties of the coatings were charac-
terized by electrochemical impedance spectroscopy 
(EIS) and cyclic voltammetry (CV). All the measure-
ments were performed in a three-electrode cell at 
37°C in phosphate buffer solution (pH 7.47). The im-
pedance spectrum was measured using the Solartron 
Model 1260A Frequency Response Analyzer and 
1294A Impedance Interface controlled by the SMaRT 
Impedance Measurement Software (Solartron Analyti-
cal, Hampshire, UK). The ZView modeling program 
(Scribner Associates inc., Southern Pines, NC) was 
used to analyze the impedance data. The recording of 
cyclic voltammetry (CV) data was conducted using 
the VersaSTAT 3 potentiostat/galvanostat. 
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3 Results and Discussion 
Uniform, 68 and 531nm thick PPy/DBS coatings 

were achieved with charge densities of 10 and 90 
C/cm2, respectively. Mean Ra of thin films was 7 nm 
and thick films 9 nm. Both coatings showed nodular 
surface structure typical for PPys (Fig. 1).  

 

 
 
Fig. 1. Surface topography of a thick PPy/DBS coating.  

EIS data showed that PPy/DBS coating improved 
the conductivity of the platinum by decreasing imped-
ance values at low frequencies (Fig. 2). Impedance 
values of uncoated Pt electrodes varied between 28-60 
kΩ at the frequency of 1Hz, while impedance values 
of Pt electrodes with PPy/DBS coatings varied be-
tween 8-15 kΩ. The coating thickness did not have 
effect on the impedance. 

 

 
 
Fig. 2. Impedance plots of uncoated and PPy/DBS-coated platinum 
with two different coating thicknesses (average, n=4). Measure-
ments were conducted using a 50-mV effective sine-wave alternat-
ing current at 31 discrete frequencies between 1 Hz and 1 MHz. 

 CV curves showed that PPy/DBS-coated Pt had 
greater charge capacity than uncoated Pt (Fig. 3). 
When comparing thin and thick coating, the thinner 
coating had greater charge capacities than the thicker 
one. 

 
Fig. 3. Cyclic voltammetry measured with scan rate of 100 mV/s for 
uncoated platinum and PPy/DBS-coated platinum with two different 
coating thicknesses (average, n=2).  

4 Conclusions 
Our studies demonstrate that the electrochemical 

polymerization of PPy/DBS is a successful way to 
fabricate uniform, electrically conductive polymer 
coatings on Pt electrode surface. Furthermore, it is 
possible to control the coating thickness by control-
ling the accumulated charge density during the proc-
ess. In our studies, the surface roughness of the coat-
ing remained at the same level despite the coating 
thickness. Our measurements showed that PPy/DBS 
coatings of Pt electrodes improved their electrical 
properties considerably and with claimed good bio-
compatibility these electrodes could provide improved 
stimulation and measurement capabilities. However, 
further studies are needed to characterize the long-
term performance of PPy/DBS-coated Pt electrodes. 
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1 Background/Aims 

The PharMEA project (Multi-Electrode 
Array Technology Platform For Industrial 
Pharmacology And Toxicology Drug 
Screening) was a European research project 
aiming at the development of a novel drug-
screening platform based on MEA technology 
including the following key features: 

 ASIC-based integrated monitoring and 
stimulation hardware. 

 Real-time data processing for the 
extraction of pertinent biological signals 
and reduction of the amount of data to 
handle, which allows to work with higher 
number of electrodes. 

 Novel high-level data analysis software 
including graphical user interface and 
extraction of biological signal 
parameters. 

 Novel 256-electrodes multi-well MEA 
biochips based on glass or porous 
polymer substrates allowing 
experimentation with dissociated cell 
cultures, acute tissue slices and 
organotypic tissue slice cultures. 

2 Results 

2.1 Hardware 
The PharMEA platform is built around a 

commercial PXI chassis, which allows 
connecting several 256-channel amplifier 
interfaces within the same instrument. Two 
special plug-in modules, one for power supply 
and one for data acquisition that controls the 
operation of the amplifiers, are used for each 
256-channel MEA interface. The amplification 
and stimulation electronics are based on a 64-

channel ASIC. Four ASICs are used in each MEA 
interface in order to obtain a 256-channel MEA 
interface. On-board electronics allowing real-time data 
analysis of the biological signals as well as data 
reduction, i.e. elimination of noise signal without 
biological content, have been developed. The resulting 
PharMEA platform is shown in figure 1. Novel 256-
electrode MEA biochips based on wellplate format (4, 
8, 32 and 60 wells) were developed as well as porous 
polymeric MEA biochips intended for organotypic 
tissue slice cultures (see figure 2). 

2.2 Software 
New software controlling the PharMEA instrument 

has been developed. It includes the possibility to select 
electrodes to be monitored and electrode desired 
amplifier gain in a graphical map corresponding to the 
MEA used. It also enables real-time filtering of signals. 
Spike detection, signal parameters extraction, and 
extraction of complex features such as QT prolongation 
can also be achieved in off-line mode. 

2.3 Biological platform validation 
PharMEA platform validation was achieved with 

biological experiments addressing drug safety and drug 
screening applications. Embryonic chicken heart 
preparations were used for QT prolongation 
experimentation and were tested against Ivabradine, 
known to induce QT prolongation. The results obtained 
with the PharMEA platform confirm the QT  

prolongation of Ivabradine. Organotypic and acute 
hippocampal tissue slices were used for drug screening 
validation, where spontaneous activity as well as 
stimulation induced burst activity could be recorded 
and analysed. 
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3 Conclusions/Summary 
Working prototypes of the PharMEA 

instrument have been realised and instrument 
key features of real-time data analysis, data 
reduction, and use of multi-well format MEAs 

have been validated using heart preparations and 
hippocampal brain slices. 
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Fig.1: General view of the PharMEA platform prototype (A). It is made of a computer, a rack allowing the connection of several 256-
channel amplifier units, and one 256-channel amplifier/stimulation interface. The amplifier/stimulation interface and the card rack are 
shown in (B). 

Fig.2: Pictures of porous 32-well MEA (A) and an 8-well porous polyimide substrate MEA (D). Each well consists of 8 silver-ink 
electrodes (B) or 32 platinum electrodes (E) that can be individually assigned as a recording or as a stimulating electrode. Hippocampal 
slice cultures laid down onto the 2 types of MEAs can be seen in (C) and (F). 
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1 Background/Aims 

State of the art submicron technologies offer 
the possibility of multichannel application specific 
integrated circuits (ASICs) production for high-
density MEA experiments. The ASICs can have 
more complex functionality and better performance 
(noise, power consumption, channel to channel 
uniformity, etc.) than existing solutions.  

2 Methods 
Based on our experience in design and 

practical applications of ASICs for neurobiology 
experiments comprising of hundreds recording sites 
[1-4], we propose a novel family of 64-channel 
ASICs designed in a submicron technology, which 
can be used both for in vivo and in vitro 
experiments. Thanks to the modern technology and 
implementation of an active digital control and 
correction circuits we obtained very good paramters 
and a complex functionality in a single 64-channel 
chip, namely: 

- recording both LFP and spike signals with 
a wide range of a frequency band control, a low 
noise performance (3.7 µV), an ultra-low power 
consumption per channel (25 µW), and a very good 
uniformity of analog parameters from channel to 
channel (the gain spread 0.5%, the low cut-off 
frequency set below 0.1 Hz with a spread of only 
30 mHz),  

- stimulation in each channel with an effective 
artefacts cancellation and with a selection of 
different patterns. 

3 Results 
An exemplary member of this family is a chip 

called NRS64 (Neural - Recording - Stimulation 
64-channel) which is shown with its main 
parameters in Fig. 1. The ability to control its gain, 
corner frequencies and stimulation parameters 
makes the this chip a good candidate for a wide 
range of neurobiology applications. The 
characteristic feature of this chip family is the ease 
of building dedicated measurement systems to suit 
various in vivo and in vitro experiments. 

 
Fig.1 Photo of NRS64  chip: a) photo: 1 – stimulation block, 2 – 
control registers, 3 – artifact cancellation circuits, 4 – decoupling 
capacitors, 5 – recording channels, 6 - multiplexer. 

 
Tab. 1. Main parameters of the NRS64 chip. 

Tech / no. of channels UMC 0.18 µm  /  64ch 

Gain 139 / 1100 V/V 

Tuning low cut-off freq. 60 mHz - 100 Hz 

High cut-off frequency  4.7 kHz / 12 kHz 

Power per channel 25 µW 

Input referred noise  

 (3 Hz - 12 kHz) 

 (100 Hz - 12 kHz) 

 

7.6 µV 

3.7 µV 

THD @ 1.5 mV < 1% 

Current stimulation with 

8-bit resolution in six 

ranges 

 (0.5; 2;8; 32; 128; 512)nA 

Multiplexer frequency 5 MHz 

Fig.2a presents a system with the NRS64 chip dedicated for in 
vivo experiments. The system is equipped  with 10 mm long, 64-
site electrodes from Neuronexus Technologies.  
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(a)  

(b) 

 
(c) 

Fig.2 a) 64-channel system for  in vivo recording,  b) dedicated 
10 mm long electrodes provided by Neuronexus Technologies, 
c) exemplary results of neuronal spiking in the intergeniculate 
leaflet of the rat lateral geniculate nucleus. 

 
The experiment was performed on a rat under 

urethane anaesthesia. The electrodes were 
implanted into the brain to record infraslow 
oscillations at the level of neuronal spiking in the 
intergeniculate leaflet of the rat lateral geniculate 
nucleus. Signals from 64 channels were recorded 
for a few hours and the results from selected 
channels with the neuronal spiking are shown in the 
Fig. 2b.  

Fig. 3a shows a 256-channel systems for in 
vitro experiments with 256 tip-shapes electrodes 
from Qwane Bioscience. In the test we used 
transverse hippocampal slice preparations. Fig 3b 
shows the epileptiform field activity evoked in 
hippocampal slices by tonic cholinergic stimulation 
(50�M bath perfusion). Note that epileptiform 
discharges recording is accompanied by a single 
unit activity. The lower panel of Fig 3b shows the 
burst of action potentials generated at the peak 
positivity of the field epileptiform discharge.  

4 Summary 
The development of high-density MEA 

experiments requires both tightly spaced electrodes 
and novel, highly reconfigurable multichannel 
integrated circuits which can both record and 
stimulate large neural networks at a single cell-
resolution. We present a family of such ASICs and 
examples of their successful applications in both in 
vivo and in vitro experiments.  

(a) 

 
(b) 

Fig.3 a) Highly reconfigurable 256-channel system for in vitro 
recording, b) burst of action potentials generated by a single 
neuron at the peak positivity of the field-recorded epileptic 
discharge. 
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Abstract 
Biological components and computational concepts of realized BIO-ICT interactions have so far lacked the com-
plexity of actual high level biological neural systems. Three key features are needed for the biological computa-
tional neuronal network: Complete 3D structures of neuronal cell networks, understanding of interactions of vari-
ous types of neural cells, and organized, layered and patterned 3D neuronal tissue. We aim to construct an in vitro 
model of 3D neuronal networks using layered biomaterial and neural cells derived from human stem cells while 
stimulating and closely monitoring the evolution of cells and their connections with the 3D MEA array presented 
here. 

1 Introduction 

1.1 Motivation 
The complex electrical activity of neuronal net-

works can be recorded with planar (2D) microelec-
trode arrays (MEAs). However, neuronal networks are 
inherently 3D networks. For the investigation of 3D 
neuronal networks special electrode arrays on 3D mi-
crostructures can be created for insertion into low-
lying neuronal layers or cultured neuronal networks. 
Unfortunately the properties of electrode arrays, both 
2D and 3D, are significantly diminished when in di-
rect contact with biological tissue. Glial cells can 
build up around the electrode surface inhibiting signal 
measurement and in some cases the implant itself is 
(for example with silicon implants) rejected for bio-
compatibility reasons. The optimal solution for a sen-
sor that is both 3D and biocompatible is for the im-
plant to be of a material that is biologically neutral, 
such as glass, and for the electrodes on the 3D micro-
structures to be covered with an equally biologically 
neutral passivation, such oxide or nitride. Here we 
present initial results for exactly such a system. 

7mm

 
 

 
Fig. 1. a) MEA Sensors, when bonded together, create a 3D system 
of microstructures covered with multiple passivated electrodes as 
capacitive sensors. Strips of glass nano-neeldes are etched into each 
MEA chip. Individual chips are separated by glass spacers also 
etched with needles on both sides. Teflon strips are inserted be-
tween needle surfaces for bonding.  

2 2D Systems 

2.1 Fabricated 2D MEAs on Glass Wafers 
Glass wafers are patterned with gold electrode ar-

rays, seen in figure 1, making comb structures which 
are cut (along the red dashed lines) into individual 
fingers using a Nd:YAG laser (neodymium-doped yt-
trium aluminium garnet; Nd:Y3Al5O12). Each finger of 
the comb, pictured in figure 1a, has two gold micro-
electrodes. In this design we evaluated the perform-
ance of six different electrode sizes. The six micro-
electrode surfaces themselves are covered by a mixed 
passivation stack of 66 nm of nitride, 66 nm of oxide, 
and finally another 66 nm of nitride. A cross section of 
a conducting shaft, which extends from the electrode 
surface to the interface circuitry, is seen in figure 2b. 
Using thin film technology a series of gold and ni-
tride/oxide passivation layers are patterned on the 
glass wafer, resulting in a cross section resembling a 
coaxial cable. The passivated electrode surfaces cre-

nano-needles
teflon, 25μm thick  

location of  

electrodes 

b)

a) 
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ates a capacitive measurement across the passivation 
layer of each electrode with the complex electrical ac-
tivity of the neuronal network on one side and the 
gold electrode on the other side.  

 
Fig. 2. a) The MEA Sensor with six different electrodes. Fingers are 
created by cutting along the red dashed lines with a Nd:YAG laser. 
A cross section of the electrode, in part b), shows the coaxial layout. 
Gold conduction lines run through the center of repeating layers of 
mixed nitride/oxide passivation stacks and are surrounded by 
grounded gold shielding lines. 

 

3 Bonding for 3D Systems 

3.1 The Glass Nano-needle/Teflon Interface 
Here we demonstrate the ability to bond together 

several 2D glass structures, for example the above 
comb structures, using our glass nano-needles, ‘glass 
grass’ [1], and creating an ultra-strong glass nano-
needle and Teflon interface, pictured in figure 3a. 
Data from pull-testing is seen in figure 3b. Nano-
needle/Teflon interfaces (520 N/cm2) significantly out 
perform the adhesion of bare glass to Teflon (90 
N/cm2) interfaces. An arbitrary number of 2D arrays 
can be stacked with this process.   
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Fig. 3. Using a high pressure and temperature press, glass MEAs are 
bonded together with Teflon. a) Results of pull-tests show an ex-
traordinary increase in adhesive strength between glass nano-
needles (520 N/cm2) and Teflon compared to bare glass and Teflon 
(90 N/cm2). (insert) Pull-test carrier and SEM of result showing 
glass nano-needles embedded in Teflon. 

4 Amplification and Output 

4.1 Current 2D Results 
Each electrode is connected to circuitry amplify-

ing the measured (capacitively induced) voltage signal 
by a factor of 100. Using a Keithley wafer probe sta-
tion test pins are landed on the passivated electrodes. 
Periodic, square, triangle, and saw-tooth wave signals 
with a peak-to-peak voltage down to 50 mV were 
tested and showed a 3 dB frequency of 12 kHz (am-
plification fallen to a factor of 70). Measured signals 
were in the volt range indicating that the initial ca-
pacitively induced voltage signals were in the mV 
range. Best results are obtained with the 50 μm diame-
ter electrode.  

 
Fig. 4. Currently output is read from single chips connected to their 
own dedicated amplifiers. Test pins are landed on the passivated 
electrodes. Periodic sine square, triangle, and saw-tooth wave sig-
nals with a peak-to-peak voltage down to 50 mV were tested and 
show a 3 dB frequency of 12 kHz (amplification fallen to a factor of 
70 from 100). Measured signals were in the V range indicating that 
the initial capacitively induced voltage signals were in the mV 
range. 
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Abstract 
Need to record large number of biopotentials involves building high density integrated electronic recording 
systems. Increasing the number of the recording sites allows one to observe greater explored area and thus to 
understand better its complicated functionality. In this paper we present approach of the recording channel that 
can be used in integrated systems where the number of the recording sites, the power consumption, the area 
occupation and the uniformity of the system parameters are the most important aspects. We describe 
measurement results of the 8-channel recording chip processed in the CMOS 180nm technology, that is 
dedicated to a broad range of the neurobiology experiments. Each recording channel is equipped with the control 
register that enables one to set the main channel parameters independently in each recording site. Thanks to this 
functionality the user is capable to set the lower cut-off frequency in 300 mHz – 900 Hz range, the upper cut-off 
frequency can be switched either to 10 Hz - 280 Hz or 9 kHz, while the voltage gain can be set either to 260 V/V 
or 1000 V/V. Single recording channel is supplied from 1.8 V, it consumes only 11 µW of power, and its input 
referred noise are equal to 4.4 µV.    

 
1 Introduction 

The aim of our work is to build multichannel 
recording system that will be able to adapt in a 
broad range of the neurobiology experiments that 
involve recording signals from hundreds of the 
recording sites. Having looked at the common 
biopotentials recorded either internally or from the 
skin (i.e. EEG, ECG, EMG, LFPs, neural spikes) it 
can be seen that these signals differ from each other 
in amplitudes values and frequency ranges [1]. 
Because many neurobiology experiments need to 
record different types of the biopotentials 
simultaneously, the recording electronics shall have 
a possibility to adapt its parameters for particular 
requirements of experiments. Having in mind that 
the designed system should have a multichannel 
architecture one also has to put a special attention 
to the uniformity of its main parameters from 
channel to channel. As we showed in our previous 
work [2] it is difficult to obtain concurrently large 
tuning range of the recording site and the low 
spread of the system main parameters together with 
addressing many other strict requirements (i.e. the 
low power consumption, the small area occupation, 
the low input referred noise). Problems with 
keeping the high uniformity in integrated 
multichannel systems was also reported by other 
groups [3-5]. We describe methods that we 
developed to overcome the problems mentioned 
above.  
 

2 Results 
To satisfy the requirements stated previously 

we designed an 8-channel recording chip. Its 
schematic idea is presented in Fig. 1. Each 
recording channel is configured by the on-chip 
digital register that allows one to set the lower and 
upper cut-off frequencies, the voltage gain and the 
channel offset of the recording channel. 
Additionally, to save the power consumed by the 
chip, the digital register allows to power up/down 
the channels that show no neuronal activity during 
the experiment. To overcome the problems with the 
uniformity of the lower cut-off frequency and to 
permit for large tuning range, the lower cut-off 
frequency is controlled by an 8-bit correction 
LF_DAC. Furthermore, there is an 8-bit correction 
OFFSET_DAC dedicated to control offset voltages 
of the recording channels. Its existence is especially 
important when the integrated electronics is 
fabricated in a modern submicron processes [6]. 
Additionally, there are FH and GAIN inputs that 
allow to control the upper cut-off frequency and the 
voltage gain of the recording channel 
independently. In order to limit the number of the 
chip lines, the outputs of the recording channels are 
connected to the 8:1 analogue multiplexer that is 
controlled by the on-chip LVDS receivers. 
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Fig.1 Schematic idea of the designed recording system. 

 

3 Measurement Results 
The 8-channel chip measurements are 

presented. The microphotograph of the bonded chip 
is presented in Fig. 2. Thanks to the on-chip digital 
registers that are implemented in each recording 
channel the user is able to set many operation 
modes. The presented chip main parameters are 
shown in Tab. I.  
 

Fig.2 Microphotograph of the bonded chip. 
 
Tab.I Main parameters of the presented chip. 

4 Summary 
Variety of operation modes of our chip, its low 

input referred noise, low power consumption, and 
small area occupation of the single channel make it 
a good candidate for applying in integrated 
recording systems comprising hundreds of 
recording sites. Additionally, up to our knowledge 
the power consumption of the single recording 
channel, the high uniformity of its main parameters 
in the broad tuning range, and the small area 
occupation are one of the best reported to date. 
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Technology CMOS 180nm 

Gain [V/V] 260 / 1000 

Lower cut-off frequency tunning 
range [Hz] 

0.3 ÷ 900 

Upper cut-off frequency tunning 
range  [kHz] 

0.01- 0.28 / 9 

Input referred noise [µV] 4.4 (200 Hz – 9 kHz) 

Single channel area occupation [mm2] 0.06 

Power consumption [µW] 11 
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Abstract 
We present the design of a custom recording front-end to monitor the spiking activity of neuronal networks grown 
on Microelectrode Arrays (MEAs). The circuit was specifically designed to be coupled with an autonomous envi-
ronmental chamber, able to keep neuronal cultures under controlled temperature, osmolarity and pH. Preliminary 
simulations and tests on a single readout channel demonstrated that the defined circuitry is well suitable to proc-
ess typical in vitro neuronal spikes. The pre-amplification stage of the 60-channel front-end was integrated inside 
the chamber in order to get a high signal-to-noise ratio (SNR) of the recordings. In this way, we recorded sponta-
neous neuronal electrical activity from hippocampal cultures grown inside the autonomous chamber for days. This 
system allows to collect multichannel data from neuronal cultures over long periods, providing an effective solution 
for long-term studies of neural activity. 
 

1 Introduction 
Neuronal cultures grown on Microelectrode Ar-

rays (MEAs) are a powerful and widespread tool in a 
large variety of electrophysiological studies [1]. How-
ever, applications involving long-term analysis of 
network activity suffer from fluctuations in tempera-
ture, pH and osmolarity as well as mechanical pertur-
bations occurring during recordings in the laboratory 
environment [2, 3]. To overcome these problems, we 
newly presented an innovative closed culturing cham-
ber able to grow neuronal networks on MEA chips 
over weeks and to record their neuronal activity at the 
same time, by means of external commercial electron-
ics [4]. However, problems related to the signal-to-
noise ratio (SNR) of the recordings require to place 
the front-end as close as possible to the signal source. 
Here we present the development of a custom re-
cording setup for this purpose and we demonstrate the 
feasibility of long-term recordings while maintaining 
neuronal cells inside the environmental chamber. 

2 Methods 

The proposed front-end 
We devised a pre-amplification stage to be lo-

cated inside the culture chamber and a following filter 
amplifier stage to be implemented on external boards. 

The full front-end has to fulfill the following re-
quirements: (1) high gain (max 60 dB), suitable for 
the amplification of  typical in vitro neuronal spikes 
(20-400 μV peak to-peak) (2) three high pass filter 
poles (300 Hz), (3) three low pass filter poles (3 kHz), 
(4) low noise (less than typical thermal and back-

ground biological noise at the microelectrodes, i.e. 
<15-20 µV peak-to-peak), (5) input offset tolerance, 
(6) linear phase in the filter bandwidth. The band-pass 
circuit proposed consists of a pre-amplification stage, 
a Sallen-key high-pass filter, a Sallen-key low-pass 
filter and a RC circuit. Low noise (8 nV/ ), low 
supply current (400 µA) and precision amplifiers were 
chosen (OP1177, Analog Devices). 

Assessments of the circuitry performance were 
made with both Spice simulations and measures from 
a single channel prototype. Inputs for the simulations 
consisted of sine waves and real MEA signals re-
corded in the standard setup with broadband (1 Hz-5 
kHz) commercial equipment (Multi Channel Systems, 
MCS, GmbH). The frequency response gain of the 
prototype was obtained by providing 100 µV peak-to-
peak sine waves with a wave generator (GFG-8210, 
Instek). The input-referred noise was determined by 
grounding the input, measuring the channel output 
and dividing it by the overall nominal gain. Measures 
were performed with an acquisition board (Ni USB-
6009, 14 bit, 48 kHz, National Instruments).  

Then, we implemented the 60-channel pre-
amplifier on two 6.5x8.5 cm, 30-channel boards. 
These boards were designed to be piled up above the 
MEA chip inside the chamber and to contact MEA 
pads through gold pins. To minimize board sizes, sur-
face mounting quad operational amplifiers and 0402 
package passive components were used. A third board 
was developed to organize signals in a 68-pin socket 
compatible with MCS cables, inserted through the 
chamber top plate. These boards were tested in terms 
of gain, noise and cross-talk. The filter stage realiza-
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tion is ongoing. Figure 1 depicts the full single chan-
nel front-end (top) and a schematic representation of 
the 60-channel recording front-end coupled to the en-
vironmental chamber (bottom). 

 
 
 

 
 
 
 
 
 
 
 
 
 
Fig. 1. Top: schematic for a single readout channel. Bottom: repre-
sentation of the 60-channel recording front-end coupled to the envi-
ronmental chamber housing a MEA chip.  

 
Recordings of neuronal activity 

The pre-amplification boards were covered with 
biocompatible silicon to protect them from the envi-
ronmental high humidity level. Then, they were linked 
to external multichannel filter and data acquisition 
boards (MCS). The electrical activity of hippocampal 
neurons (CD1 mice, E17.5, 700 cells/mm2) grown on 
standard MEA chips (MCS) put inside the chamber 
was recorded at different time points over the cultur-
ing period (21 days in vitro, DIVs). Activity of net-
works was recorded also with the standard MCS 
equipment to compare the two systems by means of 
standard signal processing [4]. 

3 Results 

Electrical characterization 
The defined front-end circuit demonstrated to be 

suitable for the analog processing of in vitro neuronal 
signals. Spice simulations confirmed requirements re-
garding frequency response morphology and provided 
expected output shape in response to real signals. 
Tests performed on the single channel prototype re-
ported an experimental gain in agreement with calcu-
lations and Spice simulations (max 58.6 dB, Fig. 2). 
The measured input-referred noise level was nearly 10 
µV peak-to-peak over the recording bandwidth, com-
parable to other custom equipments [5, 6]. 
 
 
 
 
 
 
 
 
 
 
Fig. 2. Comparison between the full channel simulated gain (Spice) 
and the measured one. 

Tests on the 60-channel pre-amplification board 
confirmed its gain and frequency behavior and re-
ported a cross-talk comparable to results presented in 
the literature [7]. 

 
Neuronal activity recordings 

Neuronal recordings performed with the custom 
board displayed a SNR high enough for successive 
spike detection and they were comparable to typical 
recordings with the standard setup in the short term 
(i.e. <2 hours). Moreover, we successfully recorded 
spontaneous electrical activity continuously over 
many DIVs. We never detected any spontaneous ac-
tivity alteration nor any reciprocal interference be-
tween the internal electronics and the chamber envi-
ronment over the recording sessions. 

4 Conclusion and Discussion 
The proposed analog front-end is suitable to be 

coupled with our autonomous culture system [4], both 
in terms of sizes and recordings performance. Our 
compact custom setup is cheaper and more easily rep-
licable than commercial recording front-end devices 
or custom CMOS-based systems. Our final aim is to 
provide a compact technological platform for an elec-
trophysiological laboratory, independent from both 
bulky incubators and expensive front-end equipments. 
This system provides new perspectives for in vitro 
long-term studies on neuronal cultures on MEAs.  
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Abstract 
A new encapsulation method for our standard MEA device is introduced in the present study. For fabrication of the 
devices we generally use 4” glass wafers, while the individual MEA chips are 11×11 mm2. The planar MEA chips 
were in this study encapsulated such that the surface of the chips was almost at the same level of the surrounding 
PCB carrier enabling a larger area for cell culture. This design is now beneficial for the study of secondary re-
sponses of co-cultures where we use classical co-culture chambers with porous bottom membranes. 
 

1 Introduction 
Biological systems are complex and cell-cell in-

teractions always play a significant role in communi-
cation between different parts of the body. For in-
stance under fight-or-flight condition, the splanchnic 
nerve terminals of the sympathetic neurones release 
acetylcholine (Ach), which stimulate the cells to re-
lease catecholamines (e. g. adrenaline/ noradrenaline). 
The catecholamines released further act on target or-
gans, mainly heart, sweat gland, and eye, for homeo-
stasis [1]. A cascade of cellular events starts upon cer-
tain chemical or biological stimuli which the out-
comes of events may be unpredictable. A tool for 
studying the outcomes of cell interactions is therefore 
important. The classical assay can be done by using 
standing cell inserts with porous bottoms to enable 
two cell types cultured separately. 

 

  
Fig. 1. Encapsulation process of our standard MEA devices by flip-

chip gluing the 1111 mm2 chip directly to a PCB carrier. 

 
Microelectrode arrays (MEA) have been exten-

sively used in drug screening studies [2, 3]. In previ-
ous works conditioned medium has been used to study 
influences of released growth factors on the develop-
ment of embryonic cardiomyocyte cultures [4]. How-
ever, to our knowledge none of the studies focused on 
direct secondary responses of drugs on cells. In the 
present study, we would like to demonstrate the feasi-
bility of using the MEA to detect cardiac signal 
changes in response to stimulated secretory cells. 

2 Methods 

2.1 Chip encapsulation 
In order to distinguish the secondary responses of 

the cells in the result of other cell types and for the 
purpose of co-culture, a new encapsulation procedure 
for our MEA chips was designed and fabricated. A 
planar MEA chip with 11×11 mm2 size was located at 
the centre of the PCB board and a CAPTON foil (150 
μm thickness) with gold connection lines was used to 
connect the bond pads with the PCB board via a flip-
chip encapsulation procedure.  

 

 
Fig. 2. Encapsulation process of the MEA co-cultures set-up. A pla-
nar MEA chip is located at the centre of the PCB board (a). The 
MEA chip is flip-chip bonded to the PCB board using a CAPTON 
foil (150 μm) with gold connection lines (b). The MEA chip is en-
capsulated together with a glass ring for culture medium (c). A 
commercial standing cell insert (Millicell®, 0.4 μm) can be placed 
on top of the MEA chip within the encapsulated glass ring (d, g). 
Different parts of a planar MEA chip (e). An assembled planar 
MEA chip with the size of 2.52.5 cm2 (f). 

8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012 303

New Materials and MEA Design



In contrast to our previous encapsulation protocol 
(Fig. 1) a standing cell culture insert (diameter 13 
mm; height 10.5 mm) can now be placed on top of the 
MEA chip (Fig. 2). Two different cell types were cul-
tured separately with a vertical gap distance of 1 mm 
in between. A layer of cardiac cells was cultured on 
the MEA surface while another layer of catechola-
mines-releasing secretory cells was cultured on the 
membrane of the cell insert. 

2.2 Cell culture 
HL-1 cells (105 cells/cm2) were plated on fibroec-

tin-gelatin coated chips 3 days prior to the experiment 
and cultured in a supplemented Claycomb Medium 
(JRH Biosciences). The supplements were 10 %/ V 
fetal bovine serum, 100 U/ml penicillin, 100 µg/ml 
streptomycin, 0.1 mM norepinephrine and 2 mM L-
glutamine. This medium was exchanged every day 
and 3 h before the experiment. On the day of experi-
ment, the cells had formed a confluent layer on top of 
the chips. 

3 Results 
The basic function and the usability of the newly 

encapsulated, planar MEA chip was characterised by 
spontaneously active cardiac cells (Fig. 3). These cells 
were used as they have excellent signal-to-noise ratio, 
which allows a systematic and comprehensive charac-
terisation of the MEA chips. Upon specific chemical 
stimulation of the secretory cell-containing layer, the 
secreted catecholamines were released to the cardiac 
layer through the permeable membrane of the com-
mercial cell insert. The beat rate and conduction speed 
of the cardiac cells were measured directly from the 
MEA. 

 

 
Fig. 3. Extracellular field potentials of cardiac cells recorded with 
the new co-culture MEA. HL-1 cells were cultured on the planar 
MEA chips and spontaneous signals were recorded after the cells 
were in culture for 3 days. Clear signals were observed from the 
MEA, which were encapsulated with the new method as described. 

4 Conclusion 
In our former studies we used a direct flip-chip 

bonding process of our MEA devices onto PCB carri-
ers. This had the disadvantage that we needed to use 
glass rings of 9 mm inner diameter forming the active 
area available for cell culture. As a second disadvan-
tage, the chip surface was lowered by the thickness of 
the PCB carrier compared to the present novel proce-
dure; where a smaller step of 150 µm resulting from 
the thickness of the CAPTON foil is present. This 
procedure has now two important advantages: The ef-
fective size of the glass chip can be reduced enabling 
a more cost-effective fabrication of the devices. In ad-
dition we have now the possibility of combining our 
chips with classical insets with porous bottoms for 
standard co-culture studies. In future many secondary 
effects of cell-cell interactions will be feasible with 
our approach. 
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Abstract 
In order to promote usage of custom designed microelectrode arrays (MEAs) we propose use of photoplotted film 
masks in the prototyping phase of fabricating and testing new MEA designs. Compared to conventional high 
quality glass masks, the film masks offer considerable costs savings. In our experience, phototoplotted film masks 
despite their lower resolution, can together with careful mask design be used in fabricating MEAs with quality and 
performance sufficient to measuring proper signals, for example, from neuronal cells. 
 

1 Introduction 
Several cell and tissue engineering studies can be 

well performed with the microelectrode arrays 
(MEAs) having the standard 8 x 8 electrode layout or 
one of a few other commercially available layouts. 
However, various novel research questions like 
controlled growth of neural cell networks, 
simultaneous multi drug experiments, advanced long 
term cell culturing environments, and even new 
material trials may benefit from electrode layouts 
differing from the traditional ones.  

Commercial MEA manufacturers and several 
research groups have ability to produce custom 
designed MEAs, but the starting costs are relatively 
high due to expensive lithography mask sets needed 
for each custom electrode layout. To get the price of 
single MEA to a feasible level, the amount of similar 
MEA copies ordered, and at the same time also the 
total value of the order often gets unreasonably high. 
In addition, there is a risk that the design of the novel 
electrode layout would require some further 
optimization or that it even turns out to be totally 
unsuccessful to the intended purpose, causing a 
complete loss of money. Undoubtedly those reasons 
have decreased researcher’s interest towards the 
custom designed MEAs, which in the worst case may 
have even slowed down the development in the field 
of cell and tissue engineering. 

To make the utilization of custom MEAs more 
attractive, we propose prototyping the custom MEA 
designs at first with somewhat lower quality MEAs 
made by using photoplotted film masks which easily 
offer a remarkable lower price per MEA design 
compared with traditionally used glass masks. Once 
the cell or tissue experiments performed with the 
prototypes have proved the design to be optimal, 
placing expensive high quality MEA order is better 
justified. 

2 Methods 
We have tested 64 000 DPI and 40 000 DPI 

photoplotted film masks from Zitzmann GmbH 
(Eching, Germany) and Advance Reproductions 
Corporation (North Andover, MA, USA), 
respectively, in fabrication of standard 8 x 8 layout 
type of MEAs and customized MEAs with modified 
electrode sizes and/or locations. According to the film 
mask manufacturers the recommended minimum 
feature size with the film masks is about 10 µm, 
which sets certain limits to the microelectrode size 
and the width of the tracks. In our designs, the 
minimum track width has been 20 µm, and the 
microelectrode diameters of 30 µm or more have been 
used. The MEAs containing titanium [1] or ALD 
iridium oxide [2] microelectrodes have been tested in 
cell experiments where field potential signals have 
been measured from human embryonic stem cell -
derived neuronal cells (hESC-N)  as described earlier 
[3, 4] and also from human embryonic stem cell -
derived cardiomyocytes (hESC-CM) [1]. 

3 Results 
The major challenge with film masks is related to 

the mask design as the edges of the patterns in a film 
mask are not as sharp as in a glass mask, but as can be 
seen in Figure 1, include a few microns grey area 
which depending on process type (etching or lift-off) 
and mask polarity (negative or positive), may lead to 
wider or narrower patterns than designed. In addition 
to the nominal plotting resolution, the daily condition 
of the plotting machine and quality of the film used on 
plotting affect significantly on the width of the grey 
area. Another drawback related to film masks are the 
bubbles in the mask, which in the worst case might 
copy also to the thin film layers of MEA as unwanted 
dots or holes.  
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With a careful mask design it is, however, 
possible to achieve the wanted pattern widths after 
each masking step and thus use photoplotted film 
masks in fabricating highly uniform MEAs with 
sufficiently small feature size (Fig. 2). The 
performance of such MEAs has also been found 
feasible in several cell experiments. Figure 3 presents 
spontaneous hESC-N signalling measured with an 
ALD iridium oxide MEA that was fabricated using 
film masks.  

Fig. 1. MEA electrode pattern on photoplotted film mask. Electrode 
diameter is 38 µm. 

 

 
Fig. 2. MEA fabricated using photoplotted film masks. The 
diameter of the microelectrodes is 30 µm. 

 

 
Fig. 3. Example of a spontaneous hESC-N signalling (cells on MEA 
for 14 days) measured with an ALD iridium oxide MEA fabricated  
using film masks. 
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Abstract 
We present recordings of action potentials from primary heart cell cultures using robust silicon nanowire field-
effect transistor (SiNW-FET) arrays. The SiNW-FET arrays were fabricated by a “top-down” approach in a wafer-
scale level. The chips were then encapsulated to be capable for a long-term cell culture and for reliable functioning 
in cell culture medium. By the use of an electronic preamplifier with larger bandwidth compared to our previous 
reports, we succeeded to record action potentials of primary heart cells after 5 days in vitro. The devices are such 
robust that they can be cleaned and re-used for several repeated cell cultures.  
 

1 Introduction 
In the last decade, nano-scale devices gained in-

creasing interest for biomedical applications due to 
novel properties of the sensor materials at the nano-
scale level. In different studies, silicon nanowire field-
effect transistor (SiNW-FET) devices have shown a 
higher sensitivity compared to corresponding micro-
scale devices, due to an increased surface-to-volume 
ratio in the downscaled sensor version.  

It has been shown that such devices can serve as a 
sensor platform for different biosensor approaches 
such as the electrical detection in biological affinity 
assays (DNA, viruses, bacteria) as well as for the 
functional coupling with electrogenic cells [1-5, 7]. In 
addition a very high special resolution of signal re-
cordings from neuronal cultures can be achieved with 
SiNW-FET arrays [3]. In general, when working with 
cell cultures, the robustness and long-term stability of 
the devices is of major interest. In this work, we pre-
sent the usage of SiNW-FET arrays to record the 
spontaneous action potential of cardiac myocytes after 
up to 8 days in vitro. 

2 Material and Methods 

2.1 Silicon nanowire arrays 
The SiNW arrays were fabricated by a “top-

down” approach on wafer scale as described earlier 
[5]. The devices consist of 28×2 individual address-
able nanowires. The wire lengths in our design varied 
from 5 µm to 40 µm and the widths of the wires var-
ied from 100 nm to 300 nm. The chips were encapsu-
lated on 68 pin ceramic carriers (LCC0850, Spectrum, 
USA) and a glass ring formed a dish for the cell cul-
ture (Fig. 1). 

2.2 Cell culture 
The embryonic cardiac myocyte culture (Spraque 

Dawley rats, E18, Charles River GmbH, Sulzbach, 
Germany) was adapted from previously published 
protocols. The myocytes were plated onto the SiNW-
FETs at densities of 60000 cells per chip. The chips 
were incubated for 5-8 days at 37 °C, and 5% CO2. 
After 5-6 days in culture, the extracellular signals of 
the cardiac myocytes were recorded. 

 

 
Fig. 1. Left: Picture of a SiNW chip readily encapsulated for cell 
culture assays. Right: SEM image of two SiNWs with their corre-
sponding source drain connections. 

2.3 Electronic amplifier 
The electric signals were recorded simultaneously 

on 16 channels of the array by using a two-stage elec-
tronic amplifier setup (Fig. 2). The first amplifier 
stage converted the µA currents flowing through the 
SiNW-FETs to a voltage via a transimpedance circuit 
including a 1 MΩ feedback resistor. The DC part of 
the signal was filtered out by a feedback loop in the 
second amplifier stage and the signal was multiplied 
100 times (Fig. 2). The output signals were then di-
rectly recorded by a National Instrument card (PCI 
6071E) at a sampling rate of 10 kHz per channel. Ac-
tion potentials were recorded after 5-8 days in vitro. 
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Fig. 2. Principle of the electronic amplifier circuit used for extracel-
lular recording with SiNW. 

3 Results 
Figure 3 shows extracellular signals recorded 

with the SiNW array. The action potentials showed a 
typical signal shape with a beating frequency of about 
60 beats per minute. The signal amplitude was about 2 
mV, which is comparable to the signals recorded by 
standards micro electrode arrays (MEA) chip [6]. 

 

 
Fig. 3. Action potentials from a cardiac myocyte culture recorded by 
SiNW arrays (top). Zoom-in of a recorded action potential and com-
parison of signals from different channels of the arrays. Clearly a 
time delay between the recordings can be seen caused by the propa-
gation electrical excitation in the tissue. A DIC microscopy image 
of the primary heart cell culture on SiNW chip (bottom – scale bar 
100 µm). 

However, the signals recorded by the SiNW-FETs 
were quite noisy with a noise level of about 0.5 mV. 
In addition, due to a limited bandwidth of the ampli-
fier setup it was difficult to obverse the generally 
known slow components of the cardiac signals. The 
signal-to-noise ratio of our recordings was approxi-

mately 3:1, which is still lower compared to our MEA 
devices [6], but comparable to our previous report 
with rapidly growing HL-1 cell cultures [4]. The rea-
son for this noise lies in the fabrication of the SiNW-
FETs, where interface states at the Si/SiO2 interface 
are altering the electrical transport of charge carriers 
inside the nanowires and implanted silicon contact 
lines are reducing the effective transconductance of 
the FETs due to the increased feed line resistances 
compared to other studies.  

4 Conclusion 
We have successfully recorded signals from pri-

mary heart cell cultures after 5 days in vitro with our 
SiNW-FET arrays. The implanted feed lines with pas-
sivation layers fabricated in an LPCVD process en-
able a high robustness of the devices. However, in our 
current design we suffer from a low signal-to-noise 
ratio, which is still too large to record neuronal sig-
nals. In future, we will focus on the technical im-
provement of the system as well as the SiNW devices 
to enable high density recordings from neuronal cul-
tures. 
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Abstract 
Low impedance and high charge injection limit of microelectrodes are essential factors to record and stimulate 
neural networks on a microelectrode arrays (MEA). In this study, we developed grain-like nanostructures 
(‘nanograin’) on microelectrodes using an electrochemical deposition method. 500 nm-diameter nanograins were 
formed on a planar gold surface of an electrode and 1 – 5 μm ellipsoidal nanograins were also formed along the 
boundary of the electrode. Nanograins reduced the impedance of electrodes by 69 fold versus the planar gold mi-
croelectrodes and current can be injected up to 50 ~ 60 μA without significant electrolysis. In addition, the 
nanograin electrodes had low noise levels, around 2.89 μVrms for 10 μm electrodes, resulted in high signal-to-
noise ratio. Spontaneous action potentials, ranging from 30 to 300 μVpp, were recorded and biphasic current 
pulses (20 – 60 μA) could evoke action potentials from neurons adjacent to the stimulating electrodes. The 
nanograin electrodes will be useful for high-density MEAs with ultramicroelectrodes.  
 

1 Introduction 
Planar-type microelectrode arrays (MEA) pro-

vides a simple platform to record extracellular neural 
signals and stimulate nearby neurons simultaneously 
from dissociated neuronal networks. MEAs should 
have low impedance for high signal-to-noise ratio and 
large charge injection limit. Recently there have been 
reports on gold microelectrodes such as nanoflake1, 
nanopillar2, and gold spine3. In this work, we fabri-
cated novel gold microelectrodes with nanograins by a 
simple electrochemical deposition method. Gold 
nanograin electrodes were characterized by SEM im-
ages, impedance measurements, charge injection limit 
estimation, neuronal cell culture and signal recording.  

2 Materials and Methods 
Electrochemical deposition was conducted with 

an aqueous solution containing 25 mM HAuCl4 and 
20 gL-1 polyvinylpyrrolidone. A two-electrode elec-
trochemical cell with Ag/AgCl wire as a refer-
ence/counter electrode was used. A various sizes of 
gold microelectrodes (10, 30, 50 μm diameter) were 
tested. Customized MEAs were used. A range of fixed 
electrochemical potential (-0.25, -0.30, -0.35, -0.40 V) 
was applied using a DC power supply for 10 to 60 
seconds. The electrical impedance was measured by 
LCR meter (E4980A, Agilent) in a 1x PBS with a 
large gold reference electrode. The input AC signal 
was 100 mV and the frequency range was from 100 
Hz to 100 kHz. To test the neural recordings and 
stimulations, E18 rat hippocampal neurons were cul-
tured (density 800 cells/mm2). The MEA surface was 

coated by polydopamine (C8H11NO2HCl, 2 mg/ml ) 
in 10 mM Tris buffer, pH 8.0, Sigma-Aldrich) for 1 
hour. After treating with 1 minute air plasma, poly-D-
lysine (0.1 mg/ml in 10 mM Tris buffer, pH 8.0, Sig-
ma-Aldrich) coated for 1 hour. The electrical signal 
was recorded using MEA 1060 System (gain 1200, 
digital filter: 200Hz, High pass filter).  

3 Results and Discussion 

3.1 Gold microelectrode fabrication 
The formation of gold nanograins was dependent 

upon the electrodeposition time. At the reduction po-
tential of - 0.3 V, gold nanograin seeds, which were 
about 20 – 70 nm, were formed in 10 seconds. In 60 
seconds, 500 nm of nanograins were formed on the 
planar surface of a gold microelectrode and 1 – 5 μm 
of ellipsoidal structures were constructed at the edge. 
The reduction potential and electrode size did not ex-
ert strong influence on nanograin formation. 

3.2 Electrical characterization 
When - 0.3 V was applied to 10 nm electrodes for 

60 seconds, the impedance magnitudes decreased 
from 8740 kΩ to 126 kΩ, which impedance reduction 
ratio was 69.4. The impedance reduction was mainly 
due to the increased surface area of microelectrodes 
by nanograins. The electrode structure and the imped-
ance value were not significantly different for the re-
duction potential from - 0.25 V to - 0.4 V, while inter-
electrode variance was minimal at - 0.3 V, which was 
20.0%. 
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 The charge injection limit of gold nanograin 
electrodes was estimated. Negative-positive biphasic 
current pulses ranging from 5 μA to 60 μA were 
applied to nanograin electrodes for 400 μs. At 40 μA 
of pulse stimulation, the electorde potential response 
reached the electrolysis potential and the electrode 
was broken. The charge injection limit was 10.2 
mC/cm2 based on the geometrical area of the planar 
gold electrode (78.5 μm2).  

3.3 Neural network recording and stimulation 
At 14 DIV, spontaneous extracellular spikes rang-

ing from 22.7 to 292 μVpp were readily recorded. The 
noise level was 2.89 μVrms from 10 μm electrodes. 
The estimated SNR was 10 – 45. Occasionally, we re-
corded some large positive spikes from the electrodes. 
Biphasic current pulses with the level of 20 μA 
evoked action potentials from neurons neighbouring 
the electrode. 

4 Conclusion 
We fabricated a novel nanostructured microelec-

trode through a simple electrochemical deposition. By 
electroplating, we could form gold nanograins on spe-
cific electrodes without using additional templates or 
lithographic procedure. The gold nanograin structures 
efficiently reduced the impedance of microelectrodes 
which resulted in high SNR and charge injection limit 
compared to planar gold microelectrodes.  

 

 
Fig. 1. SEM images of gold nanograin on a 10 μm electrode (- 0.3 
V, 60 s)  

 
Fig. 2. Recorded spontaneous action potentials from hippocampal 
neuronal cultures using gold nanograin electrodes (14 DIV, 10 μm 
diameter). 
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Abstract 
Neural electrodes are the core part of the neuron-material interfaces. Surface modification of the neural electrodes 
is highly required for the improved performance of the electrodes. In this study, we report a novel method for a 
site-selective biofunctionalization of neural interfaces by electrochemical synthesis of bare or bioactive polydopa-
mine film. We devised an electrochemical deposition process that was only triggered on neural electrode surface 
by applying oxidation potentials to the electrodes under an adjusted pH condition. The thickness of deposited 
polymer film (‘ePolyDA’) was controlled by the oxidation time and surface properties were similar to polydopamine 
films. Biomolecules were covalently linked and the film promoted good neuronal adhesion and growth. Planar-type 
microelectrode arrays were used to investigate the site-selective deposition of ePolyDAs The spatially address-
able biofunctionalization scheme would be potentially useful for integrating biomaterials with multichannel-type 
neural prosthetic devices in neural engineering fields. 
 

1 Introduction 
Recently, the biofunctionalization of the neural 

electrode interface has been actively reported to im-
prove biocompatibility and the reliability of neural 
recording and stimulation. Detailed strategies include 
self-assembled monolayer coatings, layer-by-layer as-
sembly, neurotrophin-releasing hydrogel coatings, co-
deposition of polypeptide/polypyrrole, collagen con-
jugated polypyrrole/chondrotin sulfate, and 
poly(ethylenedioxythiophene) doped with laminin 
peptides and neurotrophinc growth factors. Although 
a variety of biomaterials (e.g. extracellular matrix 
(ECM) proteins, nerve growth factors, synthetic bio-
polymers) can be directly immobilized through cova-
lent linking chemistry, most of the biofucntionaliza-
tion studies have been led by synthesizing bioactive 
conductive polymer on electrode surfaces[1] and only 
a few efforts have been made toward the alternative 
biofunctionalization scheme[2]. 

In this work, we report an electrochemical bio-
fucntionalization scheme that incorporated bio-
molecules into polydopamine film (PolyDA) using the 
electrochemical synthesis. As the electrochemical re-
actions occurred only at the surface of the electrodes, 
we could deposit the PolyDA films specifically at the 
voltage-applied electrodes. The electrochemically de-
posited polydopamine films were named ‘ePolyDAs’, 
and their chemical/physical properties were character-
ized and compared with the conventional polydopa-
mine films. A 60-channel microelectrode array (MEA) 
was used to demonstrate the proposed site-selective 

biofunctionalization strategy. Rat hippocampal neu-
rons were cultured to verify the biological functional-
ity of the proposed. 

 

 
Fig. 1. A Mechanistic illustration of ePolyDA deposition. 

2 Methods 
For ePolyDAs, +0.5 V was applied to fixed area 

of the substrates in a buffered solution (10 mM so-
dium phosphate buffer (SPB) solution of dopamine, 
pH 6.0), with the platinum wire as a counter electrode, 
Ag/AgCl as a reference electrode. The pH difference 
made dopamine molecules not to be spontaneously 
polymerized without the voltage. After a desired reac-
tion time, substrates were thoroughly rinsed with dis-
tilled water. In case of co-ePolyDAs, desired amount 
of biomolecules were mixed with dopamines in a pH 
6.0 SPB solution, and the electrochemical synthesis 
was performed. Hippocampal neurons were plated 
onto the substrates at the density of 200-1000 
cells/mm2. 
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3 Results 
For the co-deposition of ePolyDA and bio-

molecules, the identical electrochemical procedures 
were implemented in pH 6.0 mixed SPB solutions of 
dopamines and biomolecules. We chose 10:1 ratio be-
tween dopamines and biomolecules according to the 
results in previous section. Hippocampal neurons 
were cultured on 10:1 co-ePolyDA/PDL. Fig. 2a 
shows the fluorescence micrograph of hippocampal 
neurons, immunostained with anti-beta III tubulin 
(red) and hoechst 33342 (blue), targeting microtubules 
and nuclei, respectively. Neurons exhibited normal 
growth and development at 5 DIV, which was repre-
sented by well-spread somata, and elongated and 
branched neurites.  

Fig. 2b shows the impedance measurement of TiN 
MEA (electrode diameter: 30 μm, electrode spacing: 
200 μm) while targetting two electrodes. The 
impedance of all electrodes were measured at the time 
points of 5, 15, 25, and 40 min of the deposition (+ 
0.5 V, co-ePolyDA/PDL (10:1)), by which we 
obtained the spatial distribution of the impedance 
increases at each time point. As shown at the above 
diagrams and the lower graph in Figure 5b, the 
impedance of two target electrodes increased 4.3 and 
5.4 fold from the initial values, while non-target 
electrodes had 1.5 – 2 fold increase. The slight 
increase at the non-target electrodes appeared within 
the first 5 min, and the values remained same thorugh 
the entire reaction time. This global increase was 
presumably originated from the non-specific 
physisorption of PDL from the solution. The selective 
deposition of ePolyDAs at the target electrodes mainly 
occurred between 15 min and 25 min as there was no 
further increase at 25 min and 40 min. The increased 
electrode impedance was returned to the normal range 

(avg. |Z| = 119.9 kΩ @ 1 kHz) of clean TiN electrode 

when the electrodes were exposed to NaOH that is 
reported to dissolve polyDA films. The NaOH test 
confirmed that the large increase in targe electrodes 
was mainly due to the deposition of ePolyDA film. 

4 Conclusion 
In summary, we reported a novel method to bio-

functionalize neural interfaces using electrochemically 
deposited PolyDA, which we named ePolyDAs. In 
addition, the codeposition of PolyDAs with biologi-
cally functional molecules and peptides was also re-
ported as a novel scheme. The site-selective deposi-
tion of ePolyDA films was experimentally confirmed 
by measuring the impedance change of target elec-
trodes in microelectrode arrays. Considering the ver-
satility of PolyDAs and the site-selectivity of electro-
chemical strategy, we expect this method would be 
particularly advantageous for the sophisticated bio-
functionalization of neural devices, and also improve 

the known PolyDA-based chemistry to be more versa-
tile and practical. 

 

 
Fig. 2. (a) Fluorescence micrographs of hippocampal neurons on co-
ePolyDA/PDL. The scale bar is 50 m. (b) Spatio-temporal descrip-
tion of the impedance increases during 40 min-reaction. The num-
bers represent the ratio of the impedances compared with the ones 
before the reaction. 

Acknowledgement 
This work was financially supported by the grant 

from the Inudstrial Source Technology Development 
Program (10033657) of the Ministry of Knowledge 
Economy (MKE) of Korea, and the National Research 
Foundation of Korea (NRF) grant funded by the Ko-
rea government (No.2012007327). 

References 
[1] Kim, D.H., Richardson-Burns, S.M., Hendricks, J.L., Sequera, 

C., Martin, D.C. (2007): Effect of immobilized nerve growth 
factor on conductive polymers: Electrical properties and 
cellular response. Adv Funct Mater, 17, 79-86. 

[2] Nam,Y., Branch, D.W., Wheeler, B.C. (2006): Epoxy-silane 
linking of biomolecules is simple and effective for patterning 
neuronal cultures. Biosensors & Bioelectronics, 22, 589-597. 

8th Int. Meeting on Substrate-Integrated Microelectrode Arrays, 2012312

New Materials and MEA Design



Device development of miniature neuronal networks 
and analysis of spontaneous electrical activity 

Lui Yoshida1, Kenta Shimba1, Kiyoshi Kotani1, Yasuhiko Jimbo1 

1 Graduate School of Frontier Science, The University of Tokyo, Japan 

Abstract 
To investigate the dynamics of neuronal networks, the device which is capable of multipoint simultaneous measur-
ing and constructing multi-scale miniature neuronal networks was fabricated. The result of culturing rat embryo 
hippocampal neurons showed that the device is biocompatible and can be used successfully in long-term culture. 
Analysis of the electrical data obtained with the device suggested that, in miniature neuronal networks, there was 
neuronal avalanche which is considered very important to the process of storing and transforming information of a 
brain. 
 

1 Background 
In order to understand the operating principles of 

neural networks, it is necessary to associate the activ-
ity of each element neuron with dynamics of the 
whole network. However, with using optical imaging 
which possesses sufficient spatial resolution, in ex-
periments with biological objects, brain slices and tra-
ditional dissociated cultures, a range of measurement 
is limited. Therefore it’s difficult to comprehend the 
influences from other areas. One of approaches to 
those problems is to constructing miniature neural 
networks which fit within the microscopic field, but 
the knowledge about the dynamics of miniature neural 
networks is little known. The dynamics to be exam-
ined in this study are neuronal avalanches, the statisti-
cal phenomena of spontaneous activities, which are 
present in vivo and in vitro[1][2]. The probabilistic 
distributions of avalanche sizes and durations (de-
scribed below) follow a power law and this fact sug-
gests that neuronal activities optimize the transmission 
efficiency and the storage of information[1][3]. 

2 Material and Method 

2.1 Device Fabrication 
To build a group of miniature neural networks 

which consist of neurons from a few to several thou-
sands, a unique device was fabricated (Fig. 1). The 
device was assembled with Polydimethylsiloxane 
(PDMS) structure and microelectrode arrays (MEA) 
with a one-of-a-kind electrode pattern. There are 3 
types of circle-shaped compartments of cultures. The 
radius of those are 100m(Type 1), 200m(Type 2), 
400m(Type 3) and 4 compartments of each type 
have electrodes inside. 

6mm

1mm

Chambers

Electrode

Compartment 
of Culture

MEA

 
Fig. 1. Device for miniature neuronal networks 

2.2 Cell Culture 
Dissociated hippocampal neurons were obtained 

from hippocampus of embryonic Wister rats, at gesta-
tional day 19. They were disseminated to and main-
tained in the device containing 1.5ml of nutrient me-
dium (i.e. Neurobasal® Medium (Invitrogen) supple-
mented with 2 % B-27 supplement (Invitrogen), 0.5 
mM glutamax® (Invitrogen) and 1 % penicillin-
streptomycin (Invitrogen)) and 1.5ml of conditioned 
medium. They are placed in humidified incubator hav-
ing an atmosphere of 95% O2 and 5% CO2 at 37 °C. 

2.3 Data Processing 

Extracellular Recording 
The extracellular electrical signals of spontaneous 

activities obtained from the cultures were amplified 
twenty-fold with preamplifiers and filtered with a 
band-pass filter (100 Hz to 2 kHz), and then amplified 
thousand-fold with a main amplifier (NF Corp.). The 
signals were sampled at 25kHz with a resolution of 12 
bits. 

Spike Detection 
The signals underwent a band-pass filter (300 Hz 

to 2kHz) and spikes were detected by amplitude 
thresholding[4]. The threshold is 5 ,   is estimated 
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standard deviation by using median of filtered signals 
as )6745.0/( xmedian and x : filtered signals. 

Neuronal Avalanche Analysis 
The recordings were divided into bins which are 

time windows of duration t . A neuronal avalanche 
are defined as continuous sequence of bins which are 
sandwiched in between bins having no spikes (Fig. 2). 
An avalanche size is defined as the total number of 
spikes within the avalanche and An avalanche lifetime 
is defined as the duration of the avalanche. The prob-
abilistic distributions of size and lifetime are calcu-
lated with all avalanches. To assess whether the distri-
butions follow a power law, coefficients of determina-
tion were calculated by using least-square method 
with first 10 points. The recordings were analyzed at 
bin widths of 0.2, 0.4, 0.6, 0.8, 1, 2, 4, 8, 16 (ms).  

El
ec
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e 
N
u
m
b
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Fig. 2. Neuronal avalanche Analysis 

3 Results 

3.1 Extracellular Recording / Spike Detection 
The signals were taken from 3 devices at 41 days 

in vitro (DIV). The raster plot showed that activities 
of cultures are independent of each other (Fig. 3). The 
spontaneous activities of cultures in the device at 41 
DIV demonstrated that the device is biocompatible 
and can be used for long-term culture.  

 
Fig. 3. Raster plot of spontaneous activities in the device 

3.2 Neuronal Avalanche 
The slopes of the distributions are stable when a 

bin width is more than 0.1ms (Fig. 4). The numbers of 

cultures whose distribution’s coefficients of determi-
nation are more than or equal to 0.95 are listed in table 
1. The result suggested that there are neuronal ava-
lanches in all types of miniature neuronal networks. 
Therefore it is likely that neuronal avalanches are in-
dependent from the size of culture. 

 

 
Fig. 4. Probabilistic distribution of one type 3 culture 
Left is distribution of avalanche sizes and right is one of avalanche 
lifetimes. The number in brackets in legends is a total number of 
avalanches. 
 
Table 1. Number of cultures whose distribution’s coefficients of 
determination are more than or equal to 0.95 
The result was described as “number of condition matched cultures/ 
number of total available cultures”. 

 Type 1 Type 2 Type 3 

size 2/4 4/11 6/12 
life-
time 

3/4 5/11 8/12 

4 Conclusion 
To investigate the dynamics of neuronal networks, 

a unique device which is capable of constructing 
multi-scale miniature neuronal networks was 
fabricated. The result of culturing rat embryo 
hippocampal neurons with the device showed that the 
device is biocompatible and suitable for long-term 
culture. The analysis suggested that there were 
neuronal avalanches in miniature neuronal networks.  
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Abstract 
A new flexible neuronal micro electrode device, based entirely on carbon nanotube technology, is presented. Both 
the conducting traces and the stimulating electrodes consist of conducting carbon nanotube films. The nanotube 
films are embedded in a polymeric support and are passivated by an additional insulation layer. The use of carbon 
nanotubes bestows the device flexibility, durability, corrosion resistance, and excellent electro-chemical 
properties.  As opposed to contemporary flexible neuronal electrodes, the fabrication process is simple and the 
resulting stimulating electrodes boast a record high specific capacitance. Recording and stimulation tests with 
chick retinas validated the advantageous properties of the electrodes and demonstrate their suitability for high-
efficacy retinal stimulation applications. 

1 Introduction 
Successful in-vivo neuronal electrodes must be 

suitable to stimulate small and localized areas 
without causing electrode or tissue damage. The 
technological challenge is in simultaneously 
addressing two competing requirements: A 
geometric surface area which needs to be as small 
as possible and the impedance of the electrode 
which should be minimized [1]. Moreover, the need 
to realize the electrodes on soft, biocompatible 
materials further complicates the ability to form 
highly localized and safe electrodes.  

As was previously demonstarted, carbon 
nanotube (CNT) with their three-dimensional 
structure bestows micro electrodes a huge surface 
area and therfore enable a reduction in the electrode 
size, while keeping the impedance low. 
Advantageous biological interaction between cells 
and CNT films further supports the motivation to 
explore CNT electrodes for in-vivo applications [2]. 
Since device performances in vivo are also 
determined by the tissue-electrode interface, the 
platform for the CNT electrodes should ideally be 
made of flexible, stretchable and bendable 
materials.  A remaining challenge in using CNTs for 
neuronal applications, which we addressed in this 
work, is the integration of CNT technology onto 
flexible support while retaining the excellent 
properties of CNTs, as previously reported [2]. 

 
Fig. 1. Fabrication scheme. (a) After a photolithography step, a 
Ni layer is deposited on the substrate. (b) A CNT film is grown 
by CVD (c,d). An adhesive tape is attached and pressed lightly 
against the CNT film. (e) The CNT film is peeled off from the 
substrate. (f) The device is passivated with a holey PDMS 
membrane. 

2 Results 
The fabrication process is based on a transfer 

step of a chemical vapor deposition (CVD) grown 
CNT film to a flexible support. Figure 1 illustrates 
the flexible multi electrode array (MEA)  process 
flow scheme using a  medical tape (by 3M). Entire 
film structures can be faithfully transferred onto 
different types of substrates. Materials such as: 
PDMS (Poly(dimethylsiloxane)), polyimide, 
medical adhesive tape and sellotape were used. 
Spin coat or mechanical pressure coupling 
techniques were used to facilitate the nanotube 
transfer from the silicon dioxide substrate. Finally, 
the transferred nanotube film was aligned with a 
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passivation membrane made of  PDMS to form a 
multi electrode array device.  

 
 

Fig
. 2. Flexible CNT electrode capacitance versus electrode area.  

Fi
g. 3. Cyclic voltammetry scan measured in PBS. A capacitive 
behavior is demonstrated.  

The entire device is based on CNTs including 
pads, traces and electrodes. Therefore, an 
optimization of the CNT film electrical resistance at 
different CVD growth parameters was performed. 
In average, a 400Ω/□ value was measured. Also, 
electro-chemical tests were performed to 
characterize the double-layer capacitance of the 
electrodes. Specific capacitance as high as 2 
mF·cm-2 (Figure 2) was measured and the 
electrodes demonstrated almost pure capacitive 
behaviour, with no redox peaks seen within the 
scan range of ±0.5 V (Figure 3). Recording and 
stimulation were achieved owing to the excellent 
electro-chemical properties of the electrodes. 
Recording from embryonic chick retina (Figure 4) 
was achieved with signal to noise ratio of >10. 
Moreover, stimulation was achieved with threshold 
current of 4 nC for 30 m diameter electrodes 
(Figure 5), similar to the threshold obtained by 
commercial TiN MEAs. 

 

 

 
Fig. 4. (a) Fully packeged flexible MEA. (b) Retina flatted on 
the electrode sites. (c and d) Magnification of the electrode sites.   

 
Fig. 5.  Retinal responses recorded with a CNT electrode array. 
(a) A typical response evoked by stimulation (shown in blue) (b) 
Neuronal firing rate as a function of stimulation amplitude and 
post-stimulus time.  

3 Conclusions 

CNTs have many beneficial properties best 
suited for neuronal stimulation applications. Key 
features are: a three-dimensional morphology, high 
mechanical durability, a good electrical 
conductance and corrosion resistance. Growing 
loosely attached CNT films on SiO2 substrate 
enabled us to utilize these qualities to form bio-
compatible, flexible electrodes with superb 
properties. As opposed to contemporary neuronal 
electrodes, the device described here is based 
exclusively on nanotubes including the traces and 
the pads bestowing the technology simplicity, 
flexibility, durability, corrosion resistance and 
excellent electro-chemical properties. 
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Abstract 
Nanocrystalline diamond (NCD) is the functional material that we have been using during the last few years to re-
alize microelectrode arrays in layouts of increasing complexity, targeting a variety of biological applications. This 
work presents an overview of such different designs and describes the potential application scenarios on the basis 
of both the theoretical predictions and the experimental results obtained so far. 
 

1 Introduction 
Microelectrode arrays (MEAs) became in the last 

decade a tool of primary importance for in vitro stud-
ies, including among others cell and tissue electro-
physiology, genetic and degenerative diseases, pros-
thesis development and drugs screening [1-3]. The 
study of secretory cells activity was so far less im-
pacted by the availability of MEAs, because their 
technology intrinsically limits their typical use to the 
stimulation and recording of electrical events (current 
and voltage). In fact the commonly used materials, 
e.g., titanium nitride and iridium oxide are excellent 
for low noise detection of action potentials, due to the 
large specific capacity, but show large background 
currents, rapid fouling, little chemical stability and 
ultimately short life-time, when operated in am-
perometric mode. Other materials like gold and plati-
num are chemically stable and therefore better suited 
for this application, but are opaque, thus limiting the 
observation of the biological samples and have any-
way a strong tendency to fouling, due to their unspe-
cific affinity for most biomolecules.  

In recent years diamond emerged as good candi-
date for amperometric use [4]. Diamond electrodes 
show excellent chemical stability even in harsh envi-
ronments [5], are transparent, little prone to fouling 
and can operate in a potential window of ~ 3 V, i.e. 
more than twice the potential of water electrolysis 
(1.23 V). The development of technologies for growth 
of synthetic nanocrystalline diamond (NCD) films on 
transparent substrates, the possibility of doping dia-
mond with boron, thus obtaining conductive layers 
and the suitability of diamond for the typical micro-
electronic processes, made it possible to fabricate 
diamond-based MEAs [6-7], thus addressing the area 
of biological applications left uncovered by “main-
stream” MEAs.  

Moreover diamond electrodes are pH sensitive, 
when their surface is terminated with oxygen [8] and 
show low background noise. These additional proper-
ties can be exploited to detect both chemical and elec-
trical potentials, thus expanding the range of applica-
tions for this outstanding material. 

 
Fig. 1. MEAs of different layouts and complexity. The left column 
shows the whole chips and the right column shows the magnifica-
tion of the sensing areas respectively. Top: 4 channel device with 
one single 100µm opening. Center: 9-channel array with 20µm di-
ameter of the sensing opening. Bottom: 16-channel MEA with 
18µm electrodes at the tip of the wires and 200 µm pitch.. 

2 Materials and methods 
All devices presented here (Fig. 1.) share the 

NCD-on-Sapphire technology, which allows produc-
ing robust and reliable devices showing a transpar-
ency of more than 50 % in the green to red visible 
range, thus permitting, to a certain extent, the simulta-
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neous detection of bioelectrochemical signals and 
fluorescence tracking of cellular activity. 

Early devices were fabricated with a layout con-
sisting in four microelectrodes arranged inside a sin-
gle opening with diameter of 15 to 20 µm (Fig 1, top). 
Such devices were designed for single-cell observa-
tions with capability to localize the site of cell activity. 
Several layout variations of this basic quadrupolar ar-
ray have been successively fabricated, including ar-
rays with four individual single-cell openings or one 
larger opening to allow multiple cells detection at the 
expense of spatial resolution. 

Subsequent technological developments followed 
two different directions: first we increased number 
and density of electrodes by designing 9-channel 
MEAs with all electrodes arranged in a sensing area 
of 20 µm in diameter (Fig. 1, center), in order to ob-
serve the activity of a single cell with an improved 
spatial resolution. In the second thread we increased 
the number of electrodes to a total of 16 units and 
their individual size to a diameter of 18 µm and ar-
ranged them on a 4x4 square grid having a pitch of 
200 µm (Fig. 1, bottom). This latter device was tar-
geted to simultaneous recordings from multiple cells, 
cell populations or whole tissues and study intercellu-
lar interactions. 

Several experiment were carried out, first to char-
acterize the behavior of the diamond electrodes in 
standard electrolytic solutions and then with different 
biological models. Due to the outstanding properties 
of diamond as type-0 electrode, large part of the vali-
dation work was focused on the amperometric method 
to study the activity of secretory cells. Here the com-
parison with the “gold standard” confirmed not only 
the qualitative but also the quantitative sensitivity of 
the diamond electrodes for this specific use [9].  

More recently we started the investigations on the 
potentiometric sensitivity of diamond and possible 
exploitations thereof in the detection of bioelectric 
and biochemical potentials. Even though the electrode 
capacitance is only ~60pF (Fig 2), the accurate design 
of the electronic front-end allowed a signal detection 
efficiency of ~95%. Early results showing action po-
tentials detected from cardiac tissue samples look very 
encouraging. Also variation of chemical potential 
could be clearly detected, in accordance with the 
property shown by oxygen-terminated diamond elec-
trodes. A detailed description of experimental results 
obtained in all three operating modalities, is reported 
in another work also presented at this conference [10]. 

4 Conclusions 
This work describes the technological progress 

achieved by our team in design, fabrication and char-
acterization of diamond MEAs. This electrode mate-
rial has proven to be very versatile and suitable for 

 
Fig. 2. Impedance spectroscopy of one electrode in the MEA16 de-
vice. The inset shows the fitted equivalent circuit. The moderate 
resistance and the dominant capacitive behaviour, together with a 
tailored electronic front-end, allow detecting potentiometric signals 
with a good sensitivity. 

a wide variety of in vitro experiments, being excellent 
in amperometry and very promising for recording 
both electrical and chemical potentials. Furthermore 
the available transparency of diamond electrodes al-
lows concurrent use of fluorescence and electro-
chemical methods. 
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1 Introduction 
Planar-type microelectrode arrays (MEAs) have 

been proposed as a cell-based biosensor platform that 
can sense electrical activities from in vitro neural tis-
sues such as brain slices or dissociated neurons. In or-
der to utilize this system in high-throughput drug 
screening, massive parallel sensing platform is re-
quired. Here we designed a multi-neural chip re-
cording system that is composed of glass chip, PCB 
chip adapter, SD memory card socket, and low-noise 
OP-AMP ICs.  

2 Methods 
MEAs were laid out on a 4 inch glass wafer and 

fabricated by photolithography, metal deposition, dry 
etching and plasma-enhanced chemical vapor deposi-
tion. Microelectrodes and insulators were made of 
gold (200 nm) and silicon nitride (500 nm), respec-
tively. Neural amplifiers were designed with low-
noise OP-AMP and amplified signals were digitized 
by USB6211 (National Instruments). Spike detection 
and analysis program was implemented using Lab-
View. E-18 rat hippocampal neurons were cultured on 
poly-D-lysine treated MEAs for three weeks and neu-
ral recordings were performed. 

 

 
 
Fig. 1. Multi-MEA reader system using SD memory card socket. 

3 Results 
MEAs had 8 recording sensors (diameter: 50, 80 

or 100 um) and 1 ground electrode (area: 25 mm2). 
The electrode impedance was 1.4MΩ, 700kΩ, and 
400kΩ for 50, 80, 100 m electrodes, respectively. 
The size of MEA chip was 1.5 cm x 2.0 cm and it was 
packaged with PCB adapter by gold-wire bonding and 
epoxy molding. Glass ring was installed to make a 

culture chamber on the MEA. The packaged MEA 
was connected with the amplifier unit through 9-pin 
SD memory card connector, which formed a simple 
and secure electrical interface between the MEA and 
amplifier unit. After 12 ~ 14 DIV, neural recordings 
were possible from multiple electrodes. From 100 um 
MEAs, background noise level was 1.87 V(rms) and 
average spike amplitude was 30 ~ 100 V. Despite the 
large size of the electrode, it was readily possible to 
obtain high SNR recordings above 10 dB (ratio > 3). 
Well-isolated single units and multi-units were re-
corded and spontaneously network bursting activity 
was recorded. In contrast to conventional MEA de-
signs, it was not necessary to modify the electrode 
surface using platinum black, titanium nitride, or irid-
ium oxide. Large electrodes provided low impedance 
values and noise level without compromising the ca-
pability of spike detection. 
 

  
 

 
Fig. 2. Multi-MEA reader system using SD memory card socket. 

(Top) a packaged 8 ch MEA chip, (bottom) 2-chip system. 

(a)                          (b)                           (c) 

    
Fig. 3. Single-unit recording from flat gold electrodes (a) 100 m, 

(b) 80 m, (c) 50 m in diameter. 
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Fig. 4. 2-Chip spike detection and processing system by LabView. 
 

4 Conclusions 
A compact multi-MEA system design was re-

ported. Glass MEAs were packaged with PCB chips 
through wire-bonding and one-touch type electrical 
socket was employed for reliable electrical connec-
tions between the chip and amplifier unit. Low-noise 
amplifier units made it possible to obtain high quality 
neural recordings from two MEAs simultaneously. 
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Abstract 
Neural prostheses aim at recording or altering nervous system activity to partly restore motor, sensory or cognitive 
modalities that have been lost because of disease or trauma. Where appropriate, microelectrode arrays (MEAs) 
facilitate high-density recordings and local stimulation of neural activity in the brain. Their body integration, func-
tionality and long-term stability may be improved by resorting to new, more tissue-like materials and conductors 
with low interface impedance and large charge transfer capacity. Recently, we presented an in vitro prototype of a 
highly flexible polymeric MEA made of a polydimethylsiloxane (PDMS) scaffold with microchannel tracks and elec-
trodes which were coated with films of organic conductors  or filled with a graphite-PDMS composite paste [1]. 
Here, we present an exemplary design concept for in vivo probes with carbon-PDMS conductors based on the 
same replica-molding technology. They were fabricated from laser-printed templates and feature  a particular 
squeeze-clamping interconnection scheme based on rubber-like contact pads. This “soft contact” strategy allevi-
ates stress-related twist and break found in classically bonded pads in ribbon cable-type wiring to external elec-
tronics. 
  

1 Introduction 
Microelectrode arrays (MEAs) are among the 

most commonly used neural interfacing technologies 
for the recording and stimulation of neural activity. 
They help in clinical therapy and basic neuroscience 
research [2]. Traditionally, MEAs are made of 
materials like glass, metals, or silicon [3]. However, 
the mechanical mismatch between these rigid 
substances and the brain tissue is disadvantageous, 
particularly in scenarios where devices may get 
displaced as a result of body movement [4]. PDMS is 
a commonly used flexible carrier that can alleviate this 
issue to some extent [5]. Despite major advances in 
neuroprosthetic device technology in recent years, in 
most cases, material-related failure limits the 
functional lifetime of an implant. In this study, we 
designed, fabricated and characterized a tough PDMS-
based MEA prototype made from a simple laser-
printed template. Its geometry is suited for the 
recording from within the medial longitudinal fissure 
in the prefrontal cortex (PFC) of mice. 

2 Materials and Methods 

2.1 Array design 
The MEA µ-channels defining electrodes, tracks 

and contact pads were sketched with a MEMs CAD 
design software (Expert, Silvaco) and printed 
inversely on a laser transparency. They were then 
molded as 100 µm high µ-topographies using UV-
curable nail polish, which was squeezed between a 
stack made of microscopy slides, the feature- and a 

black counter transparency and a 100 µm spacer 
transparency in between. The sandwich was exposed 
2 min to UVA and developed for 5-30 min in 
3-methylbutanol after removal of both the back-
microscopy slide and counter transparency. The 
resulting µ-topography was used as a molding master 
for MEA production (Fig. 1a). An array consisted of 
12 circular recording sites each with a radius of 80 µm 
and 310 µm vertical pitch. They were distributed over 
two square areas. Device dimensions are given in 
Table 1. 

A 
Fig. 1. (A) Acrylic molding template 
with in vivo MEA µ-channel 
topographies (pad width: 0.8 mm) (B) 
PDMS in vivo MEA with c-PDMS 
conductor squeeze-clamped between 
standard 1.27 mm pitch double-row pin 
connector and sealed with PDMS.  

B 

2.2 Material selection and probe assembly 
PDMS was chosen as the µ-channel insulator 

scaffold substrate because of its flexibility, good 
dielectric characteristics and low tissue response [5]. 
Carbon-filled PDMS (c-PDMS) was used as a 
flexible, readily available and easily processable 
electrical conductor to fill all scaffold voids. The c-
PDMS composite was made by adding carbon powder 
to non-cured PDMS until the DC resistance dropped 
below 10 kΩ over the distance of about 1 cm. After 
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spreading c-PDMS into the voids, curing and 
selectively insulating wires with a thin PDMS 
backside coat, probes were folded along the shaft edge 
to slip their pads between standard double row 
connector pins. Pins had been dipped into c-PDMS to 
increase and stabilize pad-pin contact. Pad-pins were 
insulated by an additional coat of PDMS. To increase 
mechanical brain-insertion stiffness, probe shafts were 
coated with a thin gelatin film, which was solid at 
room temperature and slowly dissolved when in 
contact with water. Once the probe is inserted into the 
brain, the gelatin coat is expected to dissolve within 
minutes to hours and may furthermore act as a cell 
adhesion mediator.  

Table 1 Geometries of an in vivo MEA probe 

Parameter Value

Total number of recording sites 12

Number of connected recording sites 8

Electrode diameter (µm) 160

Electrode pitch (vertical, horizontal) (µm) 310, 360

Shaft length (mm) 1.97

Maximum shaft width (mm) 2.95

Shaft thickness (µm)  < 130

Wire width (µm) 100

2.3 Probe characterization 
A perfect recording electrode would feature 

maximum selectivity and low impedance. The 
electrical performance of probe electrodes was 
evaluated and compared by impedance spectroscopy 
between 1 Hz and 100 kHz in saturated KCl (Perstat 
2273 potentiostat, Princeton Applied Research, USA). 
To ensure that the carbon-filled PDMS was non-toxic 
to neurons, its biocompatibility was assessed by 
comparing the health of rat cortex neurons cultured on 
autoclaved and poly-D-lysine/laminin-coated c-PDMS 
control MEAs with that of neurons on equally treated 
glass substrates following standard cell culture 
protocols. 

3 Results 
Absence of cytotoxicity was confirmed with 

cortex networks up to 14 days in vitro (DIV). In 
addition, neurons distributed homogeneously on 
flexible control MEAs without aggregation. 
Furthermore, cultures survived as long as control 
cultures on commercial MEAs. As the quality of 
neural signal recordings is affected by electrode 
impedance, impedance magnitude and phase were 
measured. All 8 microelectrodes of one out of three 
similar prototype probes were functional as 
exemplarily illustrated in Fig. 2 & 3.  

 
Fig. 2 Impedances of non-coated MEA electrodes.  

 
Fig. 3 Phase characteristics of non-coated MEA electrodes.  

4 Conclusions 
By using replica-molding microfabrication 

techniques, we designed and developed a prototype of 
a very flexible microelectrode array with 8 recording 
sites that can be implanted into the brain. We 
successfully tested a particular squeeze-connection 
strategy for establishing solderless pad-pin contact 
between the probe and a standard cable connector. To 
prevent buckling upon probe insertion into the brain, 
the flexible recording shaft was coated with gelatin to 
provide temporary insertion rigidity without need for 
any other delivery vehicle [6].  Impedance spectra 
indicate that the in vivo probe has a sufficiently low 
impedance of less than 1 M at 1 kHz and mixed 
resistive and capacitive properties to allow for 
recording and electrical stimulation. The electrode 
arrays will be tested in vivo for their performance in 
chronic recording studies. 
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Abstract 
Here we show different biological applications of boron-doped nanocrystalline diamond microelectrode arrays 
(NCD-MEAs), fabricated according to previously described methods [1,3]. We constructed two prototypes with 
markedly different geometries: 9-channels NCD-MEA, with nine detecting microelectrodes arranged into a circular 
hole of 22 m diameter for localizing secretory sites with high-spatial resolution within a single cell and a 16-
channels NCD-MEA covering an area of 0.5x0.5 mm2, ideal for measuring action potentials from networks of 
excitable cells and for detecting pH variations. 
 

1 Materials and methods 

1.1 NCD-MEAs realization  
Starting from a single crystal double-polished 

330 m thick sapphire wafer, a Si-based nucleation 
layer was deposited by PECVD (Plasma Enhanced 
Chemical Vapor Deposition). The formation of 
nanodiamond nuclei was obtained by means of Bias 
Enhanced Nucleation (BEN) in a HFCVD (Hot 
Filament CVD) system and onto this substrate a 
200 nm layer of intrinsic NCD was grown. Then we 
grew a quasi-metallic boron doped top layer (350 
nm thickness) under the same parameters used for 
intrinsic growth. Finally, by means of 
photolithographic techniques and a Si3N4 
passivation layer, we designed the active areas. The 
details of these processes are extensively described 
in [1-3]. 

1.2 Amperometric and potentiometric 
recordings 
The 9-channels NCD-MEA has nine detecting 

microelectrodes patterned within a circular hole (22 
m diameter, Fig 1A), with the aim of increasing 
the spatial resolution of the recorded amperometric 
signals associated with the release of 
catecholamines from the secretory granules of 
adrenal chromaffin cells. In this way, we could 
resolve exocytotic signals within subareas of 16-32 
μm2 of the total cell membrane surface (380 μm2). 
A single mouse (or bovine) chromaffin cell was 
placed onto the planar central hole by means of a 
patch-clamp micromanipulator. Exocytosis was 
triggered by perfusing the cell with an external 
depolarizing solution containing 30 mM KCl, or by 
applying short depolarizing pulses (2 V for 50 ms 

every 60 s) through the stimulating electrode. In 
this amperometric configuration, the NCD-MEAs 
were polarized to +800 mV to oxidize the released 
catecholamines.  

The 16-channels NCD-MEA consists of 
sixteen round electrodes (20 m diameter), 
separated by 200 m pitch (Fig 2A). This geometry 
was addressed to detect synchronized action 
potentials (APs) from intact mouse sinoatrial node 
(potentiometric configuration), properly placed in 
contact with all 16 microelectrodes.  

1.3 Cell preparation 
Isolated chromaffin cells were obtained from 

adrenal glands of (1–3 months) old C57BL/6J male 
mice [4] or from adrenal glands of 6 months old 
cows [5]. Sino atrial node (SAN)  was obtained 
from C57BL/6N adult (1-4 months old) mice [6]. 

 
2 Results 

2.1 Quantal exocytic events detected using 
the 9-channels NCD-MEA 
(amperometric configuration) 
Here, for the first time, we used the 9-channels 

NCD-MEAs for detecting quantal catecholamine 
release from chromaffin cells. Taking advantage of 
the high-density patterning of the array, 
amperometric signals could be independently 
detected from 9 different subareas of the same cell 
(Fig. 1). The recorded amperometric spikes had ms 
temporal resolution and pA sensitivity, in good 
agreement with kinetic parameters and amplitude 
recorded by carbon fibre electrodes (Fig 1B). The 
most significant innovation of the planar arrays, 
respect to classical amperometric approaches, is 
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that they could be used for spatially mapping the 
secretory sites by means of a MatLab routine, thus 
providing experimental evidence about the 
distribution of chromaffin granules over the cell 
membrane.  

Our data show that, when a chromaffin cell is 
placed over the 9 electrodes, only some of the 
channels are preferentially activated during 
exocytosis (for example channels 2, 3, 6 in Fig. 1), 
indicating that chromaffin granules are not 
uniformly distributed within the overall cell 
membrane surface. 
 

 
 
Fig. 1. The 9-channels NCD-MEA detects exocytotic events 
from different areas of a chromaffin cell. A) The 9 electrodes 
are patterned within a circular hole of 22 �m diameter 
(comparable to the mean bovine chromaffin cell dimensions). 
The colorimetric scale to the right indicates the quantity of 
detected secretory events (blue = no secretion). Number of 
detected events has been normalized to the electrode dimensions. 
Threshold for amperometric spike detection was fixed to 8 pA. 
B) Representative secretory spikes from the indicated electrodes 
(channels, Ch). Inset: enlargement of an amperometric spike. C) 
Raster plot of measured spikes over 120 s recordings. Each bar 
represent an amperometric spike. Notice that no events have 
been measured by Ch 8. 

2.2 Cardiac action potentials recorded      
using the 16-channels NCD-MEA       
(potentiometric configuration) 
Extracellular APs from mouse sinoatrial node 

have been recorded by means of the 16-channels 
NCD-MEA (Fig 2). Oscillatory signals of 3 Hz 
mean frequency, 400 V amplitude and ~150 ms 
duration were simultaneously detected by all the 16 
electrodes.  

Recordings had low background noise (<20 V 
peak-to-peak over a bandwidth of 1 Hz to 1 kHz) 
and similar shape to those recorded using the 
classical TiN MEAs. 

Finally, preliminary results indicated that 16-
channels NCD-MEA can also detect localized 
changes of pH because of the high H+ sensitivity of 
oxygen-terminated diamond: during exocytotic 
events chromaffin cells release the acidic content of 
their granules (pH=5.5).  

3 Conclusions 
Our data demonstrate that: i) the two novel 

NCD-MEA prototypes are suitable for 
amperometric detection of quantal secretory events 
from excitable cells, with higher spatial resolution 
than classical carbon fibre electrodes. They allow 
the spatial mapping of secretory sites; ii) in the 
potentiometric mode, the NCD-MEAs can monitor 
the extracellular electrical activity of networks of 
excitable cells, and iii) in the potentiometric mode, 
NCD-MEAs detect changes of chemical potential 
associated to the extracellular pH variations during 
exocytic events. 
 

 
Fig. 2. The 16-channels NCD-MEA measures extracellular 
action potentials from a sino-atrial node tissue. A) Geometric 
arrangement of the 16-channels NCD-MEA. Detecting areas are 
indicated by black circles. B) Synchronized firing activity of 
sino-atrial node detected by the 16 microelectrodes. One trace 
was discarded from the analysis (10th trace) due to its baseline 
noise. 
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Abstract 
We present active multi-electrode arrays (MEAs) based on the optically transparent semiconductor ZnO. We 
characterize the stability of the devices and the sensitivity to electric signals in an electrolytic medium. This proof-
of-principle study demonstrates the feasibility of transparent and active MEAs based on oxide electronics, allowing 
the simultaneous investigation of electrical and topological properties of cellular networks. This opens the re-
search on active MEAs to the wide variety of materials and device types in the field of oxide semiconductors. 
 

1 Introduction 
Multi-electrode arrays (MEAs) are a valuable tool 

for monitoring the communication of neuron net-
works. Active arrays can reach a higher number of 
measurement electrodes and a higher spatial resolu-
tion than passive arrays due to on-chip multiplexing. 
Silicon-based devices are opaque and thus prohibit 
optical microscopy methods based on transmission. 
Moreover, the signal-to-noise ratio of silicon-based 
MEAs is so far much lower than that of passive arrays 
(e.g. [1]).  

Electronic devices based on oxide semiconduc-
tors as ZnO-related compounds were undergoing 
rapid progress during the last years, partly driven by 
the needs of the display industry. Besides the optical 
transparency, properties like high mobility, low mate-
rial costs and the possibility to fabricate electronic de-
vices on glass or flexible polymer substrates add to 
the attractiveness of these materials. 

Among the already demonstrated devices with 
ZnO-related materials are metal-oxide-semiconductor 
field-effect transistors [2,3], metal-semiconductor 
field-effect transistors (MESFETs) [4] and junction 
field-effect transistors [5]. We chose ZnO-based 
MESFETs as a starting point to evaluate the usability 
of oxide semiconductors for active MEAs, as MES-
FETs are generally considered to have lower noise 
than MOSFETs. 

2 Experimental 
The transistors consist of Mg doped ZnO chan-

nels with reactively sputtered Pt gate contacts on a 
sapphire substrate, as documented more detailed in 
[4]. We fabricated test chips with an extended gate de-
sign, where the electrode sites are located next to the 
transistors. The chips were covered with the epoxy- 

 

based photo resist SU-8, leaving holes with a di-
ameter of 10 µm at the electrodes. The central part of 
the chip with several electrode/transistor pairs is 
shown in fig. 1.  

 

 
Fig. 1. Electrode area of the test chips. The circular electrodes are 
directly connected to the transistor gates. The ZnO channels are 
optically transparent.  

Electric measurements have been performed us-
ing an Agilent semiconductor parameter analyzer 
4155C and an Ag/AgCl electrode in 150 mM NaCl 
solution or Leibovitz L-15 medium on the chip.  

The chip stability in contact with an electrolytic 
liquid has been studied by repeated capacitance and 
current measurements. After one week, no degradation 
of the electrical properties occurred. Studying the in-
fluence of the SU-8 layer on the transistor perform-
ance revealed an improvement of the transistor on-off-
ratio, probably due to surface passivation. 

By applying voltage pulses to the Ag/AgCl-
electrode, it could be shown that the source-drain-
current of the transistors is indeed very sensitive to 
voltage changes in the electrolyte (fig. 2). The noise 
level seems quite high so far. However, the setup has 
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not been optimized for noise measurements yet, so the 
contribution of the chip is up to now not clear.  

 
Fig. 2. Drain current response to square voltage pulses of 8 mV 
magnitude and 2 ms duration at the Ag/AgCl electrode. 

Biocompatibility of the chips surface could be 
demonstrated by the growth of primary mouse neu-
rons from cerebellum. 

3 Conclusion 
We fabricated multi-electrode arrays with MES-

FETs based on ZnO. We could show sufficient stabil-
ity in electrolytic environment and that the modulation 
of the source-drain-current is possible by voltage 
changes in the medium. Next steps should be detailed 
signal-to-noise studies and test measurements with 
HL-1 cells or primary neurons to characterize the sig-
nal quality. Then optimization of the device layout and 
materials could take place. 
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Abstract 
PEDOT-CNT microelectrodes can be fabricated in a reproducible and stable way. The material shows a porous 
morphology and exhibits extraordinary low impedances below 20 kΩ at 1 kHz (Ø = 30 µm) and exceptional high 
charge storage capacitances between 4 and 10 mF/cm2. The low impedance and the superior charge transfer ca-
pacitance make them excellent candidates for recording and stimulation of excitable tissue. 
 

1 Background and aims 
For disorders of the central nervous system like 

epilepsy or Parkinson’s disease, electrical signals from 
neurons as well as changes of the neurotransmitter 
concentration play an important role. To examine the 
cellular causes in vitro and in vivo with high spatial 
resolution, micro electrode arrays (MEA) are used [1-

4]. Signal to noise ratio, stimulation and sensing prop-
erties as well as cell viability of the typically metal 
based electrodes [3, 5] are still to be improved. To this 
end, efforts have been made in the modification of the 
electrode surface using conducting polymers like 
poly(3,4-ethylene-dioxythiophene) (PEDOT) and car-
bon nanotubes (CNTs). Not only are CNTs biocom-
patible and biostable, but layers of CNTs exhibit large 
effective porosity and surface area resulting in very 
favorable charge transfer capabilities [6]. Exceptional 
viability of cells and their efficient integration with 
layers composed of CNTs has been observed [6-8]. On 
the other hand, PEDOT has shown to be one of the 
most stable conducting polymers. It has been reported 
in previous work that PEDOT is a suitable material 
for micro-neural interfaces [9]. Moreover, CNTs modi-
fied electrodes provide for enhanced sensing proper-
ties towards neurotransmitters such as dopamine [10]. 
Analyzing the “brain chemistry” could improve diag-
nosis of neuronal diseases ultimately leading to new 
and advanced therapeutic approaches. PEDOT-CNT 
composite materials are therefore considered as attrac-
tive candidates for the fabrication of electrodes in 
neuroprostheses as well as for in vitro diagnostics.  

However, in order to address real world applica-
tions it is essential to establish robust technologies to 
fabricate mechanically stable PEDOT-CNT electrodes 
and to integrate them into neuroprostheses and bio-
sensors. This is the main focus of this study. 

 
 

2 Materials and Methods 
To generate the PEDOT-CNT composite material 

electropolymerization was carried out using suspen-
sions of ethylenediethoxythiophene (EDOT, 0.02 M), 
poly(sodium-p-styrenesulfonate) (PSS, Mw  70,000 
g/mol; 1 %) and carbon nanotubes (0.03 %). Pure 
PEDOT coatings were electropolymerized with the 
same concentrations in the absence of CNTs. PSS ful-
fills 3 different functions: it serves (i) as a conducting 
salt during electrodeposition, (ii) as dispersant for 
CNTs by polymer wrapping [11] and (iii) as a counte-
rion for the positively charged PEDOT chains. The 
electrochemical deposition on 30 µm gold electrodes 
of a MEA (NMI-TT GmbH) was performed under 
ambient conditions in a three electrode system with 
galvanodynamic control applying a final current den-
sity of 2 mA/cm2 and potentials of ca. 0.7 V vs. 
Ag/AgCl (chlorinated silver wire). Charge densities of 
30-110 mC/cm2 were passed during deposition in or-
der to control the amount of deposited material on the 
electrodes. Employing an 8-channel potentio-
stat/galvanostat it is also possible to coat all 59 elec-
trodes of the MEA in a fast and reproducible way. 
This method is highly promising allowing integration 
into commercial production processes.  

Coatings were analyzed with scanning electron 
microscopy for surface analysis and imaging of the 
cross sections prepared by focused ion beam. Adhe-
sion of the coatings was tested by the tape adhesion 
test (Cross-cut test ISO 2409:2007(E)) and optical as 
well as electrochemical characterization before and 
afterwards. Electrochemical characteristics were de-
termined by impedance spectroscopy, cyclic voltam-
metry and voltage pulsing.   

3 Results and Discussion 
PEDOT and PEDOT-CNT electrodes show a ho-

mogeneous morphology with PEDOT-CNT showing 
higher porosity than PEDOT (Figure 1). As far as ad-
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hesion is concerned, PEDOT and PEDOT-CNT elec-
trodes withstand rinsing with solvents, autoclaving 
and plasma cleaning and can be used repeatedly in 
cell culture experiments.    

 
A-1

B-3B-2B-1

A-3A-2A-1

B-3B-2B-1

A-3A-2

 
Fig. 1. SEM micrographs of (A) PEDOT  and (B) PEDOT-CNT  
microelectrodes. (1,2) show top views and (3) cross sections pre-
pared by FIB. 

Electrochemical characterization reveals extraor-
dinary low impedances below 20 kΩ at 1 kHz (Ø = 
30 µm) and exceptional high charge storage capaci-
tances between 4 and 10 mF/cm2 depending on the 
film thickness. Figure 2 shows representative imped-
ance spectra of different electrode materials (insert: 
corresponding phase angle).  
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Fig. 2. Representative impedance spectra of different electrode ma-
terials (Ø = 30 µm). The insert shows the corresponding spectra of 
phase angle. 
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Fig. 3. Charge per pulse (anodic part) transferred over one hour of 
constant pulsing with biphasic, anodic first voltage pulses of 500 
mV amplitude. 

In Figure 3 the charge transferred with biphasic, 
anodic first voltage pulses (amplitude 500 mV, f = 
1 kHz) over one hour is depicted. The charge transfer 
capacitance increases in the order of TiN, PEDOT, 

PEDOT-CNT. Electrodes are stable over one hour and 
3,600,000 pulses. Impedance is not impaired by long 
term pulsing. 

These highly reproducible electrical and unprece-
dented adhesion properties of PEDOT-CNT electrodes 
make them excellent candidates for neuronal re-
cording and stimulation. Cardiac and neuronal re-
cordings demonstrate the superior properties of PE-
DOT and PEDOT-CNT electrodes over TiN and Au. 

PEDOT and CNT are known to be suitable for 
neuronal electrode material. It is now possible to pro-
duce microelectrode arrays from PEDOT-CNT elec-
trodes in a stable and reproducible way so that they 
can be used in real world applications. Electrochemi-
cal measurements as well as in vitro experiments ap-
prove the superior properties over state of the art ma-
terials [12]. Further research will examine the integra-
tion into production processes as well as identify more 
applications for this material (See also the short paper 
and talk: Gerwig et al. “Advanced Cardiac and Neu-
ronal Recording using PEDOT-CNT MEA”). 
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Abstract 
We present two techniques to create a microelectrode array (MEA) with needle-type electrodes. The first method 
involves reactive ion etching of a negative tone resist (SU-8) on a glass substrate. For the second method silicon 
is wet etched to evolve arrays of pyramids which are then reproduced on a substrate by imprinting. Following this, 
in both cases the substrates are processed with optical lithography and thin film techniques to create electrodes, 
which can be addressed individually. Depending on the fabrication process the electrodes are shaped like 50 µm 
tall cones or pyramids. 
 

1 Introduction 
MEAs with substrate-integrated planar microelec-

trodes have been used for 50 years to stimulate and 
measure the activity of neurons in cell and tissue cul-
ture experiments. A lot of effort has been taken to im-
prove these electrodes to yield measurements with 
high signal-to-noise ratio and stimulation experiments 
with low threshold and high spatial resolution. But in 
some cases the planar geometry implies disadvantages 
for example when recording from an acute tissue 
slice [1] or when the cells targeted for excitation are 
located inside a tissue volume [2]. To reduce the dis-
tance between the electrically active cells and the 
electrode for recording or between the stimulating 
electrode and the cell for stimulation, we developed a 
MEA with needle-type microelectrodes. These elec-
trodes can be fabricated on different types of substrate 
which is an advantage to processes proposed by others 
which are bound to certain substrates like glass [3] or 
silicon [4-6]. 

2 Fabrication 
We developed two processes to fabricate needle-

type electrodes. For the first method (Fig. 1 a1-c1) we 
coat the substrate with a 50 µm thick layer of SU-8, 
an epoxy based negative tone resist. The resist is 
cross-linked and a 400 nm thick Ti-Au layer is sput-
tered onto it. This layer is patterned and serves as an 
etch mask for the SU-8. The SU-8 is dry etched using 
O2/CF4 plasma. The etch mask is removed in an ultra-
sonic bath. 

For the second method (Fig. 1 a2-c2) we pattern 
silicon nitride etch masks on a (100)-oriented silicon 
wafer. The silicon is wet etched in potassium hydrox-
ide until the pyramids under the nitride reach a height 
of 50 µm. A polydimethylsiloxane stamp is used to 

transfer this structure into OrmoComp, a UV-curable 
polymer. 

The following process steps are identical for both 
methods. The material for the conductor paths is sput-
tered onto the substrates and patterned with thin film 
techniques (Fig. 1d). 

 
Fig. 1. Schematic overview of the fabrication process. 

The insulator is deposited in a plasma enhanced 
chemical vapour deposition process. A maskless li-
thography step is used to remove the insulator at the 
tips of the needles. For this purpose the needles are 
embedded into a thick positive photoresist. The resist 
is removed only at the needle tips. To prepare the 
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deposition of the electrode material at the tip of the 
needle the insulator is etched in O2/CF4 plasma 
(Fig. 1e). 

After opening the needle tips the resist is not re-
moved but it is used for a lift-off process to cover the 
electrodes with nano-columnar titanium nitride (TiN, 
600 nm). This ensures low impedances because of the 
high electrochemical surface area of TiN. The elec-
trodes are rendered hydrophilic in O2 plasma. 

3 Characterisation 
The microneedles were investigated in a focused 

ion beam (FIB) / scanning electron microscope 
(SEM). FIB preparation was used to investigate the 
layer structure at the needle tip and sidewall. This 
analysis revealed that there is a good electrical contact 
between the electrode at the tip and the conductor 
paths on the substrate. 

Figure 2 and 3 show SEM images of arrays of 
50 µm tall cones and pyramids fabricated by reactive 
ion etching and imprinting, respectively. 

 
Fig. 2. SEM image of an array of 50 µm tall cones of SU-8 fabri-
cated by reactive ion etching. 

 
Fig. 3. SEM image of an array of 50 µm tall pyramids of Ormo-
Comp fabricated by imprinting. 

Figure 4 shows overlaid impedance spectra of an 
array of 59 electrodes fabricated by reactive ion etch-
ing. The mean impedance at 1 kHz is 115 kΩ with a 
standard deviation of 25 kΩ. The active geometric 
surface area of the electrode was approximately 
580 µm2. This impedance is slightly higher than that 
of a planar TiN electrode of the same area which ex-
hibits an impedance of 30 to 40 kΩ at a diameter of 
30 µm. 

Measurements with tissue slices will be imple-
mented soon. 

 
Fig. 4. Overlaid impedance spectra of an array of 59 needle-type 
microelectrodes. 

4 Conclusion 
In summary, we developed processes to fabricate 

arrays with needle-type microelectrodes on different 
substrates for recording and stimulating nerve cell ac-
tivity inside of neuronal tissue. The height typically 
amounts to 50 µm. Typical values for the base diame-
ters are 20 µm and a few microns for the tip radii. The 
part of the surface of the microneedle used as an elec-
trode is defined by a maskless lithography step. Nano-
columnar titanium nitride is used as electrode mate-
rial. 
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Abstract 
We present the development of diamond MEA coated with partially embedded carbon nanotubes (CNTs). Electro-
chemical characterizations of coated and non-coated diamond electrodes are reported. The results suggests a 
higher reactivity of carbon nanotube coated compare to bare diamond electrodes due to the large active surface 
of the CNTs as well as a lower impedance. 
 

1 Diamond/CNT MEA: motivation 
and manufacturing 
Carbon nanotube are thought to be one of the 

most promising materials for neural interfacing. How-
ever they might be toxic when dispersed into the body. 
Thus we developed a way to anchor the carbon nano-
tube to the diamond which is one of the best biocom-
patible electrode available. The first implementation 
of the anchoring in a diamond MEA and their per-
formance are presented.  

An insulating diamond layer is nucleated and de-
posited on a silicon substrate in a chemical vapor 
deposition reactor assisted by microwave plasma. This 
layer is then covered with a conductive diamond layer 
(boron doped diamond at 5.1021cm-3). The conductive 
diamond is etched by oxygen plasma to pattern the 
surface with 121 addressable electrodes (60μm of di-
ameter each) connected by diamond wires. The elec-
trodes are separated by a distance of 150 μm. A selec-
tive diamond growth is performed to insulate the dia-
mond wires. Finally the electrodes were coated with 
partially embedded carbon nanotubes grown in a Hot 
Filament CVD reactor. Scanning electron microscopy 
and raman were performed on the MEA in order to 
assesst diamond quality and doping 

 
Fig.1 Microelectrode Array (white points : diamond, dark 
points :CNTs) 

2 MEA characterization 

 
Fig.2 Electrochemical impedance spectroscopy (Nyquist diagram) 
on bare and carbon nanotube coated diamond electrode in Fe2+/Fe3+. 

 
Both carbon nanotube coated diamond electrodes 

and diamond electrodes were characterized by cylic 
voltammetry and impedance spectroscopy in 
Fe2+/Fe3+. The intensities collected with carbon nano-
tube electrodes were 100 times higher thanks to the 
large active surface offered by the nanotubes. The im-
pedance was also seen to be reduced.   

Neuron culture are currently carried out to assets 
the performances of such electrodes for neural inter-
facing. 
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Abstract 
Random structure of reconstructed cultured neuronal networks disturbs regulated electrical signals in it, and thus 
is one of the major problems for testing with neuronal network in vitro. To overcome this problem, we previously 
reported a simple method for regulating neurite direction in cultured neuronal network by combining micro-
fabrication and –fluidics techniques (Takayama et al., J. Biosci. Bioeng., in press, 2012). In this paper, we attempt 
to further analyze the morphologies and functions of the patterned cultured neuronal networks by immunofluores-
cent study and modeling of fluid dynamics. 
 

1 Introduction 
Cultured neuronal network is a promising model 

system for studying neuronal network dynamics [1, 
2]. Randomness in a reconstructed network structure, 
however, disturbs regulated electrical signal transmis-
sions in it. Therefore, a method for precisely control-
ling structures and functions of cultured neuronal 
networks is required. To do this, we previously re-
ported a simple method for regulating neurite direc-
tion in cultured neuronal network by combining mi-
cro-fabrication and –fluidics techniques [3]. In this 
study, we attempt to further analyze the morphologies 
and functions of the patterned cultured neuronal net-
works by immunofluorescent study and modeling of 
fluid dynamics. 

 

2 Methods 
The microfluidic neuronal culture device was fab-

ricated by attaching the poly(dimethylsiloxane) 
(PDMS) sheet with a U-shaped cell trapping array 
onto a glass substrate (Fig. 1a). The master mold for 
the microfluidic culture device was fabricated by pat-
terning two layers of negative photoresist, SU-8 3005 
and 3050, on a silicon wafer. After curing the PDMS, 
the PDMS sheet was sealed onto a glass substrate 
which was pre-patterned with 0.1 % polyethyle-
neimine and 1 % pluronic F-127 solutions for regula-
tion of neurite devleopment. Then, rat cortical neurons 
were inserted and cultured in the microfluidic culture 
device under culture medium flow condition with a 
rate of 0.5 l/min. The effects of medium flow around 
the microstructures were simulated using fluid flow 
computing tool (Gerris for Linux) (Fig. 1b). Im-

munofluorescent visualization of neurons was also 
carried out. 

 

3 Results 
After one day in vitro (DIV), the effect of me-

dium flow on the direction of neurite elongation was 
analyzed. We confirmed that neurites significantly ex-
tended to the medium flow direction in the samples 
cultured under a medium flow condition. In contrast, 
neurites extended to the flow direction and the oppo-
site directions equiprobably in the samples without 
medium flow. This indicated that the chronic medium 
flow affected the direction of neurite development. By 
fluid flow simulation, we thought that this effect was 
caused by non-uniform distribution of fluid dynamics 
around cell trapping micro structures (Fig. 1b). We 
also confirmed that neurites from a microwell reached 
to the next microwell after 6 DIV and attempted to 
identify axonal growth and synapse formation by im-
munofluorescent studies (Fig. 1c). 
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Fig. 1 Microfluidic-modulation of cultured neuronal network (a) Concept design of the microfluidic neuronal culture chamber (b) Mod-
eling the effects of medium flow around the microstructures. The fluid velocity was simulated here.  (c) Immunofluorescent identifica-
tion of constructed cultured neuronal network. 
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Abstract 
During impedance spectroscopy studies, we observed that cells of the social amoeba Dictyostelium discoideum 
can produce spikes similar to action potentials known from nerve cells. To date, no voltage gated ion channels 
have been identified in the cell membrane of Dictyostelium. Therefore, the mechanism underlying the observed 
spikes remains unclear. We measured the spikes by an extracellular recording technique based on microelectrode 
arrays (MEAs). Our first results indicate that spikes are chemically triggered by particular buffer conditions, which 
we plan to investigate in more detail to derive a mechanism that explains the spikes. 
 

1 Introduction 
In the presence of sufficient nutrients, the social 

amoeba Dictyostelium discoideum lives in a single-
celled vegetative state. If nutrients are depleted, the 
individual cells aggregate into a multi-cellular organ-
ism called pseudoplasmodium. The mechanism of 
self-organized cellular aggregation is well understood. 
In particular, the transition from individual cells to the 
pseudoplasmodium is mediated by chemotaxis in gra-
dients of extracellular cAMP. Owing to this behavior, 
Dictyostelium discoideum is a popular model organ-
ism to study eukaryotic chemotaxis. To date, no volt-
age gated ion channels have been identified in the cell 
membrane of Dictyostelium. We observed that Dic-
tyostelium discoideum can display rapid changes of 
the membrane voltage (spikes) similar to action poten-
tials known from nerve cells. In this study, we present 
our first results, indicating that particular buffer condi-
tions are responsible for triggering spikes that were 
measured by an extracellular recoding technique 
based on microelectrode- arrays (MEAs).  
 

2 Methods 
Dictyostelium discoideum AX2 wild type cells 

were grown in shaking culture using HL5 (FORME-
DIUM HLG0102) over 48-72h until the cell density 
reached 107 cells per ml. Then the cells were har-
vested by dilution to get a final cell density of 2  106 
cells per ml. 4  106 cells were given into the culture 
chamber of a HD30/10iR-ITO microelectrode array 
(MEA). The MEA device was subsequently mounted 
onto a MEA1060-Up-BC amplifier, which itself was 
installed in the light path of an upright video micro-
scope. For data acquisition a MC_Card 64 and the 
MC_Rack software was used. Via the MC_RACK 
protocol, one of the MEA electrodes was connected 
with a trigger detector to trigger a LED that was addi-
tionally mounted into the image plane of the video 

microscope. The LED allowed for identification of 
those images, where cells were causing spikes because 
it was flashing each time the signal recorded from a 
particular electrode was exceeding a threshold of 35 
µV. 

After the cells were incubated for 30 min in the 
MEA culture chamber, the HL5 medium (240 mOsm) 
was exchanged either by Sørensen buffer (36 mOsM: 
14.7 mM KH2PO4, 2.3 mM Na2HPO4 @ ph 6.4) or 
by a 360 mOsM buffer solution (340 mM Glucose, 
0.35 mM KH2PO4 mM, 0.011 mM Na2HPO4). Using 
the microscope, we checked which of the MEA elec-
trodes was occupied by cells. An electrode that con-
tained at least one cell was selected for triggering the 
LED. We used a custom written software for control-
ling the video microscope to collect an image every 
0.25 sec. After the experiment, the images were ana-
lysed. Based on the LED signal, we were able identify 
those images that correspond to the spike events of the 
trigger-coupled observation electrode. 

3 Results and Discussion: 
Despite the fact that up to now no voltage gated 

ion channels have been found in Dictyostelium, we 
measured extracellularly rapid changes (spikes) in the 
membrane voltage if the cells were located on top of a 
recording MEA electrode. The probability of such 
spikes dramatically increased after the osmolarity of 
the buffer solution surrounding the cells was de-
creased or increased. In the case of decreased osmo-
larity, each observed spike was followed by a kind of 
compensation wave. The amplitudes of the spikes 
were in the range of 50 µV and the pulse duration 
times around 300 ms. The compensation wave oc-
curred with an amplitude similar to the spikes but with 
a duration longer than 1000 ms. In the case of in-
creased osmolarity, the observed spikes were charac-
terized by an amplitude of up to 200 µV and durations 
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shorter than 300 ms. A compensation wave was not 
observed in this case. The time during which a signifi-
cantly increased probability for spike formation was 
observed, was found to be ~60 min in the case of in-
creased osmolarity and ~30 min if osmolarity was de-
creased. After this time had elapsed, the probability to 
observe a spike decreased significantly. We found this 
behaviour to be reproducible, if once more the osmo-
larity was changed. 

To investigate the reason for the occurrence of 
spikes, we used a custom modified video microscope 
to observe the cells at the same time when the spikes 
were detected. With our versatile setup we were able 
to exclude a broad range of artefacts, which might 
have also been responsible for causing the spikes. We 
assembled all recorded spikes together with the corre-
sponding images showing the flashing LED and sub-
sequently analysed these image sequences. By now, 
we are considering three possible scenarios that may 
cause the spikes: In scenario 1, a cell is changing its 
seal of the microelectrode against the buffer environ-
ment; in scenario 2, more than one cell is located on 
the same electrode causing also changes of the seal; 
and in scenario 3, the cell is changing its membrane 
voltage. From Van Dujin et al. 1990 we know that 
Dictyostelium discoideum can build up a membrane 
voltage, generated by an electrogenic proton pump, 
and that a poration of the cell membrane can rapidly 
change this membrane voltage. In our present work, 
we have observed that a change of the buffer osmolar-
ity was causing transient spiking of a cell, where 
overall 5-20 spikes could be observed in a time win-
dow of 20 min. Therefore, we conjecture that Dictyos-
telium discoideum may exhibit an unknown mecha-
nism for self-poration of its membrane to quickly ad-
just the osmolarity of its intracellular space against the 
extracellular environment. To further motivate this 
hypothesis, we simulated the membrane voltage 
[Gerhardt et al. 2011] of sphere shaped cells based on 
the cable equation using a COMSOL-Multiphysics 
workstation. We found that, indeed, a hole in the cell 
membrane can cause a rapid change of the membrane 
voltage leading to a travelling front of depolarization 
along the cell body. Due to the Helmholtz barrier layer 
at the microelectrode surface, the recorded signal cor-
responds to the first derivative of that membrane volt-
age. We thus calculated the first derivative of the 
simulated membrane voltage for comparison with the 
experimental results. Both experimental and numeri-
cal results are displayed in Fig. 1 below. The qualita-
tive agreement between both time traces supports sce-
nario 3. 
 

 
 
 

4 Conclusion 
To investigate the ability of Dictyostelium dis-

coideum cells to generate spikes similar to the well 
known action potentials of nerve cells, we combined a 
video-microscopy setup and a MEA-system. Further-
more, we added a LED to the light path of the micro-
scope to identify those images that coincide with the 
instances in time when a spike signal occurs. Using 
this method, we were able to relate the spike events to 
the corresponding images. We propose a mechanism 
to explain the occurrence of spikes based on self-
poration of the cell membrane. Such self-poration 
events would equilibrate differences in the osmolarity 
and cause a depolarization wave, which can be ex-
tracellularly recorded with microelectrodes. Future 
investigations will focus on the use of fluorescent 
dyes to confirm the self-poration events. Furthermore, 
we will focus on the actin cytoskeleton and its role in 
controlling the process of self-poration. 
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Fig. 1. Comparison of simulated and experimentally generated re-
sults. Experimental results shown in section A.): were recorded if 
osmolarity was decreased and the results shown in section B.): were 
recorded if the osmolarity was increased. 
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Abstract 
Regenerative medicine is expected to be a potent therapeutic option for the disorders or injuries of central nerv-
ous system (CNS). Many studies have been performed with animal models of some CNS diseases. However, the 
interaction between the implanted cells and the recipient tissue is still not well-understood at the cellular level. In 
this study, we examined the direction of functional connection between stem cell-derived neurons and primary cul-
tured neurons. Results suggest that stem cell-derived neurons and primary cultured neurons form functional con-
nection bidirectionally in vitro. 

1 Introduction 
Regenerative medicine is expected to be a potent 

therapeutic option for the disorders or injuries of the 
central nervous system (CNS). Many earlier studies 
have been performed with animal models of some 
CNS diseases to investigate effects of stem cell trans-
plantation. Some reports showed that stem cell trans-
plantation improved cognition and motor function [1]. 
However, little is known about the interaction be-
tween the implanted cells and the recipient tissue at 
the cellular level. 

In this study, pluripotent P19 embryonal carci-
noma cell-derived neurons (P19-neurons) and mouse 
cortical neurons were cultured with a co-culture de-
vice, which consists of a ring shaped polydimethylsi-
loxane (PDMS) chamber and a microelectrode array 
(MEA). In order to evaluate the functional connection 
between the two components, we recorded spontane-
ous activity and evoked response from substrate-
embedded electrodes. 

2 Materials and Methods 
Fig. 1 shows the image of co-culture system. The 

co-culture device consists of an MEA substrate and a 
ring shaped PDMS chamber, which were photolitho-
graphically fabricated. The PDMS chamber has two 
culture compartments interconnected with 36 micro 
tunnels and allows co-culture of two neuronal popula-
tions. The MEA using our experiments comprises 64 
indium tin oxide electrodes, half of which are for re-
cording the activity of cortical neurons and the others 
are for the P19-neurons. The PDMS chamber was 
placed on the poly-ethylene-imine and laminin coated 
MEA substrate. Mouse cortical neurons were seeded 
into outside of the chamber. P19-neurons were seeded 
into the inside 4 days after plating cortical neurons.  

Spontaneous activity was recorded from sub-
strate-embedded electrodes. Electrical stimulation was 
delivered from each electrode to co-cultured neuronal 
network, and evoked responses were recorded. Spike 
trains were detected from the raw data by simple 
threshold method [2]. Network bursting was detected 
from spike trains by previously developed method [3]. 

3 Results and Discussion 
Four or more days after beginning co-culture, 

P19-neurons and cortical neurons were morphologi-
cally interconnected through micro tunnels. Further-
more, neuronal networks were immunologically 
stained. Fluorescent images indicate that the networks 
formed synaptic connection through the micro tunnels. 

Six days after plating P19-neurons, synchronized 
activity was observed between P19-neurons and corti-
cal neurons. Synchronized bursting was detected from 
spike trains of co-cultured neuronal network, and we 
studied signal propagation within the neuronal  

 
Fig. 1. Image of co-culture system. 
 
network. Fig. 2 shows a pattern of signal propagation 
in a network bursting. The spatio-temporal patterns of 
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spontaneous firing suggest that functional connections 
were formed between cortical neurons and P19-
neurons. 

In order to evaluate the direction of the functional 
connection, cu-cultured neuronal network was stimu-
lated electrically. Evoked responses of cortical neu-
rons were observed from some recording sites several 
hundred milliseconds after P19-neurons were stimu-
lated on the stimulation site shown in Fig. 3A. More-
over, propagation from cortical neurons to P19-
neurons was observed (Fig. 3B). The results suggest 
that the functional connection was formed between 
cortical neurons and P19-neurons bidirectionally. 

4 Conclusion 
A co-culture device composed of PDMS chamber 

and an MEA substrate was developed in order to un-
derstand network formation between stem cell-derived 
neurons and cortical neurons. Results suggest that 
P19-neurons and cortical neurons formed functional 
connection bidirectionally. 

 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
Fig. 2. Signal propagation in a synchronized bursting 
    Electrical signal was propagated from left site to 
right site for 200 ms. No signal ware detected from 
black electrodes (black closed square). 
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Fig. 3. Evoked responses to electrical stimulation. 
(A) (B) Responses to electrical stimulation on site 1 or 
site 5, respectively. Interactions between P19-neurons 
and cortical neurons were observed. (C) Electrodes 
position on MEA substrate. 
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Abstract 
We propose the application of Parafilm® as neural cell culture substrate. Hydrophobic surface of the film can be 
easily coated by cell adhesion molecules or polyelectrolytes in order to cultivate the neurons. Viability and devel-
opment of hippocampal neuron on the parafilm® substrate were analyzed. And micro patterns on the film surface 
were accomplished by using a conventional micro contact printing technique. We found significant increase of 
neurite outgrowth from the surface modified film substrate, and neuritis were sharply defined against the non pat-
terning film surfaces. Moreover, it is easy to handle and simple to produce a high throughput culture chips. The 
film served as convenient and high efficiency substrate and it has potential to be a practical culture substrate for a 
neural chip platform. 
 

1 Introduction 
There have been many interests in the improve-

ment of neural culture substrates for neurobiological 
studies and neuron-based biochips. In conventional 
neurobiological studies, glass coverslips or polysty-
rene, Petri dishes are the common substrate of choice 
[1]. While, hydrogel, elastomeric polymer, silicon, 
gold, carbon nanotube or nanowires were used in neu-
ron-based tissue engineering and biochip design area. 
Here, we propose Parafilm® as a convenient neural 
culture substrate. It could be considered as a good 
candidate material due to its softness, flexibility, ease 
of handling and availability. We demonstrated the us-
ability of Parafilm® substrate by showing the devel-
opment of neural network, pattering with micro con-
tact printing (μCP) and biochip platform. This presen-
tation is a summary of recent publication [2].  

 

2 Methods 
Parafilm® M was used as culture substrate. In or-

der to modify the surfaces, Parafilm® was coated with 
Poly-D-Lysine (PDL, 0.1mg/ml) or polyelectrolyte 
(PEL) multilayer composed of Poly allylamine hydro-
chloride (PAH, 20nM, pH 9.0) and Poly sodium 4-
stirensulfonate (PSS, 60nM, pH 9.0,). PEL coating 
was done by layer-by-layer (LbL) technique. And dis-
sociated hippocampal neurons from E18 rat hippo-
campi were cultured on the Parafilm® substrates (PSs). 
Calcein AM-live dead cell kit was used to quantify 
neuron viability and microtubules were stained by 
immunolabeling technique to measure the neurite 
growth. Micro contact printing technique was used to 
construct patterned neural networks on PSs. 

3 Results 
A hydrophobic Parafilm® surface was readily 

modified by PDL or PEL coating. Contact angles on 
the modified PSs were 28.10±1.62˚ and 68.38±0.72˚ 
for PDL and PEL, respectively. Compared with un-
modified PSs, modified PSs promoted neuronal adhe-
sion and neurite outgrowth. Cell viability was 32.69% 
and 34.11% for PDL and PEL modified PSs, respec-
tively, while 5.11% for unmodified PSs. This viability 
values were similar with PDL coated glass (35.23%) 
and PEL coated glass (25.13%) substrates.  

 

 
Fig. 1. Development of neurons on glass and Parafilm substrates. 
Data are presented as mean±SEM, n=45.50, α=0.01. upper and 
lower data were collected at 3DIVand 6DIV, respectively. 
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Moreover, development of neuron was improved 
from the film substrates. For example, the number of 
neuritis was increased from surface modified film 
substrates, and axonal length was also longer than 
glass substrates (Fig 1). When a PLL-FITC micro-
pattern was printed on PSs, bare PS surface served as 
an excellent cell repelling material, which resulted in a 
well-defined patterned neuronal network (Fig 2).  
 

 
Fig. 2. Neural patterning on Parafilm substrate. Hippocampal neu-
rons at 7DIV, Red: β-tubulin(III); blue: DAPI; Green: Poly L Ly-
sine-FITC, Scale bar: 1000μm. 

 
Long-term stable linear neuronal networks were 

obtained. Furthermore, it was easy to produce culture 
substrates in great quantities, which could be applied 
as a high throughput neural chip platform. 

4 Conclusion 
We presented a novel neural culture substrate 

using Parafilm®. Surface modified PSs showed not 
only good viability of neurons but also enhanced 
neurite outgrowth. As bare hydrophobic parafilm® 
surface did not support any neurite outgrowth, a good 
quality of neuronal patterning was possible using a 
micro-contact printing technique. Flexible and 
scratchable parafilm® could be high throughput 
substrate that has the same conditions. From these 
results, biocompatibility and utilization of the 
Parafilm® establish the feasibility of practical 
substrate for neural culture and cell chips. 
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Abstract 
We investigated that the interaction between of surface cell adhesive regions and neuronal growth. Ten types of 
polygonal microscale patterns, so-called micropolygons, were contact-printed on glass coverslips and hippocam-
pal neurons were cultured on it. We found that the shape of early adhered neurons resembled underlying mi-
cropolygons and neurites preferentially initiated from the vertex regions of micropolygons, especially a triangle. 
Moreover, a putative axon was preferentially protruded from the vertex angle of acute isosceles triangles.  
 

1 Introduction 
Axon guidance is crucial to construct functional 

circuits in the nervous system. Micro- or nano-
fabrication techniques have been introduced to control 
the development or growth of cultured neurons micro-
sized surface adhesive patterns [1, 2] or topographical 
cues given by nanotubes [3] or nanofibers [4]. 

In this study, we investigate the geometric effect 
of surface adhesive micropatterns ('micropolygons') 
on neurite initiation and axonal outgrowth. According 
to the previous works that have reported the interac-
tion between non-neuronal cells and surface micropat-
terns, cytoskeletons inside of cells were influenced by 
extracellular adhesive geometry. Based on these re-
sults, we hypothesized that the geometry of surface 
micropolygon would affect the arrangement of cy-
toskeletons and consequently result the directional ini-
tiation of neurite, especially axons.  

2 Methods 
We designed ten types of micropolygons whose 

sizes are comparable to the soma (~130 μm2). Each 
type of micropolygons was arranged as an array with 
10 μm of distance between neighboring micropoly-
gons. We fabricated these micropolygons on glass 
coverslips by means of micro-contact printing. All the 
printed micropolygons were composed of poly-L-
lysine and synthesized laminin A chain. Hippocampal 
neuronsons dissociated from E18 S. D. rats were cul-
tured on these patterned substrates and immunocyto-
chemistry was used to label cytoskeletons. To quanti-
tatively analyze results, we measured the anglele of 
neurite initiation and statistically compared the value 
to the expected vaue that was deduced from the fol-
lowing assumption, neurites are radially initiated and 
the chance of neurite intiation at each direction is 
equal. Furthermore, we investiaged the directional ax-

onal outgrowth on triangular micropolygons by meas-
uring the ratio of tau-1 labeled axons at each vertex.  

3 Results 
On the single cell level, adhered neurons were de-

formed like the underlying micropolygons. Neurites 
were preferentially initiated from the vertex regions of 
Triangle. This observation was statistically confirmed 
and only Triangles showed significantly higher ratio 
of neurite intiated from the vertex regions than the ex-
pected value. In addition, w found that the angle of 
vertex ('sharpness') is an important factor to induce 
neurites from the vertex. Using Hexagon and two star-
shapes, which had the same position but different an-
gle of vertices, we confirmed that only Star-60 
showed the significant effect of neurite initiation from 
the vertex regions. These results suggest that the sharp 
vertex of surface adhesive regions had a significant 
effect on cytoskeleton dynamics, resulting directional 
neurite initiation. 

Based on the previous reesults, we investigated 
that the effect of angularity on axonal outgrowth. 
Compared to the regular (Triangle) or obtuse isosceles 
triangle (Wide triangle), the direction of growing ax-
ons was biased to the vertex angle of acute isosceles 
triangles (Long triangle and Very long triangle). We 
further demonstrated that micropolygons could selec-
tively guide multiple axons on the one substrate. The 
diretion of axons was determined by the direction of 
micropolygons where the neurons adhered (Fig. 1). 

 
Fig. 1. Individual and simultaneous axon guidance of two neurons 
to the different way on the same substrate. 
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4 Conclusion 
Here we investigated the interaction between neu-

ronal growth and the geometry of surface adhesive 
regions. We fabricated soma-sized micropolygons by 
micro-contact printing and cultured hippocampal neu-
rons. As results, we found that surface adhesive ge-
ometry influenced the cytoskeleton arrangement and 
consequently induced the deformation of cell bodies. 
In addition, growing neurites were initiated from the 
vertex regions of Triangle and this effect was caused 
by the sharp angle of vertices. Based on these results, 
we further investigated that acute isosceles triangles, 
which have one sharper vertex than others, had an ef-
fect on guiding axonal outgrowth from the vertex an-
gle. Finally we demonstrated that the micropolygon 
could individually guide several axons. As micropoly-
gons are easy to be fabricated on a culture substrate 
and only one is required to guide an axon, it would be 
a useful tool for designing neuronal circuits in vitro. 
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Abstract 
Electrochemical impedance spectroscopy is a powerful analysis method for non-excitable cells. For continuous 
measurement of the growth of an epithelial cell culture a microelectrode array with a cell culture system mounted 
on top was developed. This system proved successful for the simultaneous growth surveillance of up to 4 cell cul-
tures. Vital parameters of the cell culture such as confluence and permeability of the cell layer were derived. The 
presented system allows monitoring of the impact of drugs on the cells’ transport properties. 
 

1 Introduction 
The majority of the human body is composed of 

non-excitable cells that cannot generate action poten-
tials. Although these cell types are electrically inactive 
they possess electrical properties that can be utilized 
for their damage-free characterisation. Electrochemi-
cal Impedance Spectroscopy (EIS) is acknowledged as 
versatile analysis method for the impedance of cell 
layers that yields information on the density and the 
porosity of cell layers [1]. 

Pharmaceutical studies on transport properties for 
drugs are relying on reliable information on the con-
fluence and the permeability of the cell layers [2]. 
These parameters are desired to be measured continu-
ously without influencing or damaging the biological 
system under investigation. Typically, this cannot be 
achieved with the standard labelling techniques (e.g. 
fluorescence labelling). The permeability of a cell 
layer influences its electrical conductivity and its di-
electric properties. Electrochemical impedance spec-
troscopy is a label free method that allows a continu-
ous in-situ characterisation without damaging the cell 
layer.  

This work introduces a novel platform using mi-
crostructured interdigitated electrodes (IDES) [3] on a 
microelectrode array (MEA) to determine the cell 
growth and the influence of different pharmaceutical 
permeation enhancers on an epithelial CaCo-2 cell 
monolayer by impedance spectroscopy. 

2 Methods 

2.1 Fabrication of the Microelectrode Array 
(MEA) 
The MEA consists of four microstructured gold 

interdigitated electrodes (IDES) fabricated on a trans-

parent glass substrate (Fig.1a). IDES are best suited as 
they allow a surveillance of a large area of the cell 
layer. Each IDES has a sensing area of 20,01 mm². 
The width of a single electrode is 50 µm and the inte-
relectrode distance is also 50 µm (Fig. 1b). 

 

 
a) 

 
b) 

Fig. 1. Multielectrode Array (MEA). a) MEA design with four in-
terdigitated electrode sensors b) geometrical parameters of IDES 

2.2 Fabrication of the cell culture system 
The cell culture system consists of four individu-

ally cell culture chambers, each with a diameter of 5 
mm and a height of approximately 8 mm. The cell cul-
ture system is made from an elastomer and is fabri-
cated by soft lithography using a SU-8 master mould. 
Each reservoir can hold up to 157 µl RPMI cell me-
dium. 

2.3 Merging MEA and cell culture system 
The cell culture system has to be aligned over the 

IDES either manually or by the aid of an microscopic 
alignment system (Fig. 2). 

For a sealed, non reversible adherence the MEA 
and the cell culture system as well as the MEA Array 
was surface modified by an optimized plasma treat-
ment before they become aligned to each other and 
merged together. 
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Fig. 2. MEA with cell culture system mounted on top. Each of the 4 
IDES is equipped with an individual cell culture chamber. 

2.3 Preparation of the cell culture 
The fabricated MEA was sterilized at 120 °C and 

1bar for 50 minutes. 7000 CaCo-2 cells suspended in 
100 µl RPMI culture medium were seeded into each 
of the three cell culture chambers. The one remaining 
cell culture chamber was filled with cell-free RPMI 
culture-medium for reference purpose.  

The CaCo-2 cells were cultured under defined 
ambient conditions at 37 °C, 95 % humidity and 5% 
CO2.   After 2 to 4 days the culture medium was re-
moved from each well and replaced with fresh RPMI 
culture medium. 

2.4 Impedance measurement 
For measuring the impedance a commercial bio-

impedance spectroscopy system from ScioSpec meas-
uring in the range from 10 Hz to 10 MHz was em-
ployed. A multiplexer in the MEA holder allowed to 
sequentially measure impedance spectra of each of the 
four IDES sensors. For data interpretation the imped-
ance changes with regard to the initial value were 
evaluated. 

3 Results 
Caco-2 cells are human epithelial cells that re-

semble the epithelium of the intestine [4]. The Caco-2 
cells were adhering well on the used materials and on 
the cell culture system (Fig. 3).    

 

 
Fig. 3. Optical transmission image of confluent Caco-2 cell layer 
grown on the interdigitated electrode sensor (IDES). The black 
stripes are the optically intransparent metal electrodes of 50 µm 
width. 

This confirms the biocompatibility of all used ma-
terials and of the elastomer. Between seeding and con-
fluence the cell number has been multiplying itself by 
a factor of 4 or more. 

The impedance of cultured CaCo-2 was measured 
continuously. The impedance was recorded frequency 
and time resolved. The cell proliferation and the for-
mation can be sensitively detected in all cell culture 
chambers at 300 kHz with the existing system. 

 
Fig. 4. Relative Impedance vs. culture time post-seeding.  
CaCo-2 cell growth can be detected electrically, proven by optical 
investigations (data not shown) 

Permeability analyses of previously grown Caco-
2 cell monolayers were carried out under the influence 
of permeation enhancers. The results of these permea-
tion enhancement experiments showed that at correct 
dosage the influence and the consequent loosening of 
cell contacts can be electrically detected. 

4 Conclusion and Discussion 
Bioimpedance spectroscopy has been demon-

strated to be a valuable tool for continuous online 
monitoring of cell growth, cell morphology, and cell 
adhesion. The proposed method is capable to monitor 
effects of drugs by the resulting impact on the electri-
cal cell behaviour. The developed multiwell sensor 
allows for simultaneous study of 4 cultures for long-
term measurement over many days. 
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Abstract 
Extracellular action potential signals recorded by MEAs are rarely greater than 200 µV as recordings are typically 
done in an open volume of conducting media. However, the signals may be significantly enhanced if the signal 
source is confined to a very.  With this in mind, we have investigated how to best explain and utilize polydimethyl-
siloxane (PDMS) microtunnels devices on top of multi-electrode-arrays (MEAs) in order to enhance recorded ac-
tion potential magnitude. The devices had two wells connected by microtunnels (3 µmx10 µmx400 µm). Rat corti-
cal neurons were plated in one well followed by the second well seven days later in order to create unidirectional 
connectivity between the two wells as axons from the first well predominate in the connecting microtunnels. Due to 
the extremely limited space, the extracellular signals recorded in tunnels often reach 4 mV, 20 times greater than 
typical signals in the open culture systems. We report a statistical summary of amplitudes and impedances meas-
ured at the tunnel electrodes, finding a monotonic relationship between the two. 
 

1 Background 
Amplitudes of typical spikes recorded from 

somata by MEAs are usually smaller than 100 µV [1]. 
Those  small signals which are on or even below noise 
leavel (around 10 µV)could not be recoreded, which 
would lead to loss of data and inaccurate analysis.  

However, extracellular signals may be signifi-
cantly enhanced if the signal source is confined to a 
limited volume. Clark and Plonsey [2] theoretically 
found that the magnitude of the extracellur potential 
from a nerve fiber within a nerve trunk could be 20 
times greater than in infinite medium. Microtunnel 
structure is believed to be a proper tool to realize the 
signal enhancement. Microtunnel technology has been 
applied in neuroscience studies [3, 4, 5]. A typical 
tunnel is 3 µm x10 µm in cross-section and so is too 
small for cell bodies but allow axonal growth. The 
limited space within a microtunnel makes it ideal to 
enhance extracellular signals. Morales et al [6] re-
ported large signals (around 2 mV) from axons in a 1 
mm long microtunnel by using two separate electrodes 
outside the microtunnel. Dworak and Wheeler [4] 
studied the relationship between signal amplitudes and 
electrode impedances and suggested that signals in 
microtunnels could be 2.4 mV.  

Given all these theoretical and experimental find-
ings, we have investigated how to best explain and 
utilize polydimethylsiloxane (PDMS) microtunnels 
devices on top of new multi-electrode-arrays 
(MEAs) in order to enhance recorded action potential 
magnitude.  
 

2 Methods 

2.1 Microtunnel Device Fabrication 
Photoresist SU-8 2002 (Microchem, Inc.) was 

spun on a silicon wafer at a nominal thickness of 3 
μm, baked, exposed with the first mask, baked again 
and developed. Next, SU-8 2050 (Microchem, Inc.) 
was spun on at a nominal thickness of 120 μm and 
then baked. The second mask was aligned with the 
alignment marks of the first SU-8 film and then the 
second SU-8 film was exposed, baked again and de-
veloped. Mixed PDMS was poured on the wafer and 
then put on a hotplate for curing. Two wells for cul-
ture and another smaller circular well for reference 
electrode were punched out on the cured PDMS layer, 
as shown in figure 1. 

 
Fig. 1. Microtunnel device and MEA. 

2.2 Cell Culture 
Embryonic E18 rat cortical tissue was dissociated 

according to the vendor’s protocol. Twenty μL of cell 
suspension (1,500,000 cells/ml) was added to Well A 
of a microtunnel device. The neurons extended axons 
through microtunnels (figure 2). Seven days later, 
cells were plated in Well B with the same density as 
Well A. 
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Fig. 2. Axons growing through microtunnels. 

2.3 Measuring Electrode Impedances 
AC pulses (10 mV @ 1 kHz) were applied be-

tween electrodes and reference electrode on an MEA 
combined with a microtunnel device holding 300 μL 
of Neurobasal media. Impedances of electrodes under 
microtunnels and in wells were measured.  

 

3 Results 

3.1 Huge Spikes of Axons in Microtunnels 
Large extracellular spikes were recorded. Com-

pared to regular spikes in open wells, the spikes in 
microtunnels are usually much larger.  Examples were 
the two waveforms in figure 3.  

 
Fig. 3. Sample waveforms with large amplitudes. 

The signals were so large that they even saturated 
the amplifier. So the real waveforms were clipped off 
and turned out flat tops. For the MCS MEA 1060 re-
cording system, only waveforms smaller than 3.4 mV 
can be processed without being distorted. So the real 
amplitudes for these two signals could exceed 4 mV. 
With the noise level (30 µV) in microtunnels the sig-
nal-noise ratio is over 100. 

   
Fig. 4. Largest amplitudes in microtunnels and in open wells. 

The largest spikes on each electrode were 
screened and measured. Figure 4 shows the largest 
amplitudes for all electrodes in microtunnels or open 
wells. The largest amplitudes in microtunnels are ap-
parently much larger than those in wells. For the dis-
torted waveforms, a simple geometric method was 
used to reconstruct the clipped parts in order to esti-

mate their real amplitudes. Ten per cent of the largest 
waveforms of electrodes in microtunnels were larger 
than 3 mV, and even the smallest amplitudes are 
greater than 0.3 mV. However, for the electrodes in 
wells, most were smaller than 0.2 mV. 

3.2 Huge Spikes and Electrode Impedances 
The scatter plot in figure 5 shows the relationship 

between the amplitudes of huge spikes and the imped-
ances of electrodes that recorded those signals in mi-
crotunnels. The monotonic trend means electrodes 
with higher impedance are more likely to record big-
ger spikes. 

 
Fig. 5. Electrode impedances vs. the largest amplitude 

4 Conclusions 
We have recorded huge extracellular spikes from 

axons in microtunnels, which sometimes were over 4 
mV, 20 times greater than the largest signals in open 
wells. The measurements of impedances of electrodes 
in microtunnels show their monotonic relationship 
with amplitude values. This report provides experi-
mental and theoretical evidences for developing new 
recording technologies to obtain huge signals. 
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1 Background/Aims 
"Cell biochips" containing engineered tissue 

interconnected by a microfluidic network, allows the 
control of microfluidic flows for dynamic cultures, by 
continuous feeding of nutrients to cultured cells and 
waste removal. Thus, these types of systems can 
enhance functionality of cells by mimicking the tissue 
architecture complexities when compared to in vitro 
analysis but at the same time present a more rapid and 
simple process when compared to in vivo testing 
procedures. 

Embryonic or adult stem cells have demonstrated 
the potential to self-renew and differentiate into a 
wide range of tissues including neurons, hepatocytes, 
cardiomyocytes, and cells of the intestinal lineage, 
depending on the culture conditions. The precise 
microenvironments required for optimal expansion or 
differentiation of stem cells are only beginning to 
emerge now, and the controlled differentiation of 
embryonic stem cells based on tissue engineering 
remains a relatively unexplored field. 
 
2 Methods 

We have developed a small-volume in vitro 
system in which intestine-like cells, hepatocyte cells 
and 3D micro-organs derived from embryonic stem 
cells (cardiomyocytes and neural cells) were 
cultivated in four separate porous membrane 
microchambers connected by microchannels with the 
presence of biosensors at the different levels. In a first 
step, we have used standard commercial membranes 
to obtain porous microchannel walls to supply 
nutrients and gases to cells cultured in 3D. Two types 
of electrodes were designed onto the porous 
membranes. Inter-digitized impedance electrodes were 
implemented to the first compartment to assess the 
tightness of the intestine epithelial cells. Two multi-
electrode arrays (M.E.A.) were designed onto the 
porous membranes to record and stimulate 
electrophysiological activities from cardiomyocytes  
 

 
 
and 3D neural tissues. A dedicated perfusion system 
based on air pressure was used to allow the circulation 
of the culture medium to the different micro-organs 
through a microfluidic system. 

 

3 Results 
In a first series of experiments, we could record 

simultaneously action potentials from beating clusters 
of cardiomyocytes as well as spontaneous activities of 
neural 3D tissues both being derived from human 
embryonic stem cells using the same culture medium. 
We could also assess the functionality of intestine-like 
barriers using CaCo2 cells. Finally, hepatocyte cells 
(HepG2) grown in 3D were added to the biochip to 
check their long-term survival. Their functionality 
where characterized using the typical hepatic induced 
cytochrome-P450 (CYP1A) enzymatic activity profile 
in response to various toxic compounds in comparison 
to their already known analogue 2D activity. In order 
to increase the throughput we are developing a semi-
automatic platform which will allow us to screen 
molecules on up to 12 biochips in parallel. 

 

4 Conclusion 
This human surrogate multi-organ biochip will 

enable the determination of toxicological profiles of 
new drug candidates. In addition, this chip should 
provide insight into inter-organ interactions resulting 
from exposure to pharmacological compounds, a 
capability which has not previously been 
demonstrated using previous in vitro systems. This 
system will thus be a more predictive tool in 
experimental pharmaceutical screening for efficacy 
and toxicity. 
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Fig.1: Scheme of the multi-organs biochip where four different tissue-like structures are represented by microphotography. 

 

 
Fig.2: Scheme of the multi-organs platform where up to 12 biochips can be tested in parallel for molecule screening. 
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Abstract 
Physical confinements and chemical cues are commonly applied to substrate surfaces to control neuronal 
attachment and growth. Temporal physical confinements can be produced with transparent polydimethylsiloxane 
(PDMS) microchannel tiles which stick reversibly to flat surfaces. In the present study, PDMS microstructures 
were overlaid on poly-D-lysine (PDL) and laminin-coated microelectrode arrays (MEAs) to let axons and dendrites 
grow through electrode-crossing microchannels. Three days after cultivation, neurites stated to grow into the 
channels to result in dense networks of axons and dendrites at 14 days in vitro (DIV), from which signals could be 
recorded at 17 DIV. The results showed that PDMS microchannels successfully force neurites to grow along 
defined pathways. The reversible bond between PDMS structures and the MEA surface makes such tiles a 
compatible tool for optical manipulation or staining studies. 
 

1 Introduction 
Low density culture and substrate patterning 

strategies are the methods of choice for controlling 
and tracing network connectivity on MEAs [1]. 
Several methods have been reported in the literature 
for patterning surfaces to control neuronal attachment 
and growth including chemical and topographical 
cues [2]. However, mechanical confinements usually 
require the substrates to undergo various 
pretreatments. And in most cases, the resulting 
structures are irreversibly fixed to the substrate. 
Finally, it is still difficult to combine such pre-
patterned substrates with chemical patterning 
approaches [3]. We are therefore interested in 
exploring alternative concepts for the combined, but 
independent chemical and topographic patterning of 
networks.  

1.1 Combination of chemical printing and 
physical confinement 

Cell culture substrates such as Petri dishes or 
MEAs can be pre-patterned chemically by e.g., 
polylysine (PL) through microcontact printing (μCP). 
Given that PDMS sticks to almost all flat surfaces 
without any glue, microchannel sheets with through-
holes can be reversibly placed on these pretreated 
substrates. By design, the microchannels will thus be 
connecting individual through-holes laterally. In such 
setup, neurons can be seeded from above into these 
freely accessible through-holes, which simultaneously 
serve as cell culture microwells. Neural processes then  

have no other choice but to grow in these wells and 
interconnect through the microchannels. Depending 
on  
the placing of the microchannel sheets with respect to 
the electrode matrix, different cell compartments may 
become accessible to MEA electrophysiology and/or 
optical manipulation in neural regeneration studies.   

2 Methods 
 

2.1 PDMS µ-channel molding 
PDMS µ-channel tiles with overall heights of 

200 µm were fabricated by replica-molding from bi-
level SU-8 µ-structures on a 4” silicon wafer (Fig. 1). 
These structures featured four 200 µm-high oval-
shaped reservoirs and 30 µm diameter columns for 
through-hole generation. Reservoirs were connected 
by an 8 × 8 matrix of 40 µm wide and < 70 µm high 
channels. Columns were located at the channel 
crossings. PDMS (Dow Corning, Sylgard 184) pre-
polymer and curing agent was mixed (10:1), poured 
on an epoxy copy of the SU-8 master and cured at 
room temperature for 2 days applying slight pressure 
with help of a clamp. The resulting PDMS µ-channel 
tile was perforated by oval shape reservoirs with 
interconnecting channels.  
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Fig. 1 Design of µ-
channel tile with 
reservoirs (top) and 
zoom onto µ-channels 
of a PDMS tile on a 
30/200 MEA (right). 

 
 
2.2 Cell culture 

MEAs where hydrophilized by oxygen plasma (2 
min, 50 W, 0.3 mbar O2) and their surface coated with 
0.1 mg/ml PDL and 0.1 mg/ml laminin (20 µl), which 
was allowed to dry. MEAs were washed twice with 
sterile ultrapure water and dried. To align the PDMS 
tiles with the MEA electrodes, a droplet of sterile 
water was used to temporarily decrease the physical 
adherence of PDMS to the MEA substrate (Fig. 1). 
After complete water evaporation, the reservoirs were 
filled with cell suspension (20 µl; 6000 cortical 
cell/µl, rat E18). Cells were allowed to settle on the 
PDL/laminin coat for 40 min in the incubator before 
1 ml of serum-free medium was added (NBM, B27, 
Ala-Glu, Pen/Strep). Cultures were stored in a 
standard incubator (5%CO2, 37 °C, 95% RH).  

3 Results 
Microscopic pictures were taken daily from 

3 DIV onward to monitor neurite growth through the 
µ-channels (Fig. 2). At 3 DIV and 5 DIV, some 
neurites had reached the first channel junctions. The 
number of neurites in each channel and the number of 
channels with neurites increased with age (6 DIV -
 14 DIV). After 14 DIV, axons from neurons in one 
reservoir had extended to the other reservoir 
(≤ 1.5 mm). The picture series furthermore revealed 
that neurites tended to change their positions within 
channels (Fig. 2). At 17 DIV, first signals could be 
recorded (not shown). This was late compared to 
unconfined control networks from which activity was 
recorded at 8 DIV. Because the overall channel cross 
section was large, some cells migrated into and within 
the channels and produced very low-density networks 
with growing axons or dendrites.  

 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 

Fig. 2. Neurites are growing through 40 µm wide PDMS 
microchannels (5 DIV, 9 DIV and 14 DIV). 

 
 
The shortest distance between two reservoirs was 

1400 µm which showed that some axons can grow in 
PDMS channels over long distances. This will allow  

4 Conclusions 
PDMS µ-channel tiles were successful in guiding 

axons and dendrites along specific paths over MEA 
electrodes. Because the number of neurites per 
channel was rather low, their growth could be 
monitored easily by time-lapse photography. Some 
axons had crossed the shortest distance of 1400 µm 
between two reservoirs, which showed that even in 
vitro axons can grow over long distances. The 
presented PDMS µ-channel tiles will allow users to 
manipulate growing neurites by optical tools and 
evaluate their growth in detail. The tiles can be 
removed non-destructively after neurite ingrowth to 
perform any kind of classical optical manipulation or 
staining study. Current work focuses on the effect of 
different channel cross sections on growth rate and 
signal shape.  
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Abstract 
The neuromuscular junction is a primary target of many chemical warfare agents, including botulinum toxin and 
the full spectrum of organophosphorous nerve agents. Current techniques to differentiate between functional and 
non‐functional toxins exhibiting diverse mechanisms of action are limited to the time consuming and expensive 
mouse lethal bioassay test, or in vitro targeted assays that require prior knowledge of the agent to be detected. 
We have reconstituted the NMJ system in vitro on MEAs, enabling a rapid, functional assay for compounds 
targeted to the cholinergic system or synaptic machinery. Our NMJ model is formed with embryonic murine spinal 
cord neurons and primary myoblasts spatially segregated with PDMS microtunnel structures to define the sites of 
functional neuromuscular junctions. NMJ formation at predetermined locations allows us to mimic the 
physiological situation of an intact organism in vitro with high reliability and reproducibility. Spatially patterning of 
the MEA electrodes allows us to measure the spontaneous or evoked firing of the motor neurons, axonal 
conduction velocities, and depolarization of the myocytes. This allows the system to detect any substance that 
modulates neuronal depolarization, vesicular secretion, cholinergic receptor function, or muscle depolarization. 
Functionally toxic compounds as well as those that kill cells can be detected. This is in contrast to current in vitro 
assays such as antibody or PCR based assays which detect only the presence of toxin molecules whether 
functional or not, or of most cell‐based assays that are sensitive to cytotoxic agents only. The temporal profile of 
the NMJ responses to drugs or toxins can provide information on the relative concentration of the perturbing 
agent, yielding data beyond the binary nature of most current assays. 

1 Introduction 
Multi-electrode arrays have been used for over 30 

years to monitor the electrical activity of neurons and 
other excitable cell types. Previous research with 
MEAs has measured the responses of primary 
neuronal cultures obtained from mice and rats to a 
spectrum of drugs and chemicals.  This predicate work 
shows that EC50s determined with the neural cultures 
are in many instances very close to those obtained 
from in vivo or biochemical experiments. In addition 
to single cell type assays, MEAs offer an opportunity 
to create multi‐cellular constructs as mimics of in-
vivo physiological systems. Neuromuscular 
transmission involves a complex series of molecular 
events that converts presynaptic neuronal excitation to 
post-synaptic muscular contraction. An in vitro system 
reconstituting that functional connectivity has 
application to a diverse set of problems. 

2 Materials & Methods  
PDMS devices with channels 10µm × 10µm (h × 

w) and length of 150 µm and 450 µm were made as 
described previously [1] and were placed on 
polycarbonate MEAs after Oxygen plasma treatment 
for 30 minutes followed by 15 minutes baking at 55ºC 
[Fig. 1]. One compartment of MEA surface was 
coated with 0.5% Gelatin overnight and Skeletal 
muscles from P3 mice were isolated and cultured in 
DMEM media with 10% FBS and 10% Horse serum. 

This media was replace with DMEM 5% Horse serum 
after 2 days.   

 

  
 
Fig. 1 PDMS Microchannel construct on Polycarbonate MEAs with 
channel length (A) 150 µm and (B) 450 µ  
 

After 4 days of muscle cell culture, Spinal cord 
neurons from E16 mice were cultured on PDL coated 
compartment on MEAs.  

3 Results & Discussion  
Dissociated myocytes with single nuclei formed 

multi-nucleate muscle fibers overtime and each fiber 
was observed to be contracting independently and at 
different frequencies at  div 7 [Fig. 2].  Axons from 
cortical neurons were observed to cross 150µm 
channels at div 4 and 450µm channels at div 8. This 
implies that longer channel length would allow to 
measure the electrical activity of muscle cells before 
and after formation of neuromuscular junctions.  
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Fig 2 Skeletal muscle cells cultured from P3 mice on polycarbonate 
MEAs at DIV 7 (A) 20X Phase (B) Stained with Phalloidin and 
DAPI 

 
Design optimization will attempt to maximize the 

focal nature or selectivity of electrical stimulation and 
explore improved signal to noise of recordings by 
integration of electrode contacts within microfluidic 
tunnels between wells. We are currently exploring the 
question if the spontaneous contraction of un-
innervated myocytes with multiple, uncorrelated beat 
frequencies may mimic the in vivo condition known 
as muscle fibrillation, which is observed clinically on 
EMG testing subsequent to traumatic denervation. Use 
of disposable polycarbonate MEAs similar to 
described in previous study [2] with PDMS 
microfluidic construct can be cost effective tool for 
many applications. 
 

 
Fig 3 Cortical neurons cultured from E16 mice at DIV 2. 

 
 
 
 
 
 

4 Conclusion 
By growing in vitro functional neuromuscular 

junctions, we can mimic the physiological situation of 
an intact organism with high reliability and 
reproducibility. Using substrate electrodes, we can 
monitor that function for long time periods without 
perturbation. Spatial patterning of the MEA electrodes 
allows us to measure the spontaneous or evoked firing 
of the neurons, axonal conduction velocities, and 
depolarization of the myocytes. Additionally, the 
system can be used to study clinically relevant 
problems such as chronic denervation-induced muscle 
atrophy subsequent to trauma or disease, or to screen 
for compounds which affect the regeneration and/or 
re-innervation by peripheral nervous system axons. 
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Active, flexible brain computer interfaces for 
epilepsy 

Brian Litt, M.D. 
 
University of Pennsylvania, USA 
	
	

Mapping epileptic networks is key to 
understanding and treating seizures in ~35% of the 
worlds 60 million people with epilepsy who cannot be 
controlled by medication.  Until recently scientists 
conceived of these networks as contiguous volumes of 
brain spanning on the order of 3-10 cm3.  We now 
believe this view was promulgated by limitations of 
technologies used to map and remove these regions 
during epilepsy surgery.  Grids of 10s of cm-scale, 
passive, platinum-iridium electrodes imbedded in 
Silastic are traditionally used to record from the 
brain’s surface or penetrating into its depth.  One wire 
is physically soldered to each contact, which limits the 
number of contacts that can be implanted.  Signals are 
recorded with these electrodes traditionally at 
bandwidths of 0.1-70 Hz.  Recent work by our group 
and others demonstrates that epileptic networks may 
be defined by high frequency oscillations (HFOs) and 
“micro-seizures” (-Sz) emanating from cortical 
domains on the scale of 10s of microns distributed in a 
“cloud like” configuration.   

We present a multi-electrode array platform, 
made in collaboration with John Rogers at the Univ. 
of Illinois and Jonathan Viventi at the Polytechnical 
University of New York/ NYU designed to map and 
modulate these epileptic networks.  Hundreds to 
thousands of contacts, each with its own amplifier and 
multiplexing transistors, are connected via silicon 
nanoribbons in a flexible, active array that is placed on 
the cortex.  The resulting recordings demonstrate that 
epileptic spikes occur along specific pathways leading 
up to seizures, and that high frequency epileptic 
events may appear as spiral waves on the surface of 
epileptic brain, similar to cardiac arrhythmias.  Efforts 
under way include making human scale arrays, adding 
electrical stimulation and other detecting/ effecting 
modalities, minimally invasive implantation, and 
wireless capability. 
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Abstract 
We have fabricated a compliant neural interface to record afferent nerve activity. Stretchable gold electrodes were 
evaporated on a polydimethylsiloxane (PDMS) substrate and were encapsulated using photo-patternable PDMS. 
The built-in microstructure of the gold film on PDMS allows the electrodes to twist and flex repeatedly, without loss 
of electrical conductivity. PDMS microchannels (5mm long, 100µm wide, 100µm deep) were then plasma bonded 
irreversibly on top of the electrode array to define five parallel-conduit implants. The soft gold microelectrodes 
have a low impedance of ~200kΩ at the 1kHz frequency range. Teased nerves from the L6 dorsal root of an an-
aesthetized Sprague Dawley rat were threaded through the microchannels. Acute tripolar recordings of cutaneous 
activity are demonstrated, from multiple nerve rootlets simultaneously. Confinement of the axons within narrow 
microchannels allows for reliable recordings of low amplitude afferents. This electrode technology promises excit-
ing applications in neuroprosthetic devices including bladder fullness monitors and peripheral nervous system im-
plants. 
 

1 Introduction 
The emergence of novel microfabrication tech-

nologies and materials is encouraging the develop-
ment of neural-electrode interfaces for neuroprosthe-
sis and rehabilitation [1, 2]. Until recently, silicon, 
metal and plastic were the primary materials used in 
neural probes [3]. However, softer materials such as 
hydrogels and silicones are now attracting substantial 
interest in neural engineering and neurotechnology, as 
they can be structured in three dimensional designs, 
while their mechanical properties match better the 
physical properties of the nervous system [4]. Com-
pared to silicon and plastic, polymeric materials are 2-
4 orders of magnitude softer and can conform to cur-
vilinear neural tissue. Theoretically, neuroprosthetic 
implants prepared with such materials may present 
enhanced biocompatibility with an attenuated inflam-
matory and scaring response post-implantation. 

In this study, we present a 3-dimensional neural 
interface comprised of microchannels (5mm long, 
100µm wide, 100µm deep). At the bottom of the mi-
crochannels we have embedded stretchable gold elec-
trodes [5]. The surface of the electrode thin gold film 
is covered with a network of microcracks (a couple of 
microns long separated by gold ligaments), which 
prevents the formation of large catastrophic cracks 
upon mechanical deformation. Thus, the continuity 
and conductivity of the metal film is maintained [6]. 
The electrode array is patterned using shadow-mask 
lithography and embedded in PDMS microchannels. 
Each microchannel is designed to host a nerve strand 

(<100μm diameter) from which neural activity is 
monitored. Our soft interface is evaluated in an acute 
setting using nerve strands from the L6 dorsal root of 
an anaesthetized rat. Cutaneous activity can be moni-
tored in 5 distinct microchannels simultaneously. Our 
results demonstrate that the soft interface combined 
with the microchannel design allows for reliable re-
cordings of small amplitude single fiber afferents. It is 
important to note that these data are obtained under 
saline conditions. We now aim at chronic implantation 
of our devices, in order to address their long-term re-
liability. We are particularly interested in addressing 
urinary incontinence and providing a viable long term 
bladder management option for patients with spinal 
cord injury [7, 8]. 

2 Methods 

2.1 Electrode fabrication 
Silicon wafers (Compart Technology Ltd) coated 

with a polystyrene sulfonic acid (PSS) water release 
layer were spun coated with PDMS (Sylgard 184 by 
Dow Corning, cross-linker to pre-polymer ratio 1:10 
w/w) at 400rpm for 60sec (PDMS thickness 200 µm). 
Gold electrodes (2.5cm long, 150µm wide, 40nm 
thick) were evaporated through a polyimide shadow 
mask in a thermal evaporator. Two chromium adhe-
sion layers (3nm/2nm thick, bottom/top) were also 
evaporated. Gold electrodes were encapsulated with 
photo patternable PDMS (PP-PDMS). This UV-
sensitive PDMS is used as a negative photoresist [9]. 
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PDMS microchannels were cast separately against an 
SU-8 mold containing rectangular recesses (5mm x 
100µm x 100µm), peeled off then aligned and plasma 
bonded on top of the underlying microelectrode array 
on PDMS substrate. Assembled devices were then 
briefly exposed to an RIE plasma, which was found to 
reduce further the electrode impedance. Excess PDMS 
surrounding the devices on the wafer was cut and re-
moved to expose the water soluble PSS layer under-
neath. The final device was released in water. 

2.2 Electrode characterization 
Devices were characterised in wet environment 

using an Autolab μIII frequency response (100Hz and 
100kHz) analyser in potentiostatic mode. Reference 
and counter electrodes were Ag/AgCl and Pt mesh re-
spectively. The working electrode was in contact to a 
gold pad on the PDMS via silver paste. Measurements 
were performed on electrodes encapsulated with PP-
PDMS, with microchannels plasma bonded on top. 
Microchannels were filled with saline solution and 
degassed in a vacuum chamber to remove air bubbles. 

2.3 Acute recordings 
A female Sprague Dawley rat was anaesthetised 

with 1.5mg/kg of Urethane solution (Sigma Aldrich, 
Pool, UK) through the intra peritoneal route. A 
laminectomy was performed of the L1-L3 spinal ver-
tebrae to expose the dorsal roots. The unilateral L6 
dorsal root was rhizotomised 3mm caudal to the dor-
sal root entry zone of the spinal cord, and 100µm di-
ameter strands of the proximal root were teased with 
fine No. 5 forceps proximally. Ethilon sutures (No.10, 
Ethicon) were threaded through the microchannels, 
tied to the cut ends of the proximal teased rootlets and 
pulled through the channels rostrally, threading the 
rootlets into the channels. The microchannel device 
was connected to an amplifier and filter module, 
through a pre-amplifier headstage (x1000) and an AC-
DC amplifier (x10). Mains electrical interference was 
attenuated with a noise eliminator (Hum-bug, Quest 
Scientific). Signals were digitized using Power Mi-
cromax 1401 A/D converter hardware (50 kHz sam-
pling rate) and recorded using Spike 2 software. Re-
cordings were conducted under saline solution, in a 
tripole configuration where the two reference (outer) 
electrodes in the device are shorted together and con-
nected to one input of the differential amplifier. The 
other input is connected to the central/main electrode 
of the microchannel (Figure 1 D). The animal and ap-
paratus were connected to the ground of the amplifier 
head stage. Recordings were performed on a total of 3 
different animals. 

3 Results 

3.1 Device fabrication and characterization 
Figure 1 illustrates the device fabrication steps. 

The evaporated electrodes are encapsulated with 
photo-patternable PDMS (15µm thick) (Figure 1A). 
The encapsulation openings (300µm x 1000µm) have 
minimal footing (~5µm) and are accurately positioned 
(within a few µm) over the recording sites. PDMS mi-
crochannels are plasma bonded irreversibly to the un-
derlying PP-PDMS layer (Figure 1B). The bonds that 
are formed across the entire length of the microchan-
nel walls insulate each microchannel and prevent 
crosstalk between electrodes. Devices can be proc-
essed in parallel on 3’’ silicon wafers (Figure 1C). A 
finalized device has maximum dimensions of 2.5cm x 
1cm x 0.5mm. During acute recordings, the two refer-
ence electrodes (exposed area of each electrode 
500µm x 150µm) at the exits of the microchannels are 
connected to the inverting input of a differential am-
plifier, while the main/central electrode of each mi-
crochannel (exposed area of each electrode 100µm x 
200µm) is connected to the non-inverting input (Fig-
ure 1D). Electrochemical characterization of the de-
vice reveals an impedance of 200kΩ ± 13kΩ < 43º ± 
1.4º, N=4, at 1 kHz for main electrodes (Figure 2A). 
The impedance of the two reference electrodes is 
25kΩ < 55º and 30kΩ < 48º. Figure 2B depicts the 
modulus and phase of one of the two reference elec-
trodes. 

 
Fig. 1. Device fabrication. A) Encapsulation of gold electrodes with 
PP-PDMS. Each encapsulation window is 300µm x 1000µm. B) Air 
plasma bonding of separately cast PDMS microchannels to underly-
ing encapsulated electrodes. C) Simultaneous processing of 3 de-
vices on a wafer. D) Tripolar recording using a differential ampli-
fier. Reference electrodes are shorted and connected to the inverting 
input, whereas the main electrode is connected to the non-inverting 
input of the differential amplifier. 
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Fig. 2. Device characterization. A) Modulus and phase of 4 main 
electrodes. Data points represent the average modulus of 4 elec-
trodes, while the error bars denote the standard error of means. B) 
Modulus and phase of 1 reference electrode. The other reference 
electrode has a similar modulus and phase. 

3.2 Cutaneous recordings 
The setup for in vivo recordings from the L6 dor-

sal root in saline solution is shown in Figure 2. Su-
tures are threaded into the microchannels (Figure 3A) 
and are tied to the proximal ends of transacted root-
lets. The suture and rootlet are then pulled through the 
channel (Figure 3B). We recorded cutaneous activity 
from 3 channels simultaneously (Figure 4). Back-

ground noise was 20µV peak-to-peak, which is com-
parable to noise in hook electrode recordings under 
paraffin oil (15µV peak-to-peak, Figure 5). In the 
three channels we recorded 65µV, 130µV and 175µV 
biphasic spikes (negative then positive). Therefore, 
the signal to noise ratio (SNR) in each case is 
10.24dB, 16.26dB and 18.84dB respectively. In com-
parison, the SNR in the hook electrode recording is 
16.9dB. Activity occurs only while stroking the rat 
dermatome at the base of the tail and ceases once the 
stimulus is withdrawn. The duration of all spikes is 
approximately 1ms. After the experiment, rootlets 
were cut and left in the channels. No further activity 
could be recorded, during cutaneous stimulation of the 
dermatome. This verifies that prior acute recordings 
originated from a genuine response to applied stimuli 
and not other interference. 

 

 

 
Fig. 3. In vivo L6 dorsal root recordings setup. A) Sutures threaded in the microchannels. B) L6 dorsal rootlets tied to the end of the sutures 
and pulled through the microchannels. 
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Fig. 4. In vivo L6 dorsal root recordings: Response to cutaneous stimulus, with high magnification traces from each channel. Channel 2, 3 
and 4 peak to peak amplitudes are 65µV, 130µV and 175µV respectively. 

 

 
Fig. 5. Control hook electrode in vivo recording from the L6 dorsal 
root. Response to cutaneous stimulus, with a high magnification 
trace of the large amplitude biphasic spike. Peak to peak amplitude 
is 105µV. Background noise is approximately 15µV peak to peak. 

 

4 Conclusions 
We have developed a compliant, 3-dimensional 

PDMS neural interface with embedded electrodes and 
microchannels. Evaporated gold electrodes are me-
chanically compliant, so they can sustain the surgical 
manipulation without failure. These electrodes exhibit 
low impedance at 1 kHz. In an acute placement of the 
neural interface on an anesthetised animal, we re-
corded reliably under saline solution, afferent activity, 
generated from cutaneous stimulation. Our fabrication 
protocol should be scalable for implant batch process-
ing. Our current goal is to proceed from this acute 
validation to a chronic implantation and validation of 
the integrated PDMS neural electrodes. 
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Abstract 
One of the major technological challenges in Neuroscience and application fields like Brain-Machine Interfacing 
and Robotics is to establish bi-directional communication (recording and stimulation) with the brain at high spatial 
resolution through innovative neuronal probes. In the present work, new implantable transistor needle chips 
(TNCs) featuring four Electrolyte Oxide Semiconductor Field Effect Transistors (EOSFETs) with a TiO2 surface 
and a spatial resolution of 80 µm were used in single implants for interfacing with the somatosensory cortex of 
anesthetized rats. Local Field Potentials (LFPs) evoked by whiskers mechanical stimulation were recorded with 
TNC and the contributions of thalamic inputs to the cortical activity were isolated by application of the GABAA re-
ceptors agonist muscimol. Double implants of TNCs in somatosensory and motor cortexes allowed to record the 
simultaneous response of related brain areas. 
 

1 Background/Aims 
In the rat brain cortex sensory-motor signals are 

processed by large groups of interconnected neurons. 
Particularly in the S1 somatosensory cortex, neurons 
are arranged in column-shaped structures called bar-
rels. Each barrel receives the sensory information 
from the corresponding whisker [1]. Tight intercon-
nections between thalamus, S1 cortex and M1 motor 
cortex allow for a precise control of whisker move-
ments. To have a thorough understanding of the neu-
ronal networks in S1 and M1 by efficient brain-
machine interfaces, multiple recording sites with a 
high spatiotemporal resolution are needed. At present, 
extracellular electrophysiological techniques based on 
single electrodes provide information about one or a 
few neurons with a low spatial resolution and a sparse 
sampling within the neuronal networks. Furthermore, 
the actual technologies featuring multiple recording 
sites integrated in microchips are based on metal elec-
trodes, with a few recording sites and a low spatial 
resolution [2, 3]. 

In this work, new TNCs featuring four EOSFETs 
with a TiO2 surface and spaced 80 µm were implanted 
both in S1 (single implant) and in M1 cortexes (dou-
ble implant) of anesthetized rats. The devices, previ-
ously used  to record neuronal activity from brain 
slices [4], were successfully used to record brain LFPs 
evoked by single whiskers stimulation. The applica-
tion of muscimol as a GABAA receptors agonist al-
lowed to suppress the intracortical activity, thus isolat-

ing the contributions of thalamic inputs. Altogether, 
the results demonstrate the reliability of the EOSFETs 
in recording signals from the rat brain cortex, thus 
paving the way to multi-transistor-arrays as new tools 
for large-scale high-resolution recordings from the 
living animal. 

2 Methods 
The TNCs featuring 4 EOSFETs with a TiO2 sur-

face and a pitch of 80 µm (Fig. 1, left) were fabricated 
according to [4]. Wistar rats (Charles River Laborato-
ries) were maintained in the animal research facility 
under standard environmental conditions. P35 - P45 
rats (100 - 145 g) were anesthetized with an induction 
mixture of Tiletamine and Xylazine (2 mg and 1.4 
g/100 g weight, respectively). The anesthesia level 
was monitored throughout the experiment by testing 
eye and hind-limb reflexes and respiration, and check-
ing for the absence of whiskers’ spontaneous move-
ments. Additional doses of Tiletamine and Xylazine 
(0.5 mg and 500 mg/100 g weight, respectively) were 
provided every hour to maintain a constant level of 
anesthesia. Surgical procedures were performed as 
described previously [5]. Briefly, under continuous 
monitoring of heartbeat and body temperature, win-
dows in the skull over the right somatosensory cortex 
S1 (− 1 ÷ − 4 AP, + 4 ÷ + 8 ML) and/or motor cortex 
M1 (+ 1 ÷ + 4 AP, 0 ÷ + 3 ML) were made [6, 7]. 
Meninges were opened wide around coordinates − 2.5 
AP, + 6 LM and +2.5 AP, +1.5 ML for S1 and M1, re-
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spectively, for the subsequent insertion of the re-
cording chips and diffusion of the drug (Fig. 1, right). 

 

            
Fig. 1. (Left) SEM micrograph of the tip of the TNC, with the tran-
sistors (1-4). Scale bar: 50 m. (Right) Magnification of the rat head 
with two chips, one for implant in S1cortex  and the other in M1 
cortex. The chips are shown in close proximity to the brain surface 
where the meninges have been cut. A tube connected to the piezo-
electric bender for the insertion of the whisker and stimulation is 
visible on the bottom-right. 

Contralateral whiskers were trimmed at 10 mm 
from the snout and individually deflected of ± 250 m 
in the anterior-posterior direction with a piezoelectric 
bender (PICMA™ Multilayer Bender Actuator; 
Physik Instrumente). Each whisker was individually 
inserted into a tube connected to the piezoelectric 
bender (Fig. 1, left) and the response was checked in 
S1 cortex at -640 m depth (corresponding to layer 
IV), in order to find the most responsive whisker (in 
terms of amplitude of signal) for the selected re-
cording point. The so-called “principal whisker” (PW) 
was then chosen for the recording session. Evoked 
LFPs were recorded in all the layers by moving the 
chip down in the cortex. For each recording depth, 50 
sweeps with 500 ms duration were recorded at 100 
kHz sampling rate, and averaged by means of a cus-
tom-made software developed in LabView (National 
Instruments). For inhibition of intracortical activity, 
the GABAA receptors agonist muscimol (500 M; 
Sigma-Aldrich) was applied as a gel onto the exposed 
brain. The diffusion of the drug was verified for a to-
tal time of 75 min, and the different contributions to 
the LFPs were studied by δ-source iCSD (inverse Cur-
rent Source Density) analysis, as previously described 
[5]. 

 

3 Results 

3.1 Recording of LFPs by means of TNC 
Whiskers on anesthetized rats were mechanically 

deflected by means of a piezoelectric bender. The 
LFPs evoked by the PW were recorded with a 80 m 
step by the TNC at different depths across all the lay-
ers of the S1 somatosensory cortex. In standard condi-
tion, i.e. without drugs application (Fig. 2, t=0), typi-
cal LFPs were recorded: in the central layers (IV-V) 
the signals showed a main negative peak about 15 ms 

after the stimulus onset. The main peak was antici-
pated by a minor positive peak only in the more super-
ficial layers. 

3.2 Inhibition of intracortical activity and 
isolation of thalamic inputs 
It has been demonstrated that the application of 

the GABAA receptors agonist muscimol causes a gen-
eralized inhibition of  intracortical circuits precluding 
their participation in sensory responses without elimi-
nating synaptic inputs from the thalamus. As a conse-
quence the recorded LFPs usually show a consistent 
reduction of amplitude [8, 9]. We applied a musci-
mol/agar gel (500 M) on the surface of the exposed 
brain and the LFPs evoked under PW stimulation 
were recorded every 15 min (Fig. 2). Already after 15 
min from muscimol application, the negative peaks at 
every depth were strongly reduced in amplitude, due 
to the inhibition of intracortical excitability. After 75 
min, only the thalamo-cortical contributions persisted. 
Muscimol effect was visible also as a reduction in the 
spontaneous brain activity (represented by the large 
oscillations at t = 0) that became almost completely 
suppressed after 30 minutes. 
 

 
Fig. 2. Averaged LFPs (n=50) under whiskers stimulation and mus-
cimol application. The stars indicate the stimulus onset. Scale bars 
(100 ms and 1 mV) refer to all the graphs. Depths in the cortex (in 
steps of 80 m) and corresponding layers are shown at the bottom, 
right. 

To study in detail the effect of muscimol diffusion 
through the somatosensory cortex, a δ-source iCSD 
analysis was performed (Fig. 3). This analysis allows 
to distinguish between inward and outward currents, 
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thus making it possible to study the propagation of the 
signals through the cortical layers. After 15 min of 
muscimol application the sinks (highlighted in yellow) 
were reduced, and new sources (coloured in red) ap-
peared in upper layers. After 30 min, sinks persisted 
only in deeper layers with low amplitudes. The reduc-
tion of sinks was stable throughout the experiment 
and was accompanied by a reduction of sources. Re-
sidual sources and sinks denoted the inputs from the 
thalamus. 

 
Fig. 3. δ-source iCSD analysis of averaged LFPs shown in Fig. 2, 
with highlighted sinks (yellow) and sources (red). Scale bars are 
expressed in A/mm3. 

3.3 Double implant of TNCs in S1 and M1 
cortexes for simultaneous recording of 
brain activity 
As a prototype of experiment for the investigation 

of brain circuits involved in sensory-motor control, 
evoked LFPs were recorded simultaneously by two 
chips implanted in the S1 and M1 cortexes of anesthe-
tized rats under mechanical single whisker stimula-
tion. In Fig. 4 the plots of the two brain areas re-
sponses at the same depths and at the same time are 
shown. 

 

  
Fig. 4. Example of double recording with two chips from S1 (left) 
and M1 (right) cortexes. Scale bars: 100 ms and 500 V. Stars indi-
cate the whisker stimulus onset. 

 

4 Conclusions 
A thorough understanding of the neuronal activity 

in the brain is a basic requirement for the development 
of reliable brain-machine interfaces. To this aim, mul-
tiple recording and/or stimulation sites integrated at 
high spatiotemporal resolution are needed. The results 
presented in this work demonstrate the reliability of 
the TNCs in performing high-resolution recordings of 
evoked activity from the brain of anesthetized rats, 
thus paving the way to the application of EOSFETs 
multi-transistor arrays in brain-machine interfaces. 
The application of CSD to signals recorded in the 
presence of specific neuronal receptors agonists (like 
muscimol) or antagonists allows for the detailed 
analysis of the contributions to the cortical activity 
from different regions of the brain (like the thalamus). 

Eventually, double implants demonstrated the 
possibility to record neuronal signals at the same time 
in two related regions, and open new perspectives on 
the use of TNCs in multiple implants to study the 
communication between correlated brain areas. 
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Abstract 
In this report, we describe an extracellular recording system consisting of a 4-channel programmable amplifier on 
a chip and a thin-film electrode substrate. We first developed a soft and flexible 3-μm-thick polyimide film sub-
strate supported on a 50-μm-wide square frame. Reducing the thickness of the substrate decreased its bending 
rigidity, potentially improving conformal contact with complex brain surfaces. For a microelectrode array recording 
system that can used in vivo and in vitro, we designed 4-channel programmable amplifier circuits on a 4.1 × 2.1 
mm2 chip using a 0.35-mm complementary metal–oxide–semiconductor (CMOS) process. We have characterized 
some of the individual components of the system and will evaluate the system as a whole in the near future. Fi-
nally, we describe possible applications of the system to detect small electrical signals from dissociated cortical 
neuronal cultures or in vivo brain tissue. 
 

1 Introduction 
Current auditory implants are effective for many 

individuals who are profoundly deaf or hard-of-
hearing, particularly if cochlear or auditory brainstem 
implants are employed when patients are young. The 
sound quality obtained with current implants, however, 
is not optimal for many individuals. To help overcome 
this issue, we have developed a tool to record neural 
responses by artificially connecting acoustic sensors 
to the peripheral auditory nervous system and re-
cording activity in the auditory cortex in response to 
electrical stimulation (Fig. 1). In this first report about 
our project, we address a sensing device and a CMOS 
large-scale integration (LSI) chip amplifier to record 
neural activity.  

2 Materials and methods 
A block diagram of the planned overall system is 

shown in Fig. 1. In this paper, we have focused on the 
last two blocks (thin film electrode and amplifier 
shown in gray).  

 
Fig. 1. Block diagram of an artificial peripheral auditory device and 
an in vivo recording system for the auditory cortex. 

Recording electrode device 
In conventional systems, thin electrode substrates 

(< 10 μm) are impractical for recording electrocorti-
cograms from complex brain surfaces because the 
films are not sufficiently rigid and robust to be ma-
nipulated effectively during fabrication or recordings. 
In contrast to conventional wafer-based electronics, 
however, we used a 3-μm-thick polyimide film sub-
strate that was soft and flexible with a 50-μm-wide, 
square supporting silicone frame (Fig. 2A). Reducing 
the thickness of the substrate decreased its bending 
rigidity, which may improve conformal contact with 
the surfaces of brain tissues.  

Polyimide film substrates are fabricated using 
standard photolithography [1]. Briefly, a 100-nm-
thick Al thin film was thermally deposited on Si sub-
strates. This film functioned as a sacrificial layer for 
the flexible electrode array. The Al thin film was 
coated with polyimide (Photoneece, PW-1500, Toray) 
and ultraviolet lithography was used to pattern the 
substrate structure. The polyimide film was cured at 
250°C for 2 hours under low-pressure conditions to 
avoid oxidizing the film. Electrodes were fabricated 
using a lift-off process. The surface was first coated 
with a lift-off photoresist (ZPN 1150, Zeon Corp.) and 
patterned to reflect the inverse structure of the elec-
trodes. A thin indium–tin–oxide (ITO) film (thickness, 
150 nm) was deposited on the entire region using ra-
diofrequency magnetron sputtering. Then, 10-nm-
thick Ti and 150-nm-thick Au films were deposited to 
cover the region occupied by the integrated electrodes. 
The thin films were patterned by dissolving the photo-
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resist. The surfaces of the electrodes except for the 
contact pads were insulated with a coating of the poly-
imide film. Polyimide was removed from the contact 
pads via the ultraviolet lithography of the polyimide 
film. The insulation layer made of the polyimide film 
was cured at 250°C for 2 hours. We etched the sacri-
ficial layer of aluminum film. Finally, the 200-μm-
thick Si substrate in the sensing area was removed us-
ing deep reactive ion etching, whereas the 50-μm-
wide supporting frame remained.  

Four-channel CMOS amplifier 
We also designed 4-channel programmable pre-

amplifier and postamplifier circuits on a 4.1 × 2.1 
mm2 chip using a 0.35-μm CMOS process for a mi-
croelectrode array recording system that can be used 
in vitro or in vivo. The power consumption was 6 mW 
per channel, although it is not still satisfied. The cut-
off frequencies of the high- and low-pass filters were 
selected to be 16 equal steps in the ranges of 1–100 
Hz and 2–10 kHz, respectively. The gain of the pre-
amplifier was 0, 20, or 40 dB, whereas that of 
postamplifier was 0, 6, 14, or 20 dB. The parameters 
of the LSI chip can be set using a personal computer 
and digital serial peripheral interface bus. 

 
Fig. 2. Polyimide film substrate (3-μm-think) with a 50-μm-wide 
supporting frame and 64 ITO sensing electrodes. 

3 Results 

Recording electrode device  
The thin polyimide film with a multielectrode ar-

ray was fabricated using standard photolithography 
[1]. On the polyimide film substrates, a transparent, 
conductive ITO layer was deposited to form the elec-
trode-array patterns via etching. In the standard pat-
tern, electrode terminals were arranged in an 8 × 8 
square grid (Fig. 2). In different versions of the poly-
imide film substrate, each terminal was a square with 
sides that were 10–50 μm in length, and neighboring 
terminals were separated by 50–250 μm. The different 
versions were intended to match the size of the pri-
mary auditory cortex in various rodents, including rats, 
mice, and guinea pigs. The ITO interface impedance 
in each channel was 2.0–2.5 kΩ at 1 kHz, whereas the 
reference/ground electrode impedance in the center of 

sensing area was 40–50 Ω at 1 kHz. Deep reactive ion 
etching was the most difficult part of the process be-
cause sensing electrodes were damaged by long peri-
ods of etching.   

Four-channel CMOS amplifier 
The CMOS LSI chip is shown in Fig. 3A. Ampli-

fier circuits for electrical neural signals should be low-
noise devices because extracellular signals are usually 
no more than a few hundred μV in the frequency 
range of 0.1–20 kHz. In our in vitro recording envi-
ronment [2], the noise level of each channel in the 
system was 100–200 μV. The level was larger than we 
expected and is relatively high for the detection of 
neural activity.   

 
Fig. 3. (A) Four-channel programmable amplifier (4.1 × 2.1 mm2 
CMOS LSI chip). (B) Evaluation board to test characteristics of the 
device. 

4 Conclusion 
We have developed a bio-interface system con-

taining a 3-μm-thick polyimide film and an ITO mul-
tielectrode array. The system is soft and flexible com-
pared with conventional wafer-based electronic de-
vices. Reducing the thickness of the substrate 
decreased the bending rigidity, which may improve 
conformal contact with brain surfaces. Next, we plan 
to employ this system to record evoked neural re-
sponses in the primary auditory cortices of rodents 
using both electrocorticography and optical imaging 
of voltage-sensitive dyes. The noise level in the cur-
rent recording system, however, is larger than ex-
pected, and initial efforts will focus on resolving this 
issue.  
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Abstract 
This work presents the design, fabrication and characterization of neural probes. 15 different electrode 
configurations on multi-electrode-probes have been investigated. Additionally to the classic linear approach, there 
are configurations with tetrodes and electrodes at the border of the shaft. For packaging of the probes a rigid flex 
board with ZIF connector is used. A number of electrodes are currently in use for in-vivo measurements. 
 

1 Introduction 
Designing multi-electrode-probes for recording 

brain activity [1] leads to the challenge of placing a 
high number of electrodes into the brain cortex. In 
order to reduce mechanical impact on the brain, the 
size of the needles should be decreased to a minimum. 
However, in order to gather more information from 
the cortex, the number of electrodes should be as large 
as possible. The aim of this work is to find a balance 
between required space and gathered information. 

2 Design and Fabrication 

2.1 Electrode Layout 
Needle electrodes with different electrode 

configurations have been designed and fabricated: 
linear, tetrode and border (Fig. 1).  

 

 
Fig. 1. Different layouts of the MEAs (not to scale). 

Each shaft (length: 2.6mm, width: 140µm) 
contains 16 electrodes and one contact at the tip which 
acts as a reference electrode. Moreover, during 
implantation it is used to detect the moment when the 
probe penetrates the cortex and to monitor the 
implantation depth. The linear configuration is a 
classical approach which provides information on the 
depths of the cortex layers. Furthermore, the tetrode 
configuration adds a possibility to range the neurons 
via triangulation and the novel border configuration 

increases the span of measurable neurons by those 
situated on the back of the probe (Fig. 2 & 3).  

 

 
Fig. 2. Active zone of electrodes. 

 

 
Fig. 3. SEM picture of border electrode at MEA edge. 

There are 3 electrode sizes (100μm2, 150μm2 and 
314μm2). Additionally, the distance between the 
tetrode electrodes (d1 in Fig. 4) is altered between 
45μm, 65μm and 85μm whereas d2 is kept constant at 
200µm. This leads to 15 configurations. 

 

 
Fig. 4. Distances between tetrode electrodes. 
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2.2 Electrode Fabrication 
SOI wafers (20µm device layer on 400µm handle 

wafer) are isolated with LPCVD silicon nitride. A 
250nm platinum layer is sputtered and structured with 
a stack of chromium, gold and photoresist (PR) by 
combination of wet etching and physically etching 
(PC340, Ar plasma). After the platinum is structured, 
the conductors are isolated with a PECVD silicon 
nitride (thickness and stress of both nitrides are chosen 
to minimize the remaining stress on the probe shaft). 
The PECVD silicon nitride is opened at the electrode 
sites (Fig. 3) and the bondpads. After DRIE etching 
the front and back and wet etching the oxide layer, the 
probes are separated. 

Each probe is glued (Delo Katiobond GE680 [2]) 
to the edge of a rigid flex board (left image in Fig. 5). 
The 17 contacts are Al-wire bonded and coated in 
epoxy (Delo Katiobond GE680, right image in Fig. 5). 
The rigid flex board containing the MEA is 
electrically ZIF connected to a headstage (Plexon 
HST/8o50-G20-TR) via an adapter (Fig. 6). Thus the 
ZIF connectors replace soldering of connectors to 
every probe. The flexible cable additionally offers 
more flexibility during characterization. 

 

  
Fig. 5. MEA glued at tip of rigid flex board.  
Left: before bonding, right: bonded and coated. 

 

 
Fig. 6. MEA at tip of rigid flex board, with OMNETICS adapter for 
headstage (not mounted). 

 

 
Fig. 7. Schematic view of the mechanical and electrical connection 
of the probe to a rigid flex board (not to scale). 

3 Results 
The electrodes were characterized using electro 

impedance spectroscopy. Results for one electrode are 
shown in Fig. 8. 

All electrodes are currently being characterized 
in-vivo to evaluate the influence of electrode size and 
configuration on signal quality during acute 
recordings in rats. 

 

 
Fig. 8. EIS measurement of one electrode. 

4 Conclusion and Outlook 
A number of electrode configurations are 

fabricated, electrically characterized and are currently 
in use for in-vivo measurements. 

The usage of rigid flex boards saves time and 
effort by replacing soldering with ZIF-connectors. 

The next step will be replacing the rigid flex cable 
by a flexible polyimide cable to allow miniaturization 
of the cable and long-time implantation. 
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Abstract 
Current implantable brain devices for clinical and research applications require that each electrode is individually 
wired to a separate electronic system.  Establishing a high-resolution interface over broad regions of the brain is 
infeasible under this constraint, as an electrode array with thousands of passive contacts would require thousands 
of wires to be individually connected.  To overcome this limitation, we have developed new implantable electrode 
array technology that incorporates active, flexible electronics.  This technology has enabled extremely flexible ar-
rays of 720 and soon thousands of multiplexed and amplified sensors spaced as closely as 250 µm apart, con-
nected using just a few wires.   

1 Introduction 
Due to the prior technological limitation of wiring 

each electrode individually, it has not been possible to 
record high density, 2-dimensional (2-D) µECoG.  In 
initial experiments using a 360-sensor array (10 mm x 
9mm) we discovered recurring spatio-temporal (ST) 
patterns in a feline model of epilepsy, motivating new 
analytical methods for studying µECoG signals and 
continued electrode development towards higher den-
sity arrays with broader coverage. 

 
Fig. 1. High-resolution (500 µm spacing), flexible, active electrode 
array with 360 amplified and multiplexed electrodes.  Only 39 wires 
are needed to sample from all of the 360 electrodes simultaneously. 

2 Methods 
Using a 360 channel, high-density active elec-

trode array with 500 µm resolution, we explore ST 
patterns of local field potential spikes that occur 

within the surface area traditionally occupied by a 
single clinical electrode.  We record subdural micro-
electrocorticographic (µECoG) signals in vivo from a 
feline model of acute neocortical epileptiform spikes 
and seizures induced with local administration of the 
GABA antagonist picrotoxin.  To analyze the data, we 
employ a clustering algorithm to separate 2-D spike 
patterns and to isolate distinct classes of spikes unique 
to the ictal state.  Our findings indicate that the 2-D 
patterns can be used to distinguish seizures from the 
non-seizure state. 

3 Results 
We find two statistically significant ST patterns 

that uniquely characterize ictal epochs.  Additionally, 
we present the most recent development of our array 
technology and examples of retinotopic and tonotopic 
maps produced from in vivo recordings.   

4 Conclusion 
New high density micro-electrocorticographic 

(µECoG) devices yield an unprecedented level of spa-
tial and temporal resolution for recording distributed 
neural networks.  Our characterization of 2-D spikes 
demonstrates that millimeter-scale ST spike dynamics 
contain useful information about ictal state.  Further 
work will investigate whether patterns we identify can 
increase our understanding of seizure dynamics and 
their underlying mechanisms and inform new electri-
cal stimulation protocols for seizure termination.  
µECoG is only one of the many possible applications 
of this technology, which also include cardiac, periph-
eral nerve and retinal prosthetic devices.   
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