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Foreword

Substrate-Integrated Microelectrode Arrays:

Electrophysiological Tools for Neuroscience, Biotechnology and Biomedical Engineering
6" International Meeting on Substrate-Integrated Microelectrode Arrays, July 8-11, 2008, Reutlingen, Germany

The response to our invitation to the sixth interna-
tional meeting on substrate-integrated microelectrodes
has been overwhelming: we expect about 200 partici-
pants from all over the world. About 490 authors and
co-authors from 18 countries have submitted 147 con-
tributions for oral and poster presentations.

The MEA user community has grown since our
last meeting in Reutlingen in 2006. For the NMI it is
again an honour to welcome many new participants
and to greet the familiar faces of regular attendees. We
are particularly delighted that the biannual meeting
has become an established meeting place, attracting
not only students but also senior researchers, MEA
developers and new as well as experienced MEA us-
ers.
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Stimulation and recording of electrical activity in tissue slices with a
Microelectrode Array (MEA). The substrate-integrated electrodes
can be used both for stimulation and recording.

Today’s routinely-used MEAs are as simple as
those introduced by Thomas et al. 36 years ago (Exp
Cell Res 1972, 74:61-66). They consist of an array of
extracellular electrodes that are embedded in a bio-
compatible glass substrate. At the NMI, it was
Wilfried Nisch who began the development and fabri-
cation of MEASs 20 years ago. Many different layouts
and types of electrodes, optimized for a wide range of
applications, are now manufactured by the NMI and
delivered world-wide by Multi Channel Systems MCS
to academic and industrial laboratories.

What is the fascination behind this tool that led to
its acceptance in many fields of academic and indus-
trial research? It is not only the development and en-
gineering of new arrays involving thousands of elec-
trodes or sophisticated microsystems or nanotechnol-
ogy. It is rather the scientific urge to explore the
fundamental physiological and pathophysiological
brain functions. Cognitive functions such as associa-
tive learning, memory processes, emotions, visual per-
ception and speech recognition depend on several
neurons acting synchronically in space and time.
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Moreover, pathophysiological conditions such as epi-
lepsy, Alzheimer’s disease, or other mental impair-
ments have been shown to be associated with the dis-
turbed function of the neuronal networks.

MEAs enable the repeated simultaneous electrical
stimulation of and recording from multiple sites in cell
and tissue cultures over extended periods of time, up
to several months. Development, plasticity, circadian
rhythms and neuronal regeneration are examples of
applications that could particularly benefit from long-
term monitoring of neuronal activity, as they involve
processes that develop over extended periods of time.

In summary, MEAs are being used to address
numerous questions in neuroscience, neurotechnology
and cardiovascular research, and more than 300 publi-
cations are meanwhile available. MEAs are also in-
creasingly being used for drug testing in the pharma-
ceutical industry. New fields of applications have
arisen in neuronal and tissue engineering and stem cell
research. On-going challenges are the long-term stable
and multilocal feed-in of defined information into a
distributed network (e.g. in neuroprosthetics) and the
decoding and understanding of the activity of cell
populations.

"A time to make friends” was the motto of the
meeting in 2006 — and we, at the NMI, sincerely hope
that this spirit prevails again. We welcome you heart-
ily to Reutlingen and hope that the meeting will stimu-
late enthusiastic discussions, productive scientific ex-
change and trigger new answers to the ongoing chal-
lenges in the various fields of MEA technology and
applications.

BIOPRO Baden-Wirttemberg GmbH, as the state
agency for the promotion of modern biotechnology
and the life sciences, is again supporting the publica-
tion of the results that will be presented at this year’s
MEA meeting. In addition BIOPRO will help to dis-
tribute these findings to companies in Baden-
Wirttemberg in the pharmaceutical, biotechnology
and medical technology industries.

Enjoy the meeting!

Alfred Stett
Conference Chair;
Deputy Managing Director, NMI Reutlingen

Dr. Ralf Kindervater
CEO, BIOPRO Baden-Wiurttemberg GmbH
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Opening Keynote Lecture

The wide range of time scales involved in neural
excitability and synaptic transmission renders the tem-
poral structure of responses to recurring stimulus pres-
entations inherently variable on a trial-to-trial basis.
This is probably the most severe biophysical con-
straint on putative time-based primitives of stimulus
representation in neuronal networks.

Here we show that in spontaneously developing
large-scale random networks of cortical neurons in-
vitro, the order in which neurons are recruited follow-
ing each stimulus is a naturally emerging representa-

tion primitive that is invariant to significant temporal
changes in spike times. Using a small number of ran-
domly sampled neurons, the information about stimu-
lus position is fully retrievable from the recruitment
order. The connectivity that makes order-based repre-
sentation invariant to time warping is characterized by
“bottlenecks” — stations through which activity is re-
quired to pass in order to propagate further into the
network.

This study uncovers a simple and useful invariant
in a noisy biological network.
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MEA recording as a screening tool:
discovering mouse pheromones through recordings

from the olfactory system

Tim Holy

Washington University School of Medicine in Saint Louis, Missouri, US

E-mail address: holy@wustl.edu

Keynote Lecture

Vomeronasal sensory neurons (VSNSs), which de-
tect chemical cues for social communication (phero-
mones), present a remarkable example of cellular di-
versity in the nervous system: each VSNs expresses
just one receptor type, but collectively these neurons
express approximately 250 different receptor types.
Studying this sensory system, therefore, requires
methods like multielectrode array (MEA) recording
capable of observing activity in large numbers of sen-
sory neurons simultaneously. This complexity is one
of the reasons that little is known about the nature of
sensory coding in this system or even the chemical
identity of most mouse pheromones.

To identify the compounds that VSNs detect, we
screened chromatographic fractions of female mouse
urine for their ability to cause reproducible firing rate
increases using MEA recording. Active compounds
were found to be remarkably homogenous in their ba-
sic properties, with most being of low molecular
weight, moderate hydrophobicity, low volatility, and
possessing a negative electric charge. Purification and
structural analysis of active compounds revealed mul-
tiple sulfated steroids, of which two were identified as

ISBN 3-938345-05-5

sulfated glucocorticoids, including corticosterone 21-
sulfate. Sulfatase-treated urine extracts lost more than
80% of their activity, indicating that sulfated com-
pounds are the predominant VSN ligands in female
mouse urine. As measured by MEA recording, a col-
lection of 31 synthetic sulfated steroids triggered re-
sponses 30-fold more frequently than did a similarly-
sized stimulus set containing the majority of all previ-
ously-reported VSN ligands.

Collectively, VSNs detected all major classes of
sulfated steroids, but individual neurons were sensi-
tive to small variations in chemical structure. VSNs
from both males and females detected sulfated ster-
oids, but knockouts for the sensory transduction chan-
nel TRPC2 did not detect these compounds. Urine
concentrations of the two sulfated glucocorticoids in-
creased many-fold in stressed animals, indicating that
information about physiological status is encoded by
the urine concentration of particular sulfated steroids.
These results provide an unprecedented characteriza-
tion of the signals available for chemical communica-
tion among mice.
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Spontaneous Cingulate Oscillation Modulated by
Thalamic Inputs
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A slice preparation preserving the functional connection between medial thalamus (MT) and anterior
cingulate cortex (ACC) was developed recently from our lab. In the present study, we used potassium
channel blocker, 4-aminopyridine, (4AP) and GABAA antagonist, bicuculline to induce oscillation in
MT-ACC slice. The duration of oscillation is about 8.9 + 1.6 s, and the amplitude of oscillation is about
121.4 £ 11.6 mV. Electrical stimulation in either cortex or thalamus induced cingulate oscillation in an
all-or-none manner. And the duration and amplitude of oscillation evoked by thalamic stimulation were
significantly lower than those evoked by cortex stimulation. To evaluate the role of thalamic inputs in
oscillation, thalamic inputs were removed and the patterns of oscillation were examined. We found
that oscillation was significantly augmented after removing the thalamic inputs. Gap junction blocker-
carbenoxolone (CBX) was applied to investigate the role of gap junction involved in the oscillation, and
found that oscillation could be block by 100 uM CBX. The neuronal network maintained in our MT-
ACC slices is capable of generating spontaneous oscillation mediated by gap junction. Our results
strongly suggested that the 4-AP+bicuculline induced oscillation was modulated by thalamic inputs.
And the thalamic modulation of this cortical oscillation provides a useful model to further investigate
the synaptic plasticity in the thalamocingulate pathway.

1 Thalamic inhibition of the cingulate
oscillatory activities

1.1 Comparison of thalamic and direct corti-
cal stimulation evoked oscillation in MT-

ACC slice

Spontaneous oscillation could induce by the ap-
plication of 4AP (100 puM) +bicuculline (5 uM). Dura-
tion of oscillation is about 8.9 + 0.6 s, and amplitude
of oscillation is about 121.4 + 11.6 mV. Electrical
stimulation applied in either thalamus or cingulate
cortex (Fig. 1A) would invariably elicit the oscillatory
activities in a fixed pattern. The amplitude of the cin-
gulate oscillation evoked by various intensities of su-
prathreshold electrical stimulation in either thalamus
or cortex is not significantly different. These results
suggested that the electrical stimulation evoked cingu-
late cortical oscillation is an all-or-none event (Fig.
1B). Duration of oscillation is significantly longer in
cortex evoked oscillation compared to that evoked by Fig.1. Comparison of the patterns of oscillation evoked by thalamic

thalamic stimulation. and direct cortical stimulation (A) Location of electrical stimulation
site in thalamus and cortex. (B) Cingulate oscillation in response to
thalamic and cortical stimulation. The duration of oscillation evoked
by direct cortical stimulation (right panel) are significantly longer
than those evoked by thalamic stimulation (left panel).
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1.2 Thalamic modulation of the

oscillation

In order to study the role of the thalamic inputs in
the cingulate cortical oscillation, we performed field
potential recordings from slices with intact thalamo-
cingulate pathway and subsequent electrical re-
cordings were performed from slices in which the tha-
lamic inputs were removed (Fig. 2A). We compared
the pattern of the oscillation with and without tha-
lamocingulate pathway and found that the amplitude
and duration of the oscillation was significantly higher
after the pathway was removed (Fig. 2B). These re-
sults suggested that the overall effect of thalamic in-
puts in cingulate cortical oscillation is inhibitory. The
distribution of the oscillation onset tended to be more
dispersing without thalamic inputs. The existence of
multiple locations of the oscillation onsets when the
thalamic inputs is removed indicated that there are
many groups of neurons capable of generating oscilla-
tory activities distributed in the cortex. However,
when the thalamocingulate pathway is intact, Cg2 ar-
eas are highly regulated by thalamic inputs. And when
the thalamus activities become silent, more neurons in
the Cg2 fired in a synchronous manner to generate
oscillation due to disinhibiting effect.

Fig.2. Thalamic modulation of the cingulate oscillation. (A) Tha-
lamocingulate pathway was removed by a slight cut between the
boundaries of basal ganglia and thalamus. (B) The duration and am-
plitude of cingulate oscillation were singificnatly higher after re-
moving thalamic inputs.

2 Involvement of gap junction in cin-
gulate oscillatory activities

2.1 The role of gap junction in the synchro-

nization of the oscillation

The coherence of the oscillatory activities within
GABAergic networks is thought to be mediated by the
intercellular communication afforded by gap junc-
tions, electrotonic transmission via gap junctions lead-
ing to a predisposition for synchronized firing be-
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tween coupled cells. To investigate whether gap junc-
tions are involved in the generation of cingulate
cortical oscillation, a gap junction blocker, carbe-
noxolone (CBX) were added in the aCSF in the pres-
ence of 4-AP and bicuculline. Application of 50 uM
CBX lower the amplitude and duration of the oscilla-
tory activities, subsequent application of 100 puM
CBX further lower the amplitude. Spiralnolactone
(SPL, a mineralcorticoid receptor agonist) application
did not restore the oscillatory activities indicated that
CBX exert its effect via gap junction, but not through
mineralcorticoid receptor agonist (Fig. 3A). Cross cor-
relation index were used to study the time delay be-
tween signals (a measure of synchronization). We
found that CBX 25uM significantly lower the cross
correlation coefficient index (Fig. 3B), this result in-
dicated that gap junction influence the synchroniza-
tion of neuronal activities.

Fig.3. Gap junction blocker significantly lower the amplitude of
oscillation. (A) The application of CBX 100 uM significantly at-
tenuated the oscillation. And responses were not altered after appli-
cation of SPL 3 uM. (B) Selected area were used for analysis of
cross correlation index. The application of CBX 25 uM significantly
lower the cross correlation index.
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How Should We Think About Bursts?

Steve M. Potter
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Population bursts of action potentials are the most prominent feature of activity recorded from mam-
malian neuronal networks grown on MEAs. In the intact brain or spinal cord, they are considered vari-
ously as motor patterns, sensory gates, sleep spindles, UP-states, developmental signals, epileptiform
activity, or memories. | prefer to remain agnostic about what bursts “mean” in vitro, and to study them
in whatever way suits the purpose at hand. In this talk, | summarize MEA work from my lab over the
past decade, focusing on our continually changing perspectives on bursts, as new results and meth-
ods arrive.

Our overarching goal is to use MEAs and optics to study the basics of learning, memory, and informa-
tion processing. Cultured networks are more easily accessed, imaged, controlled, and manipulated
(physically, chemically, electrically, optically) than are any animal models, but it is important to keep in
mind their many limitations and simplifications. To bring them closer to animal models, we developed
the idea of embodying cultured networks, so they could interact with the world, express behavior and
receive sensory input.”” We developed ways to control bursting, and have recently verified that by do-
ing so, one can more reliably study learning in vitro.

1 Introduction

Our first embodied cultured network consisted of
a network of ~50,000 neurons and glia from rat cor-
tex, grown on the 60-electrode MEA from Multichan-
nel Systems, connected to a virtual rat in a virtual
world.? The spiking activity produced by the cultured
network, dominated by population bursts, was classi-
fied in real-time using an adaptive nearest-neighbor
clustering algorithm.? The burst clusters were assigned
to control behaviors of the simulated animal, or ani-
mat. We created the software and hardware necessary
to make a closed-loop system, whereby the sensory
input to the neurally-controlled animat was converted
to electrical stimuli for the cultured network.™**® We
observed that certain types of burst patterns, or more
generally, spatio-temporal activity patterns (STAPS),
tended to recur more often than others, and that sen-
sory feedback created a greater diversity of STAPs
expressed by the network.? Unfortunately, the neu-
rally—controlled animat showed no lasting changes in
behaviour as a result of interaction with its simulated
environment.

2 Bursts are Bad!

We noticed early on that when a cultured network
receives continuous input, e.g., from the sensory sys-
tem of its embodiment, its tendency toward dish-wide
bursts diminishes. This led to the view of bursts as
pathological activity patterns resulting from deafferen-
tation, or sensory deprivation. Probably due to large

culture-to-culture differences in the level of spontane-
ous bursting,” we had a difficult time demonstrating
reliable learning in cultured networks,® and were un-
able to replicate the in vitro learning results of oth-
ers.”* We hypothesized that perhaps bursts were eras-
ing any memories we tried to encode in the networks
via electrical stimuli. One can easily reduce or elimi-
nate population bursts by pharmacological manipula-
tions, such as high magnesium or excitatory synaptic
blockers. But those produce an “anesthetized” culture,
likely to have little capability for learning-related plas-
ticity. Therefore, we developed a more natural means
to prevent bursts. Artificial “sensory background” is
delivered to the networks using distributed, low-
frequency stimulation (~1 Hz/electrode across 10-20
electrodes).” This allows the networks to continue to
respond to meaningful sensory input, and avoids inter-
ference with plasticity mechanisms that would occur
with pharmacological manipulation. We have recently
demonstrated that quieting bursts aids the induction
and detection of lasting functional plasticity (see Mad-
havan poster). It was necessary to develop analytical
tools to deal with the large ongoing drift in functional
connectivity of cultured networks, to reveal changes
induced by external stimuli.’® This plasticity can be
used to model goal-directed learning in embodied cul-
tured networks™® (see Chao poster). We conclude that
studies of learning in vitro should be carried out un-
der conditions where the networks are not sensory de-
prived.
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Even if one takes the view that population burst-
ing is bad, it may still be worth studying as a model
for deafferentation syndromes such as chronic pain
and epilepsy. This in vitro burst control work has re-
sulted in a project to use closed-loop burst quieting to
prevent seizures in epileptic rats, and eventually, hu-
mans (see Rolston poster).
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3 Bursts are Good!

Although neuronal networks cultured from disso-
ciated brain or spinal cord tissue are much less organ-
ized than in vivo, spontaneous bursts in MEA cultures
are not random. Clustering the STAPs of many bursts
revealed that each culture has fairly distinct patterns
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that get repeated at irregular intervals.>® We found
both gross patterns, involving the entire network of
thousands of neurons, as well as detailed sequences of
action potentials propagating through a few neurons.®
In this respect, MEA cultures replicated observations
of recurring bursts or “avalanches” in brain slices,®#
although they do not usually exhibit a power-law dis-
tribution of burst sizes, but either involve a few elec-
trodes or all active electrodes.” Since any given net-
work expresses a diversity of bursts with non-random
spatio-temporal structure, it is reasonable to think of
bursts as information carriers, or the expressions of
stored memories. We created new metrics to quantify
these patterns, such as the Center of Activity Trajec-
tory,® and have used them as reporters of changes in-
duced in a network’s input-output function by electri-
cal (or chemical) stimuli. These functional changes
can be thought of as learning. >**'2?!

Bursts may serve as signals that the developing
nervous system uses to form proper connections. Even
in vitro, we found that certain types of bursts such as
superbursts tend to occur most commonly at specific
stages in a culture’s development (Fig. 1)."° We col-
lected a large set of spontaneous and evoked activity
from many cultures across the first month in vitro.
These data®™® are available for others to study using
their own burst analysis tools or other techniques.?*

4 Bursting—What is next?

Along with the ability to control bursting by elec-
trical stimulation comes the ability to evoke bursts at
will. It is likely that the barrage of activity during a
population burst engages a variety of plasticity
mechanisms. Therefore, directed learning in cultured
networks may be best effected by taking advantage of
bursts by inducing them, rather than eliminating them
completely. This may explain earlier successes at in-
ducing functional plasticity in vitro using tetanic stim-
uli that repeatedly evoke bursts.”® Through the use of
a variety of electrodes and stimulus patterns to evoke
different classes of bursts, perhaps different types of
learning can be demonstrated.

The whole concept of “spontaneous activity”
loses its meaning in vivo, where all neural events are
initiated or greatly influenced by the continuous bar-
rage of sensory inputs delivered by the millions of
sensory axons leading to the brain. We often forget the
unusual situation provided by cultured networks, of
having zero input from the outside world — they are
in “sensory deprivation”. In cases where the network
is interfaced using stimulating MEAs, this is no longer
the case, and we have complete control of its inputs.
We suggest that by delivering artificial sensory input
continuously, cultured networks can serve as a more
realistic model of brain processes in vivo. Whether
bursts are bad or good, they provide a rich set of phe-

nomena for studying learning, memory, and pathology
in vitro and in vivo.
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Explaining burst profiles using models with realistic
parameters and plastic synapses
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One of the most prominent features of the electrical activity of dissociated cultured neural networks is
the phenomenon of network bursts. Profiles of the instantaneous firing rate during bursts vary in shape
and intensity during neuronal culture development. To shed some light on burst profile variability we
constructed “pacemaker-driven” random recurrent neural network models with both static and fre-
quency dependent synapses. We show variation of burst features by changing the network parame-

ters of the models. The best agreement was found by including synapses with short-term plasticity.

1 Introduction

We studied neural network collective behavior in
terms of synchronized network bursts (NB): namely
the formation and characteristics of bursts in cortical
neurons cultured on multi electrode arrays (MEAs). A
NB can be characterized by its profile, which is calcu-
lated as a (smoothed) estimation of the array-wide fir-
ing frequency [1, 2]. In this work we focused on three
NB profile shape parameters: half-widths of rising
phase (Rp), falling (Fp) phase and maximum firing
rate (mFr). A batch simulation of the artificial network
was used to generate bursts. We studied how profile
parameters depended upon network parameters, such
as average number of connections per neuron (con-
nectivity, C), excitatory fraction ratio (R) and the time
delay between pre-synaptic spike and post - synapse
response (transmission delay, D). The simulations pro-
duced NB features in ranges similar to experimental
data. These simulations help to understand the devel-
opment of the network structure throughout culture
life-time. Several mechanisms that modulate synaptic
transmission are active during bursts. These may
change the spatio-temporal structure of bursts on large
timescales through spike-timing dependent plasticity
(including LTP and LTD). On small timescales, short-
term plasticity (STP) (e.g. facilitation and depression
phenomena) may affect firing rates during bursts. To
test its influence, we used synapse models with and
without STP.

2 Methods

We used spontaneous recordings previously used
in [1]. Shortly, we obtained neocortical neurons from
1-day old Wistar rats. Cultures of dissociated neurons
were grown on MEAs and 2 hour long recordings
were made daily starting around 7 days in vitro (DIV).

We analyzed Rp, Fp and mFr as defined by van
Pelt et al. [2] from experimental spontaneous bursting
activity over a period from 9 to 36 DIV. In order to
mimic these features we constructed several spiking
models of a recurrent neural network with random
sparse connectivity maps. In brief, we used the quad-
ratic integrate and fire neuronal model by Izhikevich
[3], and static and frequency dependent synapse mod-
els by Tsodyks et al. [4]. We approximated the ranges
of C during culture development from experimental
counting of van Huizen’s et al. [5]. D was set in the
range according to experimental findings of Muller et
al. [6]. R was set in the range between 70% and 90%
according to [7]. We ran batch simulation with nor-
mally distributed connectivity around C = {50, 100,
..., 550}, transmission delays around D = {5, 10, 15,
20} msec and excitatory fraction ratio R = {70, 80,
90}%. Synaptic strengths were normally distributed
between 0 and 1 mV. We introduced inhomogeneous
distribution of synaptic strength (up to 12 mV) and
intrinsic activation in small neuronal subsets (i.e.
‘pacemakers’) into network models. The total number
of neurons was 5000.

Network simulations were performed using both
modified CSIM simulator [8] and C programming lan-
guage (in MEX-file) in a Matlab environment (the
MathWorks, Inc) on a PC compatible platform. We
used Euler’s method to integrate neuronal and synap-
tic model equations with 1 ms simulation step.

The same NB parameters as in the experiments
were calculated from the simulated spike trains and
their sensitivity to variations of the network parame-
ters C, R and D.

In this report we present several sensitivity plots
of the mFr, Rp and Fp to variation of the connectivity
C in order to compare simulated and experimental
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data. The detailed results on the sensitivity analysis
will be reported elsewhere.

3 Results

Figure 1 summarizes the development of three
NB profile parameters acquired from 7 cortical cul-
tures. In brief, mFr increases, Rp and Fp are more var-
ied in first 3 weeks in vitro; mFr decreases, Rp and Fp
are stabilized thereafter.
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Fig. 1. Dynamics of three NB features: maximum firing rate (A),
half-width of rising phase (B) and falling phase (C). Mean and stan-
dard deviation (SD) values were averaged from burst profiles on
each day of recording from 7 neural cultures. In general, mFr rises
in the first and second week in vitro and decays in the third week.
Cultures older than 3 weeks show more or less constant value with
smaller SD.

Figures 2a and b show sensitivity curves for NB
profile parameters to the connectivity C in the net-
work simulations with static synapses. Network activ-
ity increases with higher C (see fig 2a) and decreases
with longer D and lower R (not shown here). Activity
developed into NBs in the simulations with C > 250.
Networks with high C and R, and short D produced
activity explosions as shown in figure 2a at C = 450.
Except for these explosions, simulated NB features
resemble those of experimental data in the networks
when D ranges from 5 to 20 msec, R from 70 to 90%
and C between 350 and 550 (not shown here).
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Fig. 2. Sensitivity curves for the connectivity; their effect on
the NB profile in NN models with static synapses. A: Mean curves
and standard deviation are plotted for the maximum firing rate, B:
half-width rising and half-width falling phase, summary curves.

In the next simulation batch static synapses were
substituted for dynamic modelled by Tsodyks et al.
[4], in order to see the effect of STP on profiles. Fig-
ures 3a and 3b show changes in dynamics of the NB
parameters after introducing the adaptive synapses.
Here burst were detected in networks with smaller C
(around 150 - 200). STP rules allowed simulating net-
works with higher C without mFr explosions and less
varied Rp and Fp. These simulations mimic experi-
mental data better than previous, mainly for older cul-
tures, where Rp and Fp are stabilized around 15 msec.

4 Discussions

The highly connected networks with static syn-
apses produce NBs with higher firing rate and more
varied Rp and Fp values than the networks with dy-
namic synapses.

Following high variation of Rp and Fp values at
C> 400, simulated NB profiles generated using static
synapse model resemble profiles found in cultures
younger than 3 weeks in vitro. This corresponds to
elevated range of mFr values that can be found in ex-
perimental data. In older cultures mFr drops to the
values that correspond to values produced by network
models with smaller connectivity. Experimental data
acquired from cultures three weeks old, and older, are
reproduced by models with frequency dependent syn-
apses. Indeed, these findings are in agreement with
experimental data reported by Van Huizen et al.
(1985) [5]. They showed that average number of syn-
apses increases during development and reaches a
maximum at 3 weeks in vitro, after which it stabilizes
at a lower value.
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We show the influence of STP on stability of the
network activity through changes of network connec-
tivity. First, STP prevented networks from activity ex-
plosions; next, it stabilizes Rp and Fp at shorter time
values; and finally, it allows the networks to produce
activity in smaller connectivity ranges. These shorter
time ranges of Rp and Fp, which makes NB profiles
narrower than profiles in the network models with
static synapses, were caused by lower average firing
rates.

Acknowledgement

The work presented in this paper was funded by
the EU Marie-Curie Programme as part of the
Neurovers-IT project (MRTN-CT-2005-019247).

References

[1] J. Stegenga, J. le Feber, E. Marani and W.L.C. Rutten, (2008)
“Analysis of cultured neuronal networks using intra-burst fir-
ing characteristics,” IEEE Trans. Biomed. Eng. Pp 1382-1390

[2] J. Van Pelt, P. Wolters, M.A. Corner, W.L.C. Rutten, G.J.A.
Ramakers, (2004) Long-term characterization of firing dy-
namics of spontaneous bursts in cultured neural networks,
IEEE trans. BioMed. Eng. 51, 11, pp2051-2062.

[3] Izhikevich E. M., (2003) “Simple model of spiking neurons,”
IEEE Trans. Neural Networks, vol. 14, pp. 1569-1572, Nov.

[4] Tsodyks M., Uziel A. and Markram H., (2000) Synchrony
generation in recurrent networks with frequency-dependent
synapses, J. Neurosci. 20 RC50, p. 1.

[5] F.van Huizen, H.J. Romijn and A.M.M.C. Habets, (1985)
“Synaptogenesis in rat cerebral cortex is affected during
chonic blockade of spontaneous bioelectric activity by tetro-
dotoxin,” Dev. Brain Res., vol. 19, pp. 67-80, 1985

[6] T.H. Muller, D. Swandulla and H.U. Zeilhofer, (1997) “Syn-
aptic connectivity in cultured hypothalamic neuronal net-
works,” J. Neurophysiol. 77, pp. 3218-3225

[71 M. Toledo-Rodriguez, A. Gupta, Y. Wang, Cai Zhi Wu and H.
Markram, “Neocortex: basic neuron types,” in: M.A. Arbib,
Editor, The Handbook of Brain Theory and Neural Networks
(2nd edn ed.), MIT Press (2002) pp. 719-725

[8] T. Natschléger, H. Markram and W. Maass In: R. Kétter, Edi-
tor, Neuroscience Databases. A Practical Guide, Kluwer Aca-
demic Publishers, Boston, pp. 123-138, 2003

ISBN 3-938345-05-5

28 6" Int. Meeting on Substrate-Integrated Microelectrodes, 2008



Neuronal Dynamics and Plasticity

Spontaneous coordinated activity in cultured net-
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All higher order central nervous systems exhibit spontaneous neural activity, though the purpose and
mechanistic origin of such activity remains poorly understood. We explore the ignition and spread of
collective spontaneous electrophysiological burst activity in networks of cultured cortical neurons
growing on microelectrode arrays using information theory and first-spike-in-burst analysis methods.
We show the presence of burst leader neurons, which form a mono-synaptically connected primary
circuit, and initiate a majority of network bursts. Leader/follower firing delay times form temporally sta-
ble positively skewed distributions. Blocking inhibitory synapses usually results in shorter delay times
with reduced variance. These distributions are generalized characterizations of internal network dy-
namics and provide estimates of pair-wise synaptic distances. We show that mutual information be-
tween neural nodes is a function of distance, which is maintained under disinhibition. The resulting
analysis produces specific quantitative constraints and insights into the activation patterns of collective
neuronal activity in self-organized cortical networks, which may prove useful for models emulating

spontaneously active systems.

1 Introduction

Electrophysiological activity is aways present in
neural systems. Such spontaneous activity plays puta-
tive roles ranging from synaptic development and
maintenance [1,2,3] to anticipatory states [4] which
assist animals in reaching rapid decisions with limited
sensory input. Understanding the mechanisms of
spontaneously generated activity and interaction pat-
terns between neurons are, therefore, issues of sub-
stantial importance.

Over several decades, a large body of theoretical
analysis and experimental data suggests cortical neu-
ronal networks growing on microelectrode arrays
(MEAS) in vitro are useful experimental models of
neural assembly (e.g. [5,6,7]) though obvious limita-
tions are inherent to extrapolations between in vitro
and in vivo systems [8,9].

In this manuscript we present analysis of neuronal
interactions during spontaneous burst activity in vitro.
These collective high frequency action potential dis-
charges are well documented features of such net-
works (e.g. [10]) and have been shown to influence
learning and information processing by changing syn-
aptic properties [11,12]. Previous research has shown
that multiple ignition sites [10,13,14] recruit network
neurons to create network bursts. Here, temporal rela-
tionships between leader (first neuron to fire in a net-
work burst) and follower neurons are examined using

ISBN 3-938345-05-5

a first-spike-in-burst analysis method to create re-
sponse delay distributions (RDDs). Disinhibition with
bicuculline reveales changes in ignition site statistics
and follower responsiveness.

RDD features are found to provide estimates of
the distance between leader and follower neurons dur-
ing network activation. Similarly, mutual information
between neuronal pairs is shown to be correlated with
the distance between the two neurons in each pair.

Our approach reveals new insight into functional
connectivity and network organization which may be
useful for creating models of small to medium sized
neural networks.

2 Methods

2.1 Microelectrode array fabrication

In-house MEA fabrication is described in previ-
ous publications [15]). Briefly, glass plates with a
100-nanometer layer of indium-tin-oxide (ITO, Ap-
plied Films Corp., Boulder, CO) were photo etched to
create a recording matrix of 64 electrodes measuring
8-10 um in width and conductors leading to peripheral
amplifier contacts on a 5 x 5 ¢cm glass plate. Plates
were spin-insulated with methyltrimethoxysilane
resin, cured, and de-insulated at the electrode tips with
single laser shots. Exposed electrode terminals were
electroplated with colloidal gold to decrease imped-
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ance at 1 kHz to approximately 0.8 MQ. Butane
flaming followed by application of poly-D-lysine and
laminin helped cell adhesion. These microelectrode
arrays, featuring substrate integrated thin film conduc-
tors allow long-term, extracellular microvolt recording
of action potentials from 64 discrete sites in a neu-
ronal network.

2.2 Cell culture

Frontal cortices were dissected from 16 to 17 day
old mouse embryos. The tissue was mechanically
minced, enzymatically dissociated, triturated, and
combined with medium (Dulbecco's Modified Eagles
Medium (DMEM) supplemented with 10% fetal bo-
vine serum and 10% horse serum). Dissociated cells
(100k / ml) were seeded on MEAs with medium addi-
tion after cells had adhered (usually 2-3 hrs). After 5
days, cultures were fed DMEM supplemented with
5% horse serum (DMEM-5). Greater detail is pro-
vided in earlier publications [16]. Cultures were incu-
bated at 37 °C in a 10% CO2 atmosphere with 50%
medium changes performed twice a week until used
for experiments.

2.3 Electrophysiological Data Acquisition

For electrophysiological recordings, cultures were
assembled into a recording apparatus on an inverted
microscope connected to a two-stage, 64 channel am-
plification and signal processing system (Plexon Inc.,
Dallas). Cultures were maintained at a temperature of
37 °C, and pH of 7.4. The pH was maintained by a 10
ml / min flow of 10% CO2 in air into a cap on the
chamber block featuring a heated ITO window to pre-
vent condensation. Water evaporation was compen-
sated by a syringe pump (Harvard Instruments) with
the addition of 60 to 70 uL / hr sterile water. Details
of chamber assembly and recording procedures can be
found in previous papers [16]. Total system gain was
set at 10k and action potential (AP) activity with a
sampling resolution of 25 ps was recorded for later
analysis.

2.4 Electrophysiological Data Acquisition

To identify network bursts, recordings are parti-
tioned into 10 ms bins and number of spikes per bin is
determined. An upper and lower threshold algorithm
is used to identify network bursts. Upper threshold is
selected as 20% of all recorded spikes. The lower
threshold is found by rounding up the average bin
count and is generally set at 1 or 2 spikes/bin.

The algorithm finds the first bin count at least
equal to the lower threshold. Then, two possible sce-
narios are examined: (1) the number of spikes is
greater than or equal to the upper threshold which in-
dicates the start of a global burst. Bursts continue
while consecutive bin counts are at or above the lower

threshold. (2) Upper threshold is not reached. Bin is
marked as the potential beginning of a burst. Con-
secutive 10 ms bins are searching for one that satisfies
the upper threshold (a burst), or falls below the lower
threshold (no burst).

All network bursts end when a consecutive bin
falls below the lower threshold. Network bursts with
activity gaps of less than 100 ms are combined. The
first neuron in each burst (burst leader) to fire is re-
corded. The first spike each follower made in each
network burst is used to determine response (phase)
delays between leaders and followers.

2.5 Informational relationships

To quantify informational relaionships, neuronal
time series are digitized into 10 ms bins. If a neuron
fired within a bin, the bin is assigned a 1. If it did not
fire, the bin is assigned a 0. Mutual information (MI)
between neurons X and Y is calculated using
MI=2p(X,Y)*log2[p(X,Y)/p(X)p(Y)] where p(X,Y)
is the joint probability distribution and p(X) and p(Y)
are the single variable marginals [17,18]. Normalized
nutual information is found by dividing the Ml by the
smaller of the Shannon entropy of X or Y. Mutual in-
formation is 0 if and only if neurons X and Y are in-
dependent of each other.

3 Results

Major burst leaders

In 10 experimental networks, each recorded for at
least three hours, all neurons led at least one network
burst. However, only a small percentage, ( average
17%) are found to be major burst leaders (MBLs, Fig
1). Major burst leaders are defined as neurons that led
at least 4% (arbitrarily chosen) of all network bursts.
The set of MBLs are found to be relatively stable over
many hours, though individual leadership rates fluctu-
ated [19]. On average, MBLs led 84% of all network
bursts (Fig 1).

Neuronal spike rates do not appear directly linked
to burst leadership. In Fig 1, the percent spike activity
(percent of total activity a neuron contributes) is com-
pared to burst leadership under both native and bicu-
culline activity. It should be noted that MBLs are
some of the most active recorded neurons, but that ac-
tivity is not a good predictor of leadership.

Response delay distributions

For each MBL-follower pair, the aggregate of
their response delays (time between MBL starting a
burst, and follower responding) is represented as a re-
sponse delay distribution (RDD, Fig2). RDDs are ob-
served to be highly variable in nature and unique for
each leader/follower pair. Three important features are
extracted from a pair's RDD. (1) Minimum response
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delay (MRD) values. These are identified as the inter-
section of the rising edge of the distribution with a
value equal to 10% of the distributions peak. MRDs
represent the minimum time it takes a signal to travel
from a leader to a follower. Most MRDs are ap-
proximately 2 ms, but ranged up to 20 ms. (2) Peak
delay. The most probable delay time between leader
and follower onset. (3) Paired response correlation
(PRC). A measure of how likely a follower is to re-
spond to a given leader.

Fig. 1. Burst leadership (positive) and activity probability (negative)
is shown for neurons recorded in native activity (top) and under 40
UM bicuculline (bottom). Neurons leading with rates above an arbi-
trarily chosen cutoff (dashed line) are considered major burst lead-
ers. The addition of bicuculline changed the pool of major burst
leaders which are stable during native activity.

Primary circuit

All MBLs exhibit high PRC (>70%) values with
respect to all other MBLs. Additionally MBLs have a
PRC value > 90% with respect to at least one other
MBL. Few non MBLs have PRC values of this magni-
tude. RDDs of MBL pairs show MRDs around 2 ms,
which suggests that the shortest path between two
MBLs is a single synapse [20]. Therefore, we con-
clude that MBLs form a highly connected 'primary
circuit' responsible for initiating the majority of all
network bursts and maintaining long term spontane-
ous activity.

Disinhibition with bicuculline

Disinhibition with 40uM bicuculline changes the
composition of MBL pools (Fig 1). In eight networks
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where bicuculline was added, there are 52 MBLs dur-
ing native activity and 48 after. Only 25 of the latter
are MBLs during both time periods. Bicuculline also
changes the nature of the response delay distributions.
Four unique changes are observed. (1) increased re-
sponsiveness to the MBL, (2) overall shift of the dis-
tribution to shorter phase delays, (3) response by pre-
viously unresponsive neurons, (4) rarely, peak and
MRD shift to higher phase delays. There are no ob-
served cases in which a follower became less respon-
sive to a burst leader. All four RDD changes could
happen to followers of the same burst leader.

Fig. 2. Response delay distribution for a single follower and two
burst leaders (2ms bins). Minimum response delays are depicted
with filled circles. Followers have unique responses to different
burst leaders.

Mutual information and distance

Previously, we showed that RDD features are af-
fected by distance from the burst leader [19]. Here we
apply an information theoretic approach to examine
whether all neuronal relationships are impacted by
distance from one another. In Fig 3, the mutual in-
formation for all neural pairs is calculated first under
native conditions, then after application of 40 puM bi-
cuculline. Values are then averaged for all exact dis-
tances. The mean is plotted as a point and the standard
error is indicated with error bars. We observe that, on
average, mutual information between neuronal pairs
drops as distance increases.

4 Discussion

We show that major burst leaders play an impor-
tant role in network activation. Together, they domi-
nate the initiation of spontaneous network firing
pattens by exciting the network. However activity
from a single MBL may not be enough to trigger the
rest of the network. Our finding that MBLs are well
connected to other MBLs through the primary circuit,
suggests that leadership may be a shared property, re-
quiring the combined activity of several highly con-
nected neurons [21].

Response delay distributions (RDDs) between
leader/follower pairs reveal the nature of the relation-
ship between these two neurons. Small minimum re-
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sponse delays correspond to the presence of short syn-
aptic pathways between a pair. Peak delay times show
the most probable path delay. Paired response correla-
tion show how effective a particular leader is at acti-
vating a follower. These values can be very different
for leaders of the same follower, suggesting that re-
cruitment may depend heavily on which neruon leads
a network burst.

Fig. 3. Average mutual information values and the distance between
neuronal pairs. The mutual information is measured before (top) and
after (bottom) the addition of 40 uM bicuculline. Information de-
creases as a function of distance in both cases.

Blocking inhibition with bicuculline led to an
immeadiate change in the burst leadership pool and
response delay distributions. The abruptness of this
change suggests that existing network circuitry re-
mains unchanged while only computational activities
are modified.

In a previous paper, we showed that RDD charac-
teristics are a function of distance [19]. Here we show
that mutal information between all neurons is also a
function of distance. While not suprising, these two
results show that burst propogation and mutual infor-
mation are both proportional to distance.

Network bursts are well known features of natural
nervous system activity. We hope that characteriza-
tions of collective activity patterns in these cultures
will guide new models and lead to improved biologi-
cally accurate models of the computational abilities of
the nervous system.
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Rat hippocampal neurons were cultured on a dish with 64 micro planer electrodes. A complex network
of neurons was formed and the network was able to distinguish patterns of action potentials evoked by
different electrical current inputs. We integrated a living neuronal network and a Khepera Il robot or
robot made by LEGO mindstorm NX kit as a body for contacting to outside world. Using self-tuning
fuzzy reasoning, we associated a distinct spatial pattern of evoked action potentials with a particular
phenomenon in the outside of the culture dish. We succeeded in performing collision avoidance be-
haviour with premised control rule sets. During collision avoidance, the responding pattern of evoked
action potentials was stable and robust against perturbation to spontaneous network activity. These
results suggest that a cultured neuronal network can represent particular states as symbols corre-

sponding to outside world.

1 Introduction

Rat hippocampal neurons reorganized a complex
network on microelectrodes array dish and the spon-
taneous action potentials were frequently observed.
The spontaneous activity was autonomous and was
performed without any external stimulation, suggest-
ing that interaction between neurons was fully active.
In other words, the living neuronal network had
autonomous internal state fluctuated by intaraction of
mutually connected neurons. We think that internal
state itself is main constituent of information process-
ing in the network. We tried to "link" that internal
state of the network and phenomenon in outside
world. Our aim is to elucidate how to make the inter-
nal state be grounded on the real world.

For this purpose, we performed closed-loop inter-
action between the living neuronal network and outer
world, using a neuro-robot hybrid system. The idea of
integration of a moving robot and a living neuronal
network providing for a closed-loop interaction be-
tween a neuronal network and outside world was
firstly proposed by Potter’s group as Hybrot [1]. In
their recent papers, robot or simulated robot were con-
troled by new statistic, the Center of neural activity
(CA) of responses within 100 ms after each electrical
stimulus. These responces were evoked by "prove"
stimulus applied to the neural network every 5 sec-
onds. "Prove stimuli" were mimicked sensory inputs
of animals, which were continuously derived to the
brain. They used well-designed stimulation protocols
and paid attention to make the neuronal network be
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stable. Interestingly, they also succeeded in goal-
directed learning.

Our approach in the neuro-robot is different from
their original concept in following two points.

1) Instead of continuous prove stimuli, we stimu-
late the neuronal network only when actual sensors
are activated.

2) We do not discriminate spontaneous activity
and activity evoked by sensor inputs. We treat the
spontaneous activity as representation of spontaneous
behavior or "thinking".

Indeed, in our brain, it is difficult to find "pure”
spontaneous activities because an animal brain con-
tinuously received numerous sensory inputs. Our
small-scaled neuronal network has not so many in-
puts, which is not contradiction, if scaling factor is
adequate. In addition, except for neurons directly con-
nected to sensors, neurons cannnot distinguish be-
tween signals originated from sensory input and sig-
nals originated from spontanousl activity. Similarly,
we does not discriminate spontaneous and sensory
evoked activity. In these principles, our idea that in-
ternal state itself is main constituent of information
processing in the network are reflected. We think a
responce of neuronal network is not tightly coupled to
an input from outer world. It seems that an input only
recall a particular internal state to the network. The
relationship between an object in outer world and an
internal state is loose and fluctuated by network dy-
namics. The relationship of a particular object and an
internal state of neuronal network linked to the object
is defined only by reproducibility of such relationship
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in experience of the cognitive system. This framework
is same as definition of “qualia” in "Mind and the
world order" by Lewis[2]. Neuronal network has his-
tory function of their activity, meaning the network is
received from past. Internal state itself is autonomous
but is influenced by inputs from past and sensors or
other unit in the total network system. If this influ-
enced internal state is loosely recalled reproducibly,
there is a sort of universals. We think the fluctuation
of such a sort of universals is resulted from" informa-
tion processing"” in the network, and it is, so to speak,
a decision making process of neuronal network

(Fig.1).

Muscle power

Or actuator speed v ..

Input from
outside world

Neuron
Assemblies

Input from “Past”
(history of internal state)

Fig. 1. A cognitive system and outside world.

In our paradigm, we do not perform conscious
control of the living neuronal network. Instead of that,
we tune interface between neurons and outer world.
After that, the neuronal network tunes itself in self-
organization manner. The direction of tuning is not
always suitable for reasonable behavior, so we need to
design the model for linking neurons with outer
world, estimating of tuning manner of the neuronal
network. Generally, the expectation is difficult and we
have to find the model by exploratory methods. This
point is resemble to the method for goal-directed
learning of Potter's group.

We use a Khepera Il robot for interfacing with a
living neuronal network and the outer world and suc-
ceeded in performing collision avoidance behaviour
with premised control rule sets. Using self-tuning
fuzzy reasoning, we associated a distinct spatial pat-
tern of electrical activity with a particular phenome-
non in the outside of the culture dish.

2 System Integration for Vitroid

2.1 Main framework of Vitroid

Vitroid concept

We call our neuro-robot system as "Vitroid" with
a direct coupling type of closed-loop interaction. The
system is a sort of “test tube” for cognitive agent
made by living component. A central processing unit
of Vitroid is a living neuronal network (LNN), and all
decision-making of the system is performed by the
network of neurons. Because of that concept, we pay
regard to LNN and perform no explicit manipulation
to LNN.

Living neuronal network (LNN)

Method for preparing LNN of rat hippocampal
neurons was described in previous papers. Our
method is modified conventional Banker's method.
Fig.2 indicates rat hippocampal neurons and glias cul-
tured on a multi electrode array dish. Number of neu-
rons was stable during culture days.

Fig. 2. An Example of LNN (E18D18). NeuN is a marker for nuclei
of neuron and S100 is a marker for glia. “E” indicates an micro elec-
trode. White bar indicates 50um.

Interpreters

The system requires at least 2 interpreters; one is
an “output interpreter” translating electrical activity
patterns into behaviours of robot and another is an
”input interpreter” translating outer phenomena into
electrical stimulation. These interpreters consist of the
coupling model for LNN and outside world. This re-
quirement is essential for Vitroid system. The inter-
preters in Vitroid are essential for performing reason-
able behaviours, because we can implement rules for
reasonable behaviour only in these interpreters, just
like couplings between actuator and sensor pairs in
robot designed by embodied cognitive science.
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Robot Body

We use a Khepera Il robot (K-Team) or Robot
constructed by LEGO mindstorm NXT kit for body of
Vitroid. In near future, we are also planning to imple-
ment cultivation equipments for LNN on a larger
moving unit, then the system become to be "test tube"
literally. In this paper we describe about Vitroid using
Khepera Il robot. C# and LabVIEW (National instru-
ments) was adopted for the programming language for
Vitroid. Values of 6 IR sensors of the Khepera Il robot
was translated into electrical stimulation pattern by an
input interpreter.

Closed-Loop Interaction

Electrical stimulation and detection of electrical
activity of neurons were performed by multisite re-
cording system for extracellular potentials (MED64
system, Alpha MED Science).

The current stimulation triggered certain internal
state. The spatio-temporal patterns of action potentials
evoked by different stimulations were not completely
same as each other but fluctuated by each trials
(fig.3). On the contrary, the patterns evoked by differ-
ent electrodes were quite different. So we conclude
that these different patterns were able to be used for
determination of different actuator speeds.

Fig. 3. An Example of spatio-temporal patterns of evoked action
potentials. Graphs are raster plots of APs. Left panel shows patterns
evoked by the stimulation to #51 electrode and Right shows patterns
evoked by the stimulation to #8 electrode. Each response was re-
corded at different trials.

We designed Vitroid system to determine speeds
of two actuators by output interpreter according to the
spatial pattern of electrical activity of neurons. There
are many candidate of such a translation algorithm.
We currently adopted "self-tuning fuzzy reasoning" in
this study. Fuzzy reasoning is not best much for the
system because required function is a kind of a pattern
recognition. We utilized a fuzzy reasoning unit as a
generator of an in-between value of motor speed. The
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system has two fuzzy reasoning units for input inter-
preters to determine stimulation patterns for two elec-
trodes, and two parallel self-tuning simplified fuzzy
reasoning units as output interpreters to control of the
speed of Right and left actuators. The output inter-
preter received eight inputs from LNN. Each input is
the number of detected action potentials per 50 ms
time windows. These fuzzy controllers consist of 256
fuzzy rules with eight inputs (Fig.4). Each input has
two types of fuzzy labels high-frequency and low-
frequency. 256 fuzzy rules is too large and over spec
for only two state recognition. But this large number
of rules is in order to describe all classified patterns of
action potentials in eight inputs. That is required
rather for analysis of neuronal activity, not for control.
The maximum frequency of the action potential in all
electrodes is made the maximum of the horizontal axis
of a membership function. The maximum membership
function assigned to the high-frequency label is at
three fourths of the points of maximum frequency, and
the maximum of the membership function assigned to
a low-frequency label was at one fourth of the points
of maximum frequency. For simplification, each mem-
bership function for all 8 ch inputs is the same func-
tion currently.

O - . .
Stimulation point

for a R obstacle

Stimulation point
for a L obstacle

8 outputs
Number of evoked AP in 50 mS time bin

Lol 2fof 7] 2[4 5|E'.'.'-110 Ziﬁé%buy

Rulel : /f E1 /s high andE2 /s Low and
‘ ..... Then AS /510

oe[ [ [ [ ] 1] 10

o8| u| L | m[ ]| ] H] 10

Actuator Speed

o[ [ [ 1] -

compatibility degree

/ 256 Rules / 2 set of units for L and R

| (0.8X10+0.8X10+0.2X2) / (0.8+0.8+0.2) = 9.11 |

Motor Speed

Fig. 4. Fuzzy reasoning used for pattern recognition.

Inputted pattern was compared to 256 pattern
templates constructed by fuzzy rules. According to
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similarity of inputted pattern to each template, com-
patibility degrees were calculated. Then a value of
motor speed was decided as weighted average of
value of consequent clause of each fuzzy rule.

Each value of consequent clause was tuned by
supervised learning. The tuning is performed by
minimization of differences between teacher signal
and output value of output interpreter. Learning unit
generates stimulation signals to a neuronal network
and optimal speeds of actuators as a teacher signal.
Then the system applied electrical stimulation to LNN
and compared the output value of interpreter and
teacher signal. This learning process make a coupling
model of evoked pattern of action potentials in LNN
and behavior of Vitroid in outside world.

Implementation of Vitroid

Vitroid was constructed by 5 independent pro-
grams and recording system for multiple-site extracel-
lular potentials, and two computers (Fig. 5). The
”Brain Server” program records electrical potentials
and detects action potentials of neurons from 8 ch of
electrodes. Fuzzy reasoning programs were imple-
mented in an output and an input interpreter, respec-
tively. The Client” program controled the robot. The
“multi Stimulator” program stimulates the neuronal
network according to stimulation pattern command
generated by an input interpreter. Programs exchange
processing data information mediated by a datasocket
transfer protocol (DSTP, National Instruments).

: PC1
_‘ DS'l ‘4— | Brain Server I‘\ DAQ
DS 2 Multi Stimulator :
’ M + Signal conditioner L
. Living Neuronal
Network (LNN)
: PC2
: AN
—P Output DS 3 :
H Interpreter .
Fuzzy Logic
= 2]
. | Client | RS232C |
/ . Sensors

Interpreter < DS 4

Fig. 5. Implementation of Vitroid.

2.2 Collision avoidance controlled by a LNN

Adequately tuned Vitroid succeeded in perform-
ing the zigzag run of between two walls arranged at
parallel, without collision with a wall (Fig. 6). Inputs
linked to ”L-side obstacles” or "R-side obstacles”
evoked reproducible pattern of electrical activity,

while spontaneous autonomous activity rather fluctu-
ated during experiments. The spatiotemporal pattern
of the network activity is determined not only by input
stimulation but also spontaneous internal states of the
network This is why the response of Vitroid was com-
pletely uniform.

——Input1
—— Input2
—+—Input3
=X Input4
—*—Input5
—*—Input6

= Input 7

| |~ inputs
—*—SPT/UR|

Number of action potentials
in 50 mS bin
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#- 255

—4+— 208
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Fig. 5. Collision avoidance of Vitroid. Picture of experimental
course, an example of trajectory of Vitroid, Number of action poten-
tials evoked by sensory inputs and compatibility degrees (p).

3 Conclusion

We integrated a LNN and a robot body using in-
terpreters for a direct coupling type of closed-loop in-
teraction. This cognitive system, Vitroid succeeded in
performing collision avoidance. Vitroid is a good
modelling system for novel synthetic intelligence.
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The precise temporal control of neuronal action potentials is essential for regulating many brain func-
tions. From the viewpoint of a neuron, the specific timings of afferent input from the action potentials of
its synaptic partners determines whether or not and when that neuron will fire its own action potential.
Tuning such input would provide a powerful mechanism to adjust neuron function and in turn, that of
the brain. However, axonal plasticity of action potential timing is counter to conventional notions of sta-
ble propagation and to the dominant theories of activity-dependent plasticity focusing on synaptic effi-
cacies. Here, we used a multi-electrode array to induce, detect, and track changes in action potential
propagation in multiple cortical neurons in vitro. We observed activity-dependent plasticity of propaga-
tion delays and amplitudes within minutes after applying patterned stimuli. The changes were activity-
dependent because they did not occur when the same stimulation was repeated while blocking iono-
tropic GABAergic and glutamatergic receptors. Induced changes were stable because their expres-
sion persisted in the presence of the synaptic receptor blockers. We conclude that, along with
changes in synaptic efficacy, propagation plasticity provides a cellular mechanism to tune neuronal

network function in vitro, and potentially learning and memory in the brain.

1 Introduction

The precise temporal control of neuronal action
potentials (APs) is essential for regulating many brain
functions. It was recently shown in a detailed tha-
lamo-cortical model that a single spike can alter activ-
ity across the entire cortex, within 2 seconds [1]. The
specific timings and amplitudes of afferent input from
the action potentials of a neuron’s presynaptic partners
determines whether or not and when that neuron will
fire its own AP, and whether a synapse will strengthen
or weaken, according to spike-timing dependent plas-
ticity and other well-known synaptic mechanisms. We
hypothesized that axonal plasticity of action potential
propagation could vary how information is processed
in the brain by regulating the timing and amplitude of
synaptic input impinging on a neuron.

Axons in the mammalian cortex have traditionally
been regarded as stable transmission cables. However,
this view is more likely due to a lack of, rather than
support from, experimental evidence [2] because their
small diameter (<1 um) makes direct recordings at
multiple sites difficult. Here we used cortical net-
works grown on MEAs to demonstrate AP propaga-
tion plasticity as an in vitro learning mechanism that
may also be important in vivo. We observed the oc-
currence of activity-dependent plasticity of action po-
tential propagation delays (up to 4 ms or 40% after
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minutes and 13 ms or 74% after hours) and ampli-
tudes (up to 87%) as they adapted to different patterns
of stimulation. See also reference [3].

2 Methods

Dense cultures of neurons and glia were prepared
and cultured from dissociated embryonic rat cortex as
previously described [4]. We previously developed
systems for stimulating and recording on any of an
MEA’s electrodes [5,6], and determined the types of
pulses that are optimal for eliciting APs [7]. By adding
synaptic blockers to the culture medium, we were able
to track and quantify evoked APs that propagate non-
synaptically through axons passing by two or more
electrodes, which we call direct APs or dAPs. We
used 3-4 week old cultures on 60-electrode arrays
(MEAG60, MultichannelSystems) and our MeaBench
[6] software to induce, detect, and track for hours the
changes in AP propagation in multiple neurons while
different patterned stimuli were applied repetitively.
The stimuli consisted of a probe pulse, delivered
every 4 sec, preceded 2 sec by a “context” pulse. The
location of the context electrode was varied every 40
min. The latencies of dAPs evoked by each probe
were measured with £10 ps precision, relative to the
probe pulse. dAP amplitudes were measured to less
than one pV by averaging. “Whole-dish probing”

6" Int. Meeting on Substrate-Integrated Microelectrodes, 2008 37



Neuronal Dynamics and Plasticity

(WDP) consisted of measuring responses to single
pulses delivered to each electrode, in random order, at
an aggregate rate of 10 Hz.

3 Results

In initial experiments done without blockers, we
observed statistically significant changes of dAP
propagation latencies and amplitudes when the con-
text electrode was varied. There were no significant
changes when the experiments were done with synap-
tic blockers present. In a second set of experiments
(Fig. 1), we carried out WDP in the presence of block-
ers, after a 5 hr period of low-frequency patterned

Fig. 1. Synaptic activity was needed to induce dAP latency and am-
plitude changes, while their expression was not dependent on synap-
tic transmission. (A) Experiment protocol. Synaptic APs were
blocked to eliminate the influence of ongoing synaptic activity, and
3 identical periods of WDP (shape and color coded) were applied
before and after the 5 hours and 20 minutes of patterned stimulation.
(B) Example extracellular voltage traces for two separate dAPs dur-
ing each whole-dish probing period (240 traces averaged). Changes
that accrued during the patterned stimulation persisted (blue square
to black triangle): they were not elastic reflections of ongoing syn-
aptic activity. Changes were minimal during patterned stimulation in
the presence of blockers (red circle to blue square): thus the signifi-
cant changes were not artifacts from the electrical stimulation or
from replacing media. (C) Statistics of dAP plasticity for all obser-
vations (mean + s.e.m. **P < 1e-6 and *P = 0.003. Wilcoxon signed
rank test for paired samples. n = 904 dAP trains. 5 cultures from 3
dissociations). (D) Changes in latency were not monotonically cor-
related to changes in amplitude (P = 0.22, p = 0.04; Spearman’s
rank correlation coefficient). The outlying data points, using an arbi-
trary cut-off at 10% of the distribution, were plotted with darker
dots.
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stimulation with blockers, then another WDP (with
blockers) after a 5 hr period of the very same se-
quence of patterned stimulation with no blockers.
Only the latter WDP showed statistically significant
induced plasticity of latencies and amplitudes. These
were up to *13 ms or 74%, with dAP amplitude
changes up to 87%. Thus, the induction of the ob-
served plasticity required synaptic transmission, while
its expression did not.

AP propagation plasticity provides a cellular
mechanism to tune neuronal network function in vitro,
and could be a hitherto unappreciated mechanism of
learning and memory in the brain as important as
changes in synaptic strength.
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To investigate the network response to trains of high-frequency stimulation, we started out with the
shortest possible train: a pair of stimuli. We used networks of dissociated cortical neurons cultured on
micro-electrode arrays. The research centred around the effects of one stimulus on the activity evoked
by the other. Therefore we applied single stimuli as well as pairs, and compared the evoked activity.
We investigated frequency dependence by modifying the distance between pulses in a pair in the
range of 10-125ms (8-100Hz). In our protocols the two stimuli in the pair were applied from the same

electrode, as well as from two separate electrodes.

1 Background

In this work we describe results from electrical-
stimulation protocols consisting of pairs of pulses ap-
plied to cultured cortical networks. At the used inter-
pulse intervals (IP1) we look for effects of the first
pulse on the response to the second.

Such fast effects have received only limited atten-
tion at the network level, even though these effects
presumably govern the frequency response of a net-
work. As such, insight in these phenomena is impor-
tant for understanding how networks respond to elec-
trical stimulation.

We distinguish early and late responses using a
window of 5-50 ms and 50-350 ms after the stimulus,
respectively because the mechanisms governing short-
term plasticity in immediately-evoked spikes may be
different from those that govern short-term plasticity
in evoked network bursts

Fig. 1. Stimulation protocols. The vertical grey bars indicate stimu-
lus timing at the electrode indicated on the y-axis. Panel A and B
show single and two-site protocols respectively. The horizontal axis
also indicates IP1 (IPI<10, 10<IP1<40 for the single-site protocol
and IPI1=66 and IP1=125ms for two-site) and the time between pairs
T (T=5-10 seconds). The number N of pairs in a phase is 50 for the
single-, and 300-400 for the two-site protocol.
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2 Methods

2.1 Experimental Protocol

The experiments consisted of phases with sponta-
neous activity, phases with single test stimuli and
phases with pairs of stimuli with identical parameters.
The within-pair delay (IPI) was the variable of inter-
est. The between-pair delay was 5 or 10 seconds;
identical to the delay between test stimuli. We com-
bined two datasets from experiments using networks
of dissociated rat cortex cultured on micro-electrode
arrays (MEAS). The two datasets comprised 14 and 8
experiments on 6 and 4 cultures respectively. For the
first dataset the two pulses (biphasic pulses, 400us per
phase, 1V peak-to-peak) were applied at separate elec-
trodes (two-site protocol, see Fig. 1B). In the second
dataset, pulses (biphasic pulses, 250us per phase,
1.5V peak-to-peak) were applied from a single elec-
trode (single-site protocol, see Fig. 1A), and the pro-
tocol was repeated for 5 electrodes per experiment. In
the first dataset we divided data in groups ‘very short
IPI” (IP1<10ms) and ‘short IPI” (10<IP1<40ms). In the
second dataset IPIs were 66 and 125ms.

2.2 Data analysis

We looked for an effect of the IPI on the size of
the response. We quantified the response on an elec-
trode by the average number of spikes after the test
stimulus or second stimulus of the pair on that elec-
trode. We excluded the stimulated electrode(s) and
electrodes that showed no response. We made a dis-
tinction between the early and late response using a
window of 5-50ms and 50-350ms after the stimulus
respectively. The difference between the response to a
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single stimulus, and to a pair was visualized in a scat-
ter plot with the test response and the pair response on
the horizontal and vertical axis respectively (see Fig-
ure 2). From this scatter plot we quantified the differ-
ence by counting the number of points above (sug-
gesting potentiation) and below (suggesting depres-
sion) the diagonal. We assessed significance by testing
whether the proportion of potentiation POP = #poten-
tiated / (#potentiated + #depressed), differed from 0.5.
Electrodes are either potentiated or depressed. That is,
there is no ‘no change’ band around the diagonal.

3 Results

The panels in Figure 2 illustrate the response size
at individual electrodes for both the paired-pulse pro-
tocol and the test stimulus for early- and late response
(rows) at the four levels of IPI (columns). The loca-

dt = 3-10ms, win = 50ms dt = 10-40ms, win = 50ms

tion of the point cloud with respect to the diagonal in-
dicates whether an increase or decrease in the re-
sponse size is more prominent. We did not test
whether experiments were homogeneously distributed
in the point clouds. Visual inspection indicated that
there were no individual experiments greatly influenc-
ing overall outcomes. The early response (see Meth-
ods) is increased by IPIs up to 66ms; (IP1<10:
POP=.68, n=93, p<.01, 10<IPI<40: POP= .67, NS,
IPI=66ms: POP=.70, n=172, p<.01). This is presuma-
bly due to a de facto increased stimulation efficacy.

The effect for the late response goes two ways for
increasing IPI. There is an increase (POP=.70, n=146,
p<.01) for 10<IPI<40ms, but depression for
IPI=125ms (POP=.24, n=242, p<.01). This is summa-
rized in Figure 3.

dt = 66ms, win = 50ms dt = 125ms, win = 50ms
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Fig. 2. Changes in the size of the response per electrode for different inter-pulse intervals. Symbols code for different experiments in a data-
set. On the x-axis is the response size for the series of test stimuli and on the y-axis the response size for the paired-pulse protocol. The panels
show results for different IPIs (columns) and early and late response (rows).
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4 Conclusions

Our results confirm the frequency dependence of
evoked activity, but they are new in that they describe
higher frequencies (>100Hz). As might be expected,
in general more stimulation yields more activity. But
we also show that the potentiation effects are different
for evoked spikes (early response) and evoked bursts

40

(late response). The data show the latter to have a
strong frequency dependence exhibiting potentiation
as well as depression when the second stimulus falls
in the evoked burst. For the evoked spikes, potentia-
tion seems to dissipate for an increasing inter-pulse
interval; more similar to single-cell cell results [1].

At the same time, more work is necessary to sepa-
rate neuronal mechanisms from changes in stimulus
efficacy.
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Epilepsy has a strong genetic component [1] and mutant mice lacking synapsins (Syn), a family of
abundant proteins of synaptic vesicles encoded by three genes (SYN I, Il and IIl) implicated in the
regulation of neurotransmitter release and synapse formation, are epileptic. The attacks appear in
mice after the third month of age and their severity increases with age and with the number of inacti-
vated SYN genes. We used micro-electrode arrays (MEAS) recordings to compare the neuronal net-
work activity of hippocampal brain slices and primary neurons from wild-type (WT) and Syn knockout
(KO) mice. We show the presence of sporadic spontaneous ictal discharges and a more intense elec-
trically- or chemically-evoked epileptiform activity in KO mice with a clear age-dependent aggravation.
Our results validate SynKO mice as an interesting experimental model of human genetic epilepsy in
view of the recent identification of SYN genes mutations in patients with partial temporal lobe or frontal

lobe epilepsy [2].

1 Introduction

Epilepsy is a neurological disorder that affects
people in every country throughout the world. Up to
5% of the world's population may experience a seizure
in their lives. About 40% of epilepsies have a genetic
etiology. The dissection of the genetic basis of epilep-
sies has been so far very difficult due to the numerous
genes involved [3]. Reports of epilepsy syndromes in
humans that are associated with several nonsense and
missense mutations in the synapsin (Syn) genes are
increasing [2, 4]. In this scenario, in vitro models such
as Syn knockout (KO) mice offer important clues on
human epilepsy, representing one of the best approach
to study neurophysiological mechanisms involved in
the generation of spontaneous seizures and to test new
antiepileptic drugs.

2 Materials and Methods

Horizontal cortical/hippocampal slices (0.3 mm
thick) were obtained from 15 days-, 6 months- and 1
year-old WT and Syn KO mice. Slices were trans-
ferred over a planar MEA (500-30 TiN internal refer-
ence, Multi Channel System® - MCS, Reutlingen,
Germany) coated with poly-ornithine (500ug/ml), and
fixed by the use of a little platinum anchor. Experi-
ments were performed at 34° C.

Hippocampal neurons extracted from embryos
(E17) of both SynKO and WT mice, were cultured on
planar MEAs (200-30 TiN, MCS) pre-treated with ad-
hesion factors (Poli-L-Lysine and Laminin). Record-

ings were performed between 19 and 22 days in
vitro (DIV) at 36.5° C
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2.1 Experimental Protocols

Network spontaneous activity were recorded and
sampled at 10 kHz in both slices and cultured neurons
for at least 20’. A 50’ recordings, under treatment
with the convulsant agent, 4-aminopyridine (4-AP;
200uM), was used to evaluate chemically-evoked epi-
leptiform activity in both slices and cultures. To study
electrically-evoked ictal discharges in hippocampal
slices, a biphasic pulses (500us @ +4V) were deliv-
ered by MEAs micro-electrodes at the level of the en-
torhinal cortex by using a commercial general-purpose
stimulus generator (MCS, STG 2008).

3 Results

SynKO cortical/hippocampal slices from 6
months old mice showed a clear epileptiform activity
characterized by sporadic spontaneous interictal (1-1C)
events and ictal (IC) discharges (Fig.1), which were
absent in WT mice. An electrical stimulation applied
at the level of the entorhinal cortex, completely inef-
fective in WT slices, elicited in most cases IC and I-I1C
waveforms in SynKO slices.

The application of the convulsant agent, 4-AP
(200 puM) [5] to slices from young mice (15 days old)
induced a sustained I-IC activity and rare IC dis-
charges in both WT and SynKO slices (Fig.2). How-
ever, I-1C frequency recorded in SynKO (0.3 Hz) was
higher than that recorded in the same region of WT
(0.15 Hz) slices, while the analysis of IC incidence
and frequency showed no marked changes comparing
WT with SynKO slices.
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Fig. 1. Spontaneous IC discharges (B) recorded in acute horizontal
brain slices (A) obtained from 3-months-old SynKO mice

The epileptiform activity of SynKO slices evoked
by 4-AP stimulation, was also studied in slices ob-
tained from older mice (1 year-old), revealing a clear
age-related aggravation which paralleled the increase
in the severity of the epileptic phenotype observed in
vivo. The percentage of SynKO slices showing IC dis-
charges further increased, while in WT slices IC were
rarely observed. Interestingly, in 1 year old SynKO
mice, IC events decreased their duration but main-
tained the same frequency observed in 15 days old
animals.

Fig 2. Pattern of electrical activity induced by 4-AP in different
subfields of the brain slice: Entorhinal Cortex, DG. CA3 and CAl
(A) 1-IC and IC events evoked by application of 4-AP 200 uM. (B)
Some examples of the typical epileptic waveforms recorded from a
brain slice in presence of 4-AP: I-IC single-event, 1-IC multiple-
event and an IC discharge.

The MEA approach was also used to study basal
and 4-AP (100 uM) induced neuronal network activity
in hippocampal primary cultures obtained from WT
and SynKO mice embryos (Fig.3). Slow biphasic
waveforms lasting 40-80 msec, similar to the I-IC
events observed in slices, as well as sporadic, long-
lasting (5-15 sec) IC discharges, were recorded in
both WT and SynKO neuronal networks under 4-AP

treatment. The effect of the application of 4-AP 100
UM altered the electrical activity of SynKO cultures
inducing a higher I-IC frequency in SynKO than in
WT.

Fig 3. Pattern of electrical activity from (B) 20 DIV hippocampal
neuronal cultures in control condition (A) and under treatment with
4-AP 100uM (C).

4 Conclusions

These preliminary results indicate that SynKO
mice represent a reliable model of human epilepsy,
useful to study how neuronal network hyperexcita-
bilty due to mutations in SV proteins leads to the de-
velopment of epileptiform.
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Micro Electrode Arrays (MEAS) lend themselves to a careful investigation of the dynamics bound to
the re-organization of cortical cells after dissociation. The analysis of electrophysiological activity
changes during the in-vitro development gained an increasing interest in recent years [1][2]. Although
a first study on the response to low-frequency stimulation has been carried out [3], a detailed analysis
of how the long-term response to a low-frequency stimulus changes over weeks is still missing. Here,
we present such a study by comparing the activity of the pre- and post-stimulus phase of five con-
stantly stimulated cultures. As control study, we also report the spontaneous activity changes of one
culture belonging to the same batch of the stimulated ones, which never underwent electrical stimula-
tion.

1 Methods 2 Results

1.1 Cell preparation 2.1 Stimulated and not-stimulated cultures

Cultures of dissociated cortical neurons were ob-
tained from cerebral cortices of embryonic rats (E18),
through enzymatic (0.125% trypsin solution for 25-30
min at 37 °C) and mechanical dissociation. Cells were
plated onto 60-channel (one electrode used as internal
reference) TiN-SiN MEAs (Multi Channel Systems,
Reutlingen, Germany) at the final density of about
1600-2000 cells/mm?,

1.2 Experimental protocol

Nine cultures from the same batch were moni-
tored over four weeks in-vitro. The activity of the cul-
tures was measured twice a week from 10 up to 28
days in vitro (div).

Four cultures were never stimulated and their
only spontaneous activity was recorded for 30 minutes
during every recording session. Five cultures were
stimulated with a low frequency stimulus (0.2 Hz, bi-
phasic pulse, 1.5V peak-to-peak amplitude), delivered
sequentially from eight sites (three minutes per site).
Thirty minutes of spontaneous activity were recorded
before and after the stimulation phase during every
recording session. The percentage increment of the
Mean Firing Rate and the Mean Bursting Rate were
observed in the phases preceding and following the
stimulus.

ISBN 3-938345-05-5

show similar behavior over weeks

The Mean Bursting Rate (MBR) of cultures be-
longing to the same preparation undergoes similar
changes over weeks. As representative examples we
report in Fig. 1 and Fig. 3, the MBR changes of two
cultures which were, respectively, never stimulated
and constantly stimulated during their development
(see Methods for further details).

Fig. 1. Mean Bursting Rate changes of a never-stimulated culture
over weeks
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Fig. 2. Mean Bursting Rate changes of a constantly-stimulated cul-
ture over weeks. Both the values of the pre- and post-stimulus
phases are shown

2.2 Low-frequency stimulation shows long-

term activity changes over weeks

We stimulated five cultures during four weeks in
vitro, twice a week, and observed the changes in the
spontaneous activity before and after the application
of the stimulation protocol (see Methods for further
details).

Despite not all the cultures incremented their fir-
ing rate during all the developmental period after
stimulation (see Fig. 3, cultures 1 and 4, div 25) we
observed that, starting from the 21st div, the Mean
Bursting Rate of all the observed cultures actually in-
creased (see Fig. 4). Statistical tests confirmed that,
after the 21st div, the differences between the pre- and
post-stimulus Mean Bursting Rate were statistically
significant (data not shown).

Fig. 3. Percentage increment of the Mean Firing Rate in the
post-stimulus phase with respect to the pre-stimulus one.

Fig. 4. Percentage increment of the Mean Bursting Rate in the
post-stimulus phase with respect to the pre-stimulus one.

3 Conclusions

Cultures of dissociated neurons develop over time
by changing their patterns of activity. As an appropri-
ate means to understand when the cultures themselves
start to significantly respond to external stimulation in
a stable way, we constantly applied a low-frequency
stimulus twice a week starting from the second week
in vitro. We observed that, although every cultures has
its own behaviour during the first weeks, after the 21st
day in vitro, the constant low-frequency stimulation
drive the networks to increase their Mean Bursting
Rate for at least 30 minutes.
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In cortical brain networks, synaptic scaling appears to adjust the sum of synaptic inputs to produce a
characteristic rate of synaptic output (1), especially important during a certain critical period of devel-
opment (2). The output of a neuronal network as a function of synaptic inputs has not been explicitly
determined during the course of development. Here we measured the development of synaptic den-
sity in cultured hippocampal neurons over a 3 week period in two serum-free media and correlated the
expected increase in synapses with the increase in spontaneous spike rates to determine whether

spike rates increase linearly or at a higher power in developing neuronal networks.

1 Methods

In order to increase synaptic development in the
serum-free medium Neurobasal/B27™, we optimized
three additional components previously shown to pro-
mote synaptic development: creatine (3), estrogen (4),
and cholesterol (5). The primary hippocampal neu-
rons were isolated from E18 rat embryos and cultured
at 37°C in an atmosphere of 5% CO,, 9% O, on sub-
strates coated with poly-D-lysine. For measurement
of electrical activity, neurons were cultured at 500
cells/mm? on multi-electrode arrays. Signals were ac-
quired through an MEA 1060-BC amplifier (gain
1100, filtered at 8-3000Hz, sampled at 25 kHz) and
MCRack software (Multichannel Systems). Signals
were also analyzed with PCLAMP 9.0 software. At
1,2, and 3 weeks after plating, in the same culture
conditions, spontaneous spike activity was detected in
a one-minute recording period as the number of spikes
with amplitude exceeding five times the standard de-
viation of the baseline noise. Cultures of E18 hippo-
campal neurons were plated at 160 cells/mm? on glass
slips for immunostaining of synaptophysin, NRI,
GLUR1 and GABAg at synapses. One-half medium
changes every 4 days were performed. Recordings
and immunostains were collected at 1, 2, and 3 weeks.

2 Results

Once optimized, the resultant medium that we
call NbActivd™ (BrainBits LLC) produced higher
spike rates earlier (2-fold after one week and two
weeks) than the parent Neurobasal/B27™ (Fig. 1). At
3 weeks of development, spike rates were 8-fold
higher in NbActiv4™ than Neurobasal/B27™ (Fig.
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1). We immunostained separate cultures for the pre-
synaptic protein synaptophysin and the postsynaptic
AMPA receptor GIuR1. Analysis of these puncta in-
dicated that synaptic density increased with time in
culture, and to higher levels in NbActiv4™ than
Neurobasal/B27™ (data not shown). Similar in-
creases were noted for NMDA receptor and GABAag
receptor puncta, but the increase in excitatory trans-
mitter receptors (GIuR1 and NR1) exceeded that for
the inhibitory GABA receptor in NbActivdA™ com-
pared to Neurobasal/B27™ (data not shown). We de-
termined the efficacy of the developmental increase in
synapses by correlating the increase in synaptic den-
sity to the increase in spike rates (Fig. 2). For neu-
ronal networks in Neurobasal/B27™, spike rate scaled
as a power function of synapses with a coefficient of
2.8. For networks cultured in NbActiv4™, the expo-
nent was 75% larger at 4.9.

3 Conclusions

The higher exponent for neurons in NbActiv
indicates how important optimized nutrients are to
biological function and that early development allows
increases in characteristic rate. Many other factors
such as ion channel densities and their control by
kinases are integral to the process of transforming
synaptic input into action potential information, but
we used synapse density as a marker for a necessary
early component on the input side of information
processing. Although our cultures were seeded at a
low density to more easily resolve synapses in a plane,
the synapse density achieved varied with developmen-
tal time and nutrients up to 1500 synapses/neuron with

4™
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spike rates averaging 5 Hz. By comparison, develop-
ment of the internet has continued to grow exponen-
tially, while the volume of data transmitted has grown
even faster (Gilder’s Law), in support of Metcalfe’s
Law that the value of the network grows with the
square of the connectivity (6). Since brain data trans-
mitted as spikes scales at a higher exponent, as shown
here in two-dimensional networks, the mammalian
brain in 3 dimensions is likely to scale information
transfer at an even higher function of synapses. In the
mammalian brain, synapses per neuron are estimated
at 8000 in the mouse cortex, 18,000 in the rat hippo-
campus and 50,000 in the human cortex (7). Even
though our brain is slow by computer standards, a
clear processing advantage is evident by raising the
50,000 connections/neuron to a higher power.
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Fig. 1. Spontaneous activity of neurons cultured in Neurobasal/B27
(open bars, n=16) or NbActiv4 (closed bars, n=16) with activity
over 0.03 Hz.

Fig 2. Action potential frequency per synaptophysin density in-
creases at an exponential rate.  Spike frequency for neurons cul-
tured in NbActiv4 (closed point symbols, R? = 0.983, n=16) in-
creases exponentially as a function of synapses 1.75 times that in
Neurobasal/B27 (open point symbols, R? = 0.999, n=16). The data
were collected at developmental day 7 (circles), 14 (squares), and 21
(triangles).
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We developed an adaptive training algorithm, whereby an in vitro neocortical network learned to
modulate its dynamics and achieve pre-determined activity states within tens of minutes through the
application of patterned training stimuli using a multi-electrode array. A priori knowledge of functional
connectivity was not necessary. Instead, effective training sequences were continuously discovered
and refined based on real-time feedback of performance. The short-term dynamics in response to
training became engraved in the network, requiring progressively fewer training stimuli to achieve the
same results. Interestingly, a given sequence of stimuli did not induce the same plasticity, let alone
desired activity, when replayed to the network and no longer contingent on feedback. The results sug-
gest that even though a cultured network lacks the 3-D structure of the brain, it can learn, through

shaping, to show meaningful behaviour.

1 Introduction

To study learning and memory in vitro promises
to reveal basic mechanisms of network processing and
information storage. Because MEA cultures are easily
accessed and manipulated optically, physically, chemi-
cally, and electrically, they will allow links to be made
between functional and morphological plasticity. We
embodied dissociated cortical networks interfaced to
computers with MEAs by allowing them to control the
behaviour of a simulated animal (animat) or robot (hy-
brot) whose sensory system delivers electrical stimuli
to the networks in a closed-loop fashion [1]. We de-
veloped a learning protocol in which desired animat
behaviour is gradually shaped toward a goal criterion
by delivery of spatio-temporally patterned stimuli.
This low-frequency (~3Hz) training stimulation dif-
fers from most studies of cultured networks, where
plasticity was induced by high frequency tetanic
stimulation. Continuous low-frequency background
stimulation (~3Hz) was applied to stabilize accumu-
lated plasticity [2]. The shaping protocol was first
tested in a simulated model network of leaky inte-
grate-and-fire neurons with STDP and frequency-
dependent synapses [3]. It was then validated in living
MEA cultures.

2 Methods

Dense neuro-glial cultures were prepared and cul-
tured from dissociated embryonic rat cortex as previ-
ously described [4]. The network simulation was the
same one used in [2] and is described in detail in the
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supplement to [3]. The neurally-controlled animat
moved in a round field according to the network re-
sponse to a probe pulse that followed a Context-
control Probing Sequence (CPS). If the movement
was in the desired direction, Shuffled Background
Stimulation (SBS) was delivered at an average of 3Hz.
For incorrect behaviour, repeating spatiotemporal se-
quences of Patterned Training Stimulation (PTS) were
delivered for 6 sec (also 3Hz average). PTSs were
chosen from a large set of randomly generated se-
quences, with a probability that was updated accord-
ing to how successful that PTS was at shaping correct
behaviour (Fig. 1).

3 Results

The goal for the animat was to move toward the
center of the field. In most cases, the animat learned to
move correctly after a few minutes of closed-loop
training (Fig. 2A). Failed learning proved to be due to
poor choice of probe electrode location. With both the
simulated and living networks, we showed that no
successful learning resulted when the exact sequence
of stimuli from a previously successful experiment
were played back to the same network (Fig. 2B).
Learning required closed-loop feedback that was con-
tingent on the animat’s moment-to-moment behaviour,
and lasted over an hour.
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4 Conclusion

Stimuli of a few pulses, chosen from a random set
of spatiotemporal patterns, when delivered at the right
time in the right context, can gradually shape

Fig. 1. A. @ A single probe electrode was repetitively stimulated
every 6 seconds. After each stimulus, 100 msec of evoked responses
were recorded to form the 2-D Center of Activity (CA) vector. @

The CA was transformed ('1';) into incremental movement [dX, dY].
© If movement was within + 30° of the user-defined desired direc-
tion, a shuffled background stimulation (SBS) was delivered. Oth-
erwise, a set of patterned training stimulation (PTS) was delivered.
® Context-control probing sequences (CPS) were delivered after
SBS or PTS and before each probe. B. For unsuccessful movement,
a PTS (PTSy) was selected from a pool of 100 possibilities. The
probability of each PTS (Py(t)) being chosen later (Py(t+1)) in-
creased (blue) or decreased (red) depending on the success of the
motor output.

behaviour of non-layered (dissociated) cortical net-
works. Short-term functional changes on which the
sensory feedback is based are converted to long-term
learning. Similar training algorithms may work in the
human brain to help it adapt to artificial sensory input
delivered to the cortex with an MEA, for example,
proprioception signals from an artificial limb.
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Fig. 2. A. Learning curve for animat controlled by simulated LIF
network. At the “switch”, the sensory mapping of location to de-
sired direction was reversed, and the correct movement was re-
learned in a few min. B. Average learning curve for 23 experiments
on animats controlled by 6 living networks. When stimulation se-
quences were replayed to the networks (open-loop), independent of
behaviour, no learning resulted.

References

[1] Potter, S. M., Wagenaar, D. A., & DeMarse, T. B. (2006).
Closing the Loop: Stimulation Feedback Systems for Embod-
ied MEA Cultures. In M. Taketani & M. Baudry (Eds.), Ad-
vances in Network Electrophysiology using Multi-Electrode
Arrays. (pp. 215-242). New York: Springer.R. da Pisa A.
(1298): Le Livre des merveilles du monde. Poky Archive, 1, 1-
99

[2] Chao, Z. C., Wagenaar, D. A., & Potter, S. M. (2005). Effects
of random external background stimulation on network synap-
tic stability after tetanization: a modeling study. Neuroinfor-
matics, 3, 263-280.

[3] Chao, Z. C., Bakkum, D. J., & Potter, S. M. (2008). Shaping
Embodied Neural Networks for Adaptive Goal-directed Be-
havior. PLoS Computational Biology, 4(3): €1000042

[4] Potter, S. M. & DeMarse, T. B. (2001). A new approach to
neural cell culture for long-term studies. J. Neurosci. Methods,
110, 17-24.

ISBN 3-938345-05-5

48 6" Int. Meeting on Substrate-Integrated Microelectrodes, 2008



Neuronal Dynamics and Plasticity

Long term network plasticity in cortical assemblies

Michela Chiappalone™?*, Paolo Massobrio?, Sergio Martinoia®*

1 Department of Neuroscience and Brain Technology, Italian Institute of Technology, Genova (ltaly)
2 Department of Biophysical and Electronic Engineering, University of Genova, Genova (ltaly)
* Corresponding author. E-mail address: michela.chiappalone@unige.it

To investigate distributed synaptic plasticity at cell assembly level, we used dissociated cortical net-
works from embryonic rats grown on grids of 60 extracellular substrate-embedded electrodes (Micro-
Electrode Arrays, MEAS). We developed a set of experimental plasticity protocols based on the pairing
of tetanic bursts with low frequency stimuli (< 1Hz), delivered through two distinct channels of the ar-
ray (i.e. associative tetanic stimulation In/Out Phase). We tested our protocols on a large dataset of
stable cultures, selected on the basis of their initial level of spontaneous firing and their capability of
evoking spikes as a consequence of low frequency test stimuli. We found that the associative protocol
seems to produce more repeatable results and it is able to induce potentiation more than no change

or depression in the majority of cultures.

1 Introduction

Experimental investigations on the electrophysio-
logical behavior shown by neuronal assemblies repre-
sent a fundamental step towards understanding the
universal mechanisms of brain coding, learning and
memory. As recently reported [1, 2], to understand
such universal basis, it is important to investigate how
plasticity develops at network level. To address this
issue, we used networks of dissociated cortical neu-
rons directly grown onto Micro-Electrode Arrays
(MEAS). After a few days in culture, neurons connect
with each other with functionally active synapses and
form a random network that displays spontaneous
electrophysiological activity in the form of highly
complex temporal patterns, ranging from iso-
lated/random spiking to robust and rhythmic bursting
behavior. The spontaneous activity changes spontane-
ously during the in vitro development [3] and can be
modulated by chemical and electrical inputs [4], pro-
ducing short and/or long-term effects in the in synap-
tic efficacy and network dynamics.

2 Materials and Methods

Cortical neurons extracted from rat embryos
(E18) were cultured on planar arrays of 60 TiN/SiN
electrodes (Multi Channel Systems® - MCS, Reut-
lingen, Germany), pre-treated with adhesion factors
(Poli-L/D-Lysine and Laminin).

The experimental set-up is based on the MEAG0
System  (MultiChannelSystems, Reutlingen, Ger-
many). Details about the methods can be found in [3].

2.1 Experimental protocol

We developed an experimental protocol based on
four steps of stimulation:
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1. Test stimulus 1. Delivery of a test stimulus from
six-eight sites serially (50 biphasic pulses, 1.5V pp
250usec single-phase duration, frequency 0.2Hz).

2. Test stimulus 2. Repetition of point 1 (stability).

3. Tetanic stimulation. Three types:

a. Single tetanus, delivered from one channel,
chosen among the ones used for the test stimu-
lus.

b. Associative tetanus In Phase. A tetanus and a
train of pulses at 0.2 Hz (falling in the middle
of the tetanic burst) were delivered simultane-
ously from two stimulation sites.

c. Associative tetanus Out Phase. A tetanus and a
train of pulses at 0.2 Hz (in correspondence of
the silent period between two bursts of the teta-
nus) were delivered simultaneously from two
stimulation sites.

4. Test stimulus3. Comparison of the evoke re-
sponses for each channel.

2.2 Processing technique

Extracellularly recorded spikes are usually em-
bedded in biological and thermal noise and they can
be detected using a threshold based algorithm [5]. To
investigate the neural activity evoked by stimulation,
we computed the post-stimulus time histogram (i.e.
PSTH), which represents the impulse response of each
site of the neural preparation to electrical stimulation.
The PSTHSs were calculated by taking 600-msec time
windows from the recordings that follow each stimu-
lus. We then counted the number of spikes occurring
in a 2-4msec bin and divided this measure by the
number of stimuli [6].
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3 Results

Each cortical culture of our dataset was tested for
stability, then the evoked responses before and after
the application of the plasticity protocol were com-
pared. The changes induced by the application of the
plasticity protocol (Fig. 1) were evaluated by using
both the Post Stimulus Time Histograms (i.e. PSTHSs)
and the map of the effective connections [7].

Fig. 1. PSTH 8x8 map and effective connectivity map for three rep-
resentative experiments. Top: single tetanus. Center: In-phase. Bot-
tom: Out-phase. Left: the PSTH map, reproducing the layout of a
square MEA, reports the pre (black) and post-tetanus (red) histo-
gram for each recording electrode. The ‘X’ indicates the stimulating
electrodes. Right: the effective connectivity maps represents the
amount of the changes in terms of evoked response induced by a
specific plasticity protocol (green: depression, red: potentiation,
black: no change). The coloured circle stand for the stimulating
electrodes, the light blue is the electrode chosen for the tetanus de-
livery, the dark blue is the associative low-frequency stimulation
electrode. Note that the in-phase protocol (center) is the one produc-
ing the highest level of potentiation.

The main results we obtained can be summarized
as follows: (i) low frequency stimuli produce neither
short nor long-term changes in the evoked response of
the network; (ii) the associative tetanic stimulations
are able to induce plasticity in terms of significant in-
crease or decrease of the evoked activity in the whole
network; (iii), the amount of the change (i.e. increase
or decrease of the evoked firing) strongly depends
upon the specific features of the applied protocols
(Fig. 2); (iv) the potentiation induced by the in-phase
associative protocol has long-term effects (i.e. hours).

4 Conclusions

The obtained results demonstrate that large in vi-
tro cortical assemblies display Long Term Network
Potentiation (LTNP), a mechanism supposed to be in-
volved in the memory formation at cellular level. We
think that this study could represent a first step to-
wards understanding the plastic properties at neuronal
population level [8].

Single Tetanus
2

10.26% 3
38.46%

1
51.28%

Out Phase
29.41%

3
11.76%

1

58.82%
Fig. 2. Comparison of the three plasticity protocols applied to our
entire dataset. The in-phase associative protocol is the only one pro-
ducing the higher level of potentiation and no depression.
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Long term potentiation (LTP) of the schaffer collateral pathway in the hippocampus is the most studied
from of plasticity in the mammalian brain. To understand how information is stored in the brain re-
quires more knowledge not only about the initiation of LTP but also about the criteria necessary for the
establishment of the late phase of LTP. We made stable long term recordings (>5h) from acute hippo-
campal slices using microelectrode arrays (MEAS). In this study we demonstrate that acute hippo-
campal slices of genetically modified rats can be used to dissect signaling pathways important for the

induction and maintenance phases of L-LTP.

1 Introduction

Since the discovery that central nervous system
synapses have the ability to alter their synaptic
strength as a response to changes in synaptic activity,
the term synaptic plasticity has become one of the
most studied concepts in neurophysiology. Long term
potentiation (LTP) in schaffer collaterals of the hippo-
campus is NMDA receptor-dependent and, once initi-
ated, persistent for hours to days and serves therefore
as a model for learning and memory. Much interest is
focused on the initiation of LTP but less is known
about the mechanisms which make LTP persist for
such extended time periods. This is partly due to the
difficulty of maintaining stable recordings over sev-
eral hours from acute slice preparations. Planar elec-
trodes embedded into the surface of MEAs offer sta-
ble extracellular field recordings from up to 60 points
on a brain slice [1]. In this study, we demonstrate that
LTP recordings using MEAs provide a suitable tech-
nique to dissect the signalling pathways important for
the induction and maintenance phases of LTP in acute
slices of genetically modified animals.

2 Material and Methods

We established field EPSP recordings from acute
hippocampal slices of rats (6 — 7 weeks old) on MEAs
which remained stable for 5 hours and longer. Two
different input pathways to CA1 cells were stimulated
with alternating biphasic voltage pulses at one stimu-
lus per minute for each pathway. The optimal stimula-
tion strength (30-50% of the response maximum) was
determined by an input/output (1/O) curve with pulses
ranging from 500mV to 3V. After 40 minutes of base-
line recording, either one or four tetanic stimulations
(HFS, 100Hz, 1s) were applied to one pathway, the
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other one was used as an internal control. After the
induction of LTP, the responses of the slices were re-
corded for an additional four hours or longer. After
this period, the same 1/O curve as before was acquired
again. From these two 1/O curves, the relationship be-
tween EPSP slope and population spike amplitudes for
electrodes in the CA1 cell layer was determined.

Fig. 1 An acute hippocampal slice from a p37 rat positioned on a
MEA. Shown in overlay (red traces) are signals recorded on all 60
electrodes in response to stimulation (100us, 1.0 V) by electrode 57
(row, column coordinates relative to bottom right corner “11”).

In some experiments acute slices were perfused
with actinomycin D (25 pM) or anisomycin (25 puM)
to block transcription or translation, respectively. Both
blockers were bath-applied for at least 100 min in-
cluding a baseline recording period of 40 min before
LTP was induced.

To generate genetically modified rats, recombi-
nant adeno-associated viruses (AAVS) were injected
stereotaxically into the hippocampus of 22 day old
animals. After an expression period of two weeks sev-
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eral slices per hemisphere showed a large fraction of
infected cells in the CA1 pyramidal cell layer and LTP
experiments were performed.

Calcium imaging was done on an inverted micro-
scope with a 40x oil objective using thin MEAs (180
pm thick). GCaMP2.0 fluorescence was excited with
470-490nm light from a monochromator (Polychrome
I1), detected with a CCD camera (Imago) and analysed
using TILLvisION imaging software.

3 Results and Discussion

3.1 LTP recordings

We established two high frequency stimulation
(HFS) paradigms which induced either a decaying
form of LTP persisting only for about 2h (1x 100Hz,
1s, data not shown), or a long lasting LTP that was
stable over the whole recording period (> 4h, late
phase LTP (L-LTP), 4x 100Hz, 1s) in accordance with
previously published results [1]. To further validate
our protocols and to strengthen the power of our tech-
nique for late phase LTP recordings we tested aniso-
mycin (25 pM) to block translation. Acute slices
stimulated four times with 100Hz in the presence of
anisomycin showed early-LTP (E-LTP) which de-
clined back to baseline within 1 to 2h (Fig. 2). Thus
late phase LTP recorded with MEAS requires transla-
tion, as reported previously [2]. These results serve to
validate the MEA system for the induction and stable
recording of late phase LTP.

Fig. 2 LTP recordings from MEAs. LTP was induced in the CAl
cell layer at time O with four high frequency stimulations (4x
100Hz, 1s) in the presence (grey) or absence (black) of the transla-
tional blocker anisomycin (25 uM).

3.2 Acute hippocampal slices of genetically
modified animals
We generated genetically modified rats by stereo-
taxic injection of gene constructs designed to interfere
with intracellular signalling pathways important for
the establishment of L-LTP [3]. Target genes were

identified by gene chip analysis as being induced or
repressed after the induction of LTP in culture [4].
Gain-of-function and loss-of-function experiments are
currently underway to address the role of these genes
in the maintenance phase of L-LTP.

In other experiments we are using the genetically
encoded and nuclear localized Ca®* indicator
GCaMP2.0-NLS to visualise and quantify nuclear cal-
cium transients evoked during the induction of LTP by
HFS. Parallel imaging and LTP recordings from the
same slice revealed small nuclear Ca?" transients in
response to single trains of HFS while subsequent
HFS repetitions evoked much larger responses (data
not shown).

Fig. 3 CA1 pyramidal cell layer of a 300 pum thick hippocampal
slice of a p36 rat two weeks after stereotaxic injection of viruses
expressing a nuclear localized GFP. A) Nuclear staining; B) GFP
fluorescence; (bar: 70 pm).

4  Summary

We have previously shown that we are able to re-
cord LTP using MEAs for 5 h and longer. In this study
we used the translational blocker anisomycin to in-
hibit L-LTP. This implicates de novo protein transla-
tion in the maintenance of LTP as previously demon-
strated with traditional extracellular electrophysio-
logical techniques. These results provide further
evidence that MEA recording techniques are useful to
explore especially the late phase of LTP.

To interfere with candidate proteins mediating the
signalling pathways important for the maintenance
phase of LTP we have established techniques for
stereotaxic injections of adeno-associated viruses into
the hippocampus. This method allows us to analyse
late phase plasticity in acute hippocampal slices of
genetically modified animals.
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Immnuostaining of neurons cultured on Multi-electrode arrays (MEAS) is investigated on different dis-
sociated density. Low density (< 500 cellsimm?2) is effective to observe individually cell nuclei, den-
drites, axons, etc. Even though low density cultured neurons show characteristic temporal activities
such as spontaneous, synchronized, and bursting firings. The universal change of average firing rates
is revealed regardless of different densities. Using both methods of imaging by immnuostaining and
recording by MEAs, impulse pathways through neural networks might be identified. A preliminary ex-

periment based on long term measurements more than one month is presented.

1 Introduction

Multi-electrode arrays (MEAs) are an optimal
tool for identification of the pathways of neuronal net-
works. Using MEAs, the spatiotemporal dynamics of
the networks have been measured. From the temporal
point of view, it has been revealed that dissociated
neurons have intrinsic features of impulses such as
spontaneous firing and synchronized bursting [1, 2].
From the spatial point of view, the morphological
changes of neurons on MEAs have been observed by
2-photon time-lapse microscopy [3]. However, there
have been few studies about how the impulses visible
on MEAs are transmitted in neuronal networks, espe-
cially in terms of spatial morphology. The aim of this
study was to investigate how to clarify neuronal-
impulse pathways on MEAs spatially.

2 Materials and Methods

To identify pathways, we developed a novel re-
cording system of network dynamics. This system
consists of MEAs for measurement of neuronal im-
pulses and optical microscopy for time-lapse observa-
tion. For identification of the pathway in detail, we
used immunostaining on MEAs with low-density cul-
tivation to visualize neuronal connectivity clearly.

Primary neurons derived from rat cortex were
plated on an MED probe (Alpha MED Science) at low
densities (< 500 cellssmm?). The MED probe was
filled with glial conditioned medium and kept in a
CO2 incubator. Spontaneous firings of neurons were
recorded for more than one month (Fig.1). For time-
lapse observation, the MED probe was filled with the
medium and was then sealed with a sterile cover slip.
The MED probe was kept on the microscope stage
with an MED connector. After cultivation, cells were
fixed and stained (Fig. 2).
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Fig. 1. Averaged impulse numbers in days in vitro measured during
5miniutes every day under different density of cultivation on 64
channel-MED probe. Each graph is normalized with each maximum.
The universal change is shown in graphs regardless of densities.

3 Results and Discussion

At an early stage (about 5-10 DIV) of culture,
spontaneous random firing was detected in some elec-
trodes with the low-density culture. Then, average fir-
ing rates gradually increased, and synchronized burst-
ing began to arise over many electrodes within several
days (Fig. 1). These features of a neuronal network in
a low-density culture resembled those in a high-
density culture (see [4]). We revealed the universal
changes in graphs regardless of densities. In such a
low-density culturing condition, neuronal networks
including cell bodies, dendrites (green) and axons
(red) were clearly recognized with immunostaining

(Fig. 2).
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Fig. 2. An example of immunostaining micrograph of neuronal
network cultured 34 DIV on MEAs. Neurons were stained with an-
tibodies to MAP2 (green) and to NFH (red) to identify neuronal cell
bodies, dendrites and axons, respectively. Cell nuclei were also
stained with Hoechst 33342 (blue). Bar = 200 pum.

Fig. 3. Another example of immunostaining micrograph of neuronal
network cultured 32 DIV on MEAs. This shows identified neuronal-
impulse pathway. An axon mounted over three electrodes, ch3,
ch12, and ch20.

Because the input and output of neuronal im-
pulses was visible by immunostaining, the impulse
pathways could be specified on MEAS to some extent
using recorded firings from each electrode. For exam-
ple, we recognized that an axon mounted over three
electrodes (Fig. 3). In these electrodes, we detected
repetitions of spontaneous neuronal impulse at a same
time with a precision of 1 msec (Fig. 4). These results
indicate the impulses detected at the three electrodes
were derived from the axon mounted on the electrodes
and suggest that how the impulses transmitting
through the network could be identified [5].

Although, it cannot be denied that impulses were
derived from another axon circuit to various direc-

tions, these results show that immunostaining in a
low-density culture of neurons on MEAs is effective
at identifying the neuronal-impulse pathways. Based
on these preliminary results, we begun to develop fur-
ther advanced system.

Fig. 4. Raster plot (above) shows synchronized temporal sequences
at ch3, ch12, and ch20. The impulses were detected at three differ-
ent positions at almost the same time. Law data (below) shows se-
quential response with high precision at 0.05ms.
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Higher brain functions depend on the transmission and integration of information within cortical net-
works. We are interested in how far such activity dynamics are affected by the structural features of
the underlying neuronal circuitry and vice versa. To investigate this relation, we performed simultane-
ous microelectrode array and patch-clamp recordings in dissociated cortical cultures. This work shows
details on how neurons are embedded into the dynamics and circuitry of larger generic networks.

1 Methods

Cortical tissue obtained from neonatal wistar rats
was dissociated and cultured on polyethylene imine-
coated microelectrode arrays (MEA) following stan-
dard procedures [1,2] (Fig. 1). After maturation, net-
works had an average neuron density of about 2,000
cells per mm?. Cultures were maintained in MEM sup-
plemented with heat-inactivated horse serum (HS,
5%), L-glutamine (0.5 mM), and glucose (20 mM) in
a humidified atmosphere at 37°C and 5% CO2. Me-
dium was partially replaced twice per week.

Fig. 1. Neuronal culture on MEA after 21 days in vitro.

Simultaneous MEA and paired patch-clamp re-
cordings in whole-cell configuration were conducted
outside the incubator at 35°C with a slow perfusion
(100 pl/min™) of carbogenated (95% 02, 5% CO2)
culture medium without HS supplement.

The neuron-to-neuron connectivity was analyzed
based on subthreshold responses in a potential postsy-
naptic neuron to evoked action potentials (AP) in the
potential pre-synaptic neuron. Array-wide burst detec-
tion was performed on all single MEA channel burst
onset times. Participation in such network events was
then detected in a window of max. 1 sec after network
burst onset. Data was obtained from 21 cultures and
12 preparations. Analyses were performed with MAT-
LAB using MEA-Tools [3] and FIND [4].
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2 Results

Neuronal activity was almost exclusively com-
prised of synchronous network events. Individual cul-
tures displayed subsets of bursts that had spatiotempo-
ral patterns such as shorter bursts or phases of high-
frequent bursting (Fig. 2).

Fig. 2. Dot display of a characteristic network bursting phase in a
simultaneous MEA and patch-clamp recording. (¢ APs on MEA
channels (1-60), « and » APs on intracellular channels (61-62),
| detected burst onsets).

The resting membrane potentials of the analyzed
neurons (N=92) ranged from -46.2 mV to -78.3 mV
(mean=-61.9 mV). A holding potential of -50 to
-60 mV was applied to neurons with resting potential
above -50 mV. The time constants ranged from 5.7 ms
to 33.4 ms (mean=16.4 ms). Normal input-frequency
properties were found for the analyzed neurons (data
not shown).

Individual neuron pairs (n=10) were analyzed
with respect to their embedding into network events
(Fig. 3A). Activity was comprised of subthreshold re-
sponses to network input or single spikes and shorter
bursts (Fig. 3B). No neurons were found to initiate
network events. In general, activity was confined to
network events only (mean=89%; mean MEA=81%;
Fig. 3C). The first intracellular AP in network events
had a mean delay of 43 ms (Fig. 3D). Mean rate of
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burst participation was about 56%, but we also found
neurons that participated in all detected network
events or that had a high failure rate of 91% (Fig. 3E).

We tested pairs of neurons (n=46) for their inter-
connectivity by detecting potential postsynaptic re-
sponses to evoked presynaptic AP (Fig. 4).

Of all neuron pairs, 54% were connected. 17% of
the tested pairs had unidirectional excitatory connec-
tions, 9% unidirectional inhibitory ones. 28% had re-
ciprocal connections. 46% of all pairs were not con-
nected (Fig. 5).
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Fig. 3. A. Top: Burst profile of a patch-clamped neuron relative to
network burst onset (black=mean). Mid: Normalized intracell. spike
histogram. Bottom: Normalized extracellular rate profile. B. Partici-
pation of two neurons in network events. C. Ratio of spikes within
network events for MEA (1-60) and two intracellular Channels (61-
62). D. Delay distribution of intracellular APs relative to network
event onset (black=median). E. Participation (i.e. min. 1 AP) in
network events in intracellular recordings.

3 Conclusions

Our results show how neurons structurally and
functionally integrate into larger generic networks. In
particular, we found that individual neurons variably
contribute to synchronized network events, which
might explain the spatiotemporal patterns of bursting.

Furthermore, we identified a high degree of connec-
tivity on a range of lesser than 250 um. Compared to
the intact cortex, this indicates a high recurrent con-
nectivity which might foster the synchronized bursting
characteristic for such networks.
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Fig. 4. A. Neuron-to-neuron connectivity of patched neuron pairs.
Presynaptic APs were evoked by current stimulation (100-200 pA,
25-500 ms). After spike-triggered averaging, postsynaptic potentials
(PSP) were detected based on a threshold criterion (5x SD of mean
pre-AP signal amplitude; 1-11 ms after evoked AP). B. No PSP de-
tection; neuron #2 did not synapse with neuron #1. C. PSP detec-
tion; neuron #1 had an excitatory connection with neuron #2.
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Fig. 5. Normalized unidirectional and reciprocal synaptic connec-
tions with respect to the linear distance between patched neuron
pairs.
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Microelectrode array technology has been very useful in investigating the dynamics of neuronal net-
works as it provides a means of monitoring and manipulating many elements in the network simulta-
neously. This has lead to a great body of work in understanding the complex activity patterns that de-
velop in primary neuronal cultures. In recent years however, more interest and effort has been placed
on discovering the mechanisms responsible for learning and plasticity and the role that electrical
stimulation plays in inducing such changes. This report highlights a number of experiments aimed at
investigating the effect of short- and long-term electrical stimulation on network responsiveness. The
frequency of stimulations has been found to greatly influence response desensitization on a short time
scale while long-term stimulations are found to produce more rapid development and a higher level of
activity in primary cultures of hippocampal neurons.

1 Introduction

The techniques for maintenance and manipulation
of dissociated neuronal cultures have received much
attention over the years as they provide good frame-
works for the study of neuronal interaction and com-
putation in vitro. The ability to create a well character-
ized interface between biological neuronal networks
and electronics is highly desirable as this interface
will not only pave the path to better understanding
neuronal behavior but also has many practical applica-
tions in neural prosthetic and biosensor design. By
combining knowledge and utilizing techniques from
cell biology, electronics and microfabrication, our
main goal is to investigate and contribute to the un-
derstanding of neuronal network dynamics and plas-
ticity. Here, we report on experiments designed to
study the influence of electrical stimulation on net-
work dynamics. Patterned protein deposition on mi-
croelectrode surfaces allows us to engineer neural
networks with a high degree of precision which in
turn provides us with greater control over the com-
plexity as well better ability to interface cells with
electrodes. We have been able to demonstrate that
neuronal networks can be patterned for extended peri-
ods of time and that a first order map of functional
connectivity can be constructed and analyzed. This
report primarily focuses on changes that occur in the
activity and responsiveness of patterned neuronal
networks as a result of: i) short-term electrical stimu-
lation (minutes), ii) long-term (chronic) stimulation

(days).
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2 Methodology

A mixture (200 pg/ml) of poly-D-lysine and FITC
conjugated poly-L-lysine is patterned onto silanized
microelectrode array surfaces using microcontact
printing (stamps are created by casting PDMS onto
microfabricated SU8 molds). Primary E18 hippocam-
pal neurons (BrainBits™) are plated at a density of
100-200 cells/mm? in serum-free neurobasal/B27 me-
dium.

Short-term stimulation is achieved by applying 20
pulses ( + 25 pA; 100 us/phase) @ 20 Hz repeated 10
times every 5 s. Long-term stimulation involves
stimulating the network for a period of 30 minutes
everyday for 3 weeks starting at day 4 in vitro. Net-
work dynamics is evaluated based on spike and burst
rates, onset of activity (the day in which spontaneous
activity is observed for the first time), as well as qual-
ity of responsiveness to a test stimuli (latency, jitter,
reliability, etc.) Test stimuli are applied at a rate of 0.1
Hz to avoid accommodation and desensitization.

3 Results

The improvements made in patterning techniques
and our efforts in optimizing dimensions for long-term
pattern integrity and recordability has resulted in our
ability to maintain relatively low density cultures of
primary neurons on patterns for over 90 days (Figure
1). We have also found these patterned networks to be
superior in localizing cells to electrodes thus provid-
ing a more reliable electrical interface for recording
and stimulation (Figure 2). Our experiments have sug-
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gested that the frequency chosen for stimulation has a
dramatic effect on network responsiveness. While low
frequencies (0.1-0.2 Hz) did not show much desensiti-
zation, higher frequencies (5-10 Hz) resulted in rapid
response suppression (Figure 3). Chronic stimulations
applied for 30 minutes daily staring at day 4 in vitro
produced spontaneous activity at an earlier age com-
pared to networks that did not receive stimulations.
Chronically stimulated cultures were also observed to
have a much higher number of active units (Figure 4).

Fig. 3. Response traces overlaid. Groups of 20 test pulses were ap-
plied at 4 different frequencies (0.1 - 10 Hz) in random order.
Higher frequencies result in response suppression while low fre-
quencies did not show desensitization.
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Fig. 1. Phase contrast Images of patterned cultures are shown at 14,
in Each Group

30, 60 and 90 days in vitro (from left to right and top to bottom
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We analyzed spontaneous action potentials from rat hippocampal neurons by multi-electrode array
system. Frequency and spatial distribution between the electrodes of spontaneous activity were inves-
tigated during the culture days, and we focused in their dependency on the culture day. Spontaneous
action potential was observed without any electrical stimulation. Spatio-temporal pattern became to be
complex day by day. There was a transient state with high frequency bursts (HFB) in a particular
stage, then the burst activity terminated. The heterogeneity of the spatial distribution of the action po-
tential increased after the termination of the high frequency burst. These results suggest that func-
tional network were autonomously reconstructed by network activity.

1 Introduction

Spontaneous electrical activity was frequently ob-
served in dissociated rat hippocampal neurons cul-
tured on a multi-electrodes-array and we can estimate
functional structure in the network from spatio-
temporal pattern of such activity. We developed re-
constructed networks of dissociated rat hippocampal
neurons, in which we can precisely analyse the
mechanisms of the network for responding to an envi-
ronment.

Using the multi-electrodes-array system, we pre-
viously investigated the spatio-temporal pattern of
spontaneous action potentials. Interestingly, each cul-
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Fig. 1. Observation of the high frequency burst period.
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ture contained hub-like neurons with many functional
connections. The neuronal networks cultured on the
dish were not random networks but heterogeneously
reconstructed networks. In addition, after the transient
stage with high-frequency-bursting activity of action
potential (HFB), it increased gradually that variance in
frequency of spontaneous action potential between
each electrode. These results suggest that dissociated
rat hippocampal neurons formed a particular self-
assembled neuronal network, and synaptic plasticity
induced by HFB was critical for the formation of the
network structure.
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2 Methods

We isolated a rat hippocampus and cultured hip-
pocampal neurons on the multi-electrodes array dish.
The hippocampal region was cut off from Wistar rats
on embryonic day 18, and neurons were dissociated
by 0.175% trypsin in Ca**- and Mg**- free phosphate-
buffered saline (PBS-minus) supplemented with 10
mM glucose at 370C for 10 min. Neurons were plated
on a MED probe, having 64 planar microelectrodes in
the center of the culture dish at 370C in 5% CO2 /
95% air at saturating humidity. Spontaneous extracel-
lular action potential was recorded for 10 minutes in
normal culture medium at 10-120 days in vitro. Ex-
tracellular potential were collected through 64 elec-
trodes simultaneously with the integrated MEDG64 sys-
tem (Alpha MED Science, Japan) at a sampling rate
of10 kHz. We observed a change of spontaneous ac-
tion potentials during culture days.

3 Results

We analysed developmental change of the pattern
of spontaneous action potential in the cultured neu-
ronal network. We found a particular transient period
with high frequency burst lasting for about a week at
about 20-50 days. After termination of a high fre-
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quency burst period, the spatio-temporal patterns of
the spontaneous activity drastically changed (fig.1).

In addition, we also found cultures resisting to the inhi-
bition of N-methyl-D-aspartate receptors (NMDA-RS) ap-
peared after the high frequency burst period (fig.2). The re-
sult suggested that NMDA-Rs contribute to modification of
dynamics of neuronal network in early stages, but not after
high frequency burst period.

4 Conclusion/Summary

We found a characteristic transient high-
frequency burst activity. The activity plays an impor-
tant role in the autonomous modification of the neu-
ronal connections in the network. Heterogeneous dis-
tribution of connection in the network after the high
frequency burst period seems to be suitable for infor-
mation processing. Appearance of APV resistant net-
work suggested that NMDA-Rs dependent network
structure was changed after a high frequency burst pe-
riod.
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Fig. 2. Change of the pattern of the action potential during inhibition of the NMDA-Rs.
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1 Background

Individual neurons of the suprachiasmatic nucleus
(SCN) express circadian rhythms in their firing rate
when cultured on multielectrode arrays (MEA). In this
work, we have used SCN cultures grown on MEAs to
investigate the recruitment of neurons during time in
culture and to determine the role of orexin, a neu-
ropeptide involved in the regulation of sleep-wake cy-
cles and food intake, on network properties.

2 Methods

SCN, obtained from 1- to 5-day old rats, were
dissociated using papain. Viable cells were plated at
different densities on MEAs and maintained for sev-
eral days in DMEM/F12 medium supplemented with
10% fetal calf serum and antibiotics before recording.
Long-term recordings of firing rate were carried out
using a MEA-system (Multichannel Systems, Reut-
lingen). Spikes from individual neurons were dis-
criminated offline using Spike 2-software (Cambridge
Electronic Design).

For whole-cell patch clamp recordings of SCN
neurons acute brain slices of 3 week old rats or cell
cultures of 1-5 day old rats were used.

3 Results

SCN neurons cultured on multielectrode arrays
show fast voltage transients which correspond to sin-
gle action potentials. These fast voltage transients ap-
pear in isolated single events or in clusters or bursts
and can exhibit highly synchronized activity. Network
activity increases with time in culture and shows a re-
cruitment of an increasing number of neurons. Net-
work properties are altered through the application of
neurotransmitter agonists and antagonists, like GABA
and bicuculline, and neuropeptides, eg. orexin A. This
neuropeptide modulates the firing rate of SCN cells
being either inhibitory or excitatory. Furthermore,
orexin A changes the temporal dependencies between
neurons as established in a cross-correlation analysis;
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as a result the synchronisation between individual
neurons is enhanced, abolished or even reversed. A
transient application of orexin A has a relatively sus-
tained influence on network dynamics and connec-
tivity. Injection of bicuculline multiplied the number
of detectable correlations near to the theoretical limit.

In whole-cell patch clamp experiments on slices
orexin A (0.25-250 nM), applied by local superfusion
through a multibarrel, pressure-driven  system
(DAD12, ALA Scientific Instruments), caused signifi-
cant changes in the frequency of spontaneous inhibi-
tory postsynaptic currents (IPSCs) in a reversible
manner with no effect on the mean amplitude or decay
time constant. Different concentrations of orexin A
altered the frequency of IPSCs in 40% to 67% of the
SCN cells recorded; the effects were widespread
throughout the SCN and observed in all regions of the
nucleus. At low concentrations (0.25-2.5 nM) orexin
A more readily induced an increase in frequency of
IPSCs whereas at higher concentrations (25-250 nM)
the predominant effect of orexin A was a reduction in
IPSCs frequency. A negative Spearman’s rank correla-
tion between the change in IPSCs frequency and the
concentration of orexin A was found (r = -0.358, P
<0.001). Both the increasing and the decreasing ef-
fects of orexin A were reproducible in whole-cell
patch clamp experiments on cell cultures (n=21). The
effects of 2.5, 25 nM and 250 nM orexin A on the fre-
quency of IPSCs were likely to be postsynaptic, since
the responses were reproducible in the presence of tet-
rodotoxin (0.5 uM). In contrast, the ability of 0.25 nM
orexin A to induce an increase in frequency of IPSCs
was significantly reduced in the presence of tetro-
dotoxin (P=0.005, y*-test), indicating that the effect
was mediated by a frequency increase of presynaptic
action potentials. Application of the GABA, receptor
antagonist gabazine (5 mM) completely (63%) or par-
tially (31%) blocked spontaneous IPSCs generation
suggesting a GABAergic nature of IPSCs.
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4 Conclusions

Our data show that dispersed SCN neurons form
a complex network that develops gradually with time
in culture. Orexin A may have a direct effect on SCN
neurons and modulates inhibitory synaptic transmis-
sion between SCN neurons. It is therefore likely that

orexin A has a direct influence on the SCN network,
potentially as a substance providing a feedback signal
of lateral hypothalamic nuclei involved in regulation
of sleep/wake cycles or feeding to the circadian time-
keeping system.

Fig. 1 The number of crosscorrelations between all electrodes found during 600 s bins change after neurotransmitter/neuropeptide applica-
tion. While orexin A application diminish synchronized activity for long times (A), bicuculline transiently increase the number of correla-
tions revealing the full connectivity of the culture (B). Orexin A has a long lasting effect on the dynamics in the network shown by a lowered

quotient of new correlations versus their total number (C, D).
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The auditory system of birds can be used as a model system for signal processing in the sub-
microsecond time range. In nucleus laminaris (NL), the interaural time differences are detected and a
neurophonic potential with a high signal-to-noise ratio can be measured. We use microelectrode ar-
rays to analyse the neurophonic potential as well as to measure the delay lines proposed by an early
model by Jeffress. Here we present the first direct evidence of delay lines in the barn owl.

1 Introduction

Although action potentials in the nervous system
have typical durations of at least 1 ms, events can be
encoded in the sub-microsecond range, for example in
the auditory system.

To subserve the detection of interaural time dif-
ference, which is used to localize the azimuthal posi-
tion of a sound source, the Jeffress-model [1] has sug-
gested three levels of processing: frequency specific-
ity, delay lines and coincidence detection. This system
is realized in birds in the third-order nucleus lami-
naris, the first nucleus where binaural signals are
processed and coincidence detection takes place.

We use the auditory system of birds (chicken,
barn owl) to study the neurophonic potential (NP), a
frequency-following potential with a temporal preci-
sion of some 10 ps, occurring in the network formed
by nucleus magnocellularis (NM) and nucleus lami-
naris in the brainstem. Through our studies, we expect
to find out more about the origin of the NP (Fig. 1).
We hypothesise that NM axons are the origin of the
high-frequency component of the NP, whereas the
spike-activity of NL neurons is the source of the low-
frequency component.

2 Materials & Methods

Acute coronal slices of the brainstem (300 um
thick) were prepared from barn owls (Tyto alba, P2-
P8). Recordings were made on perforated 8x8 MEASs
(Multichannel Systems, Reutlingen, Germany) while
stimulating extracellularly at different loci (Fig.2).
The latencies of the averaged response (n=20) were
determined by calculating the time difference between
corresponding extrema to show the progression of the
signals within NL (Fig. 3 B). TTX was used to show
the neuronal origin of the response.
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3 Results

Latencies changed within the NL of the barn owl
from medial to lateral as well as in the dorso-ventral
direction in response to contralateral stimulation. Av-
eraged signal amplitudes ranged from 10 to 50 pV.
Latencies between two neighbouring electrodes (inte-
relectrode distance: 200 um) were about 34 to 250 us
corresponding to propagation velocities between 0,8 —
5,9 m/s at 35 °C (Fig.3 A). The responses vanished
after application of TTX.

4 Summary

Because MEAs allow the simultaneous measure-
ment of the neuronal response with a high temporal
and spatial resolution, the signal propagation within
NL can be accessed. Our data provide direct evidence
for delay lines in NL thereby indicating the realisation
of the Jeffress-model. In future experiments, we will

use Ca-free medium to separate axonal (projections
from NM) from somatic responses. These data will be
used to simulate the NP.
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We applied a training protocol to cultured cortical networks, adapted from Shahaf and Marom [1]. Like
they did, on average we found an improved response to input stimuli. However, not all experiments
were successful, and the shapes of our learning curves differed from theirs. Furthermore, we investi-
gated connectivity changes in the whole network. We concluded that not only a selected connection
could be altered, but that connectivity in the rest of the networks also changed. Connectivity changes
may go undetected if general parameters like network wide firing rate are used to analyze connectivity.

1 Introduction also found in B and vice versa. SI(A,B)=0 if there are

Several studies investigated plasticity in cultured ~N© connections that are found in A and B.

neuronal networks, but only one protocol [1] aimed to
train a culture to produce a predefined response upon 3 Results
stimulation. Although quite successful, the results
were never reproduced elsewhere and they did not
serve as a basis for wider exploration yet. Further-
more, the protocol observed only one selected connec-
tion in the network. We extended that study by look-
ing at induced connectivity changes in other connec-
tions as well, and we used longer periods of
observation to study the induced changes.

No. applied stimuli

2 Methods

Experiments consisted of: . spontaneous meas-
urement. 1l. Select electrodes: all electrodes were
stimulated at various amplitudes. We selected a stimu-
lation electrode that frequently induced a network
burst and (following the original training protocol) an
evaluation electrode that responded to these stimuli at
a ratio of ~0.1. Ill. spontaneous measurement; IV.
Training protocol: stimulate the selected electrode un-
til >2 responses to the last 10 stimuli (max 10 min)
followed by 5 minutes of no stimulation. Repeat cycle
until network wide response drops below threshold; V.
spontaneous measurement. We used spontaneous ac-
tivity measurements to assess connectivity changes
induced during Il or IV. We divided all spontaneous
measurements into data blocks and used conditional
firing probability analysis to calculate connectivity
matrices in each block. Connectivity matrices describe  Fig. 1. Learning curves during training protocol. A shows a typical
all functional connections between pairs of electrodes exa_mple of an individual learning curve, as observed in 5 of_ 10 ex-
. periments. B depicts average learning curve of all 10 experiments.
In tefrms of strength and IatenFy' To watch new con- No. applied stimuli decreases significantly with trial Nr. (Kendall’s
nections appear or old ones disappear, we calculated  tau: Correlation coefficient: -0.33; P<0.01).
similarity indices (SI) between all data block pairs
(A,B), such that SI(A,B)=1 if all connections in A are

Trial Nr.

No. applied stimuli

1. Training effect. In 5 of 10 experiments (8 cul-
tures; 2614 DIV) we found a learning curve as in

ISBN 3-938345-05-5
6" Int. Meeting on Substrate-Integrated Microelectrodes, 2008 65



Neuronal Dynamics and Plasticity

Figure 1a, characterized by an initial decline, followed
by a rise, roughly centered around trial Nr 20, to fi-
nally reach a stable low level. Three cultures reached
a stable low level immediately, and two others showed
wild fluctuations without a clear trend. The average
learning curve of all cultures is shown in Fig.1b.
Strikingly, the first 10 trials often yielded results very
similar to the original results published by Shahaf and
Marom.

Similarity index

Similarity index

a5

Time[H

Fig 2. Example of similarity of connectivity matrices before and
after training protocol. Gray bar indicates duration of training proto-
col. Before and after the protocol we measured spontaneous activity.
Recordings were divided into data blocks and we calculated connec-
tivity matrices for each data block. Upper panel shows mean simi-
larity index (for explanation see text) to all data blocks before the
traing protocol. Lower panel depicts mean Sl to all data blocks after
the protocol. Similarity decreased significantly across the training
protocol in 7 of 8 experiments (ANOVA: p<0.01).

2. Plasticity. Newly appearing or disappearing
connections were studied by calculating mean SI to all
data blocks before, or after the training protocol (ex-
ample in Fig.2). Similarity decreased significantly
(ANOVA, p<0.01) in 7 of 8 experiments (2 experi-
ments were excluded because no spontaneous activity
was recorded after the training protocol). Further-
more, the strength of 64% of all persisting connec-
tions was significantly affected by the protocol, either
up or down. Although the average strength did not
change (example in Fig 3), the mean absolute change
was 52+26%, clearly exceeding the spontaneous fluc-
tuation during a comparable time span (~30% stan-
dard deviation).

0.007

Strength

0

0 Time [h] 10

Fig 3. Strengths of persisting connections during one of our ex-
periments. The experiment consisted of 5 steps (see text). White
areas: spontaneous activity recordings (I, 111, and V). First gray bar:
Il, Select electrodes. Second gray bar: 1V:training protocol. The
graphs illustrate that the strength of most individual connections
was affected by the protocol; either strengthened or weakened. In
total, the strength of 64% of all persisting connections was signifi-
cantly changed. The figure also suggests that global paramers like
mean strength may not be affected by the protocol.

4 Discussion

Our results show that the training protocol did in-
duce connectivity changes in all cultures. However, it
was not always possible to train a selected connection
in the predefined manner. This may be caused by the
new balance that must be established between net-
work activity and connectivity, which may or may not
include the predefined alteration of the selected con-
nection. This search for a new balance may also ex-
plain the connectivity changes in the rest of the net-
work. We found that the strength of many individual
connections changed either up or down (by 52% on
average), but that the mean strength remained un-
changed. Thus, it may be difficult, if not impossible,
to analyze the induced connectivity changes using
global parameters like array wide firing rate.

On average, however, we did find a significantly
‘improved’ response to electrical stimuli after the
training protocol.
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1 Background/Aims

Spontaneous neural oscillations have been found
in many types of neural tissues ranging from the hip-
pocampus to the spinal cord in vivo and in vitro.
These activities are believed to play a pivotal role in
many physiological functions, including the network
formation, signal processing, learning and so on. Vari-
ous forms of neuronal oscillations present in the hip-
pocampal networks, including rhythms in the delta,
theta, beta, gamma and ultra-fast bands. Recently, the
hippocampal slow oscillation characterized by a slow
frequency (<1 Hz) rhythm was observed in some stud-
ies.

2 Methods/Statistic

To explore the mechanism underlying the appear-
ance and maintaining of these firing patterns, the hip-
pocampal neurons were cultured on the multi-
microelectrode array dish for over 9 months and the
spontaneous activity was recorded successively.

3 Results

Random firing was observed in the high density
cultured neuronal network in the 1st week in vitro and
transformed into synchronized activity after two
weeks in vitro. Then an ultra-slow oscillation (~0.004
Hz) of the tightly burst was observed during the spon-
taneous development. These oscillations consisted

ISBN 3-938345-05-5

with regular episodes, which persisted about 70 s
each, recurred every approximately 240 s and were
synchronized array-widely. In each episode, there was
a decreased tendency of burst rates from 4.6 Hz to 0.2
Hz, while the spike rate decreased from around 100
Hz to zero. When expose to bicuculline, the block of
GABAA receptors, these episodes were supplanted by
regular burs.

These spontaneous oscillations could maintain
from one month to six months after plating. During
the spontaneous development of the network, the
number and duration of burst in the episode decreased
while the interval between the episode increased. Be-
fore no activity could be recorded from the network,
the firing pattern transform from the slow oscillation
into random activities, and the latter firing pattern
kept for more than 2 months.

4 Conclusion/Summary

These indicate the presence of an ultra-slow oscil-
lation in a certain stage during the development of
hippocampal neuronal network. The firing patterns
were an important symbol of the spontaneous devel-
opment. The emergence of this pattern was frequency-
and-temporal dependent and controlled by the balanc-
ing of excited and inhibited neural networks.
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Some bursting disorders, such as epilepsy, may result from partial deafferentation of cortical tissue.
We hypothesized that population bursting is responsible for the variability that we and others observed
when inducing functional plasticity in cultured cortical networks using extracellular electrical stimula-
tion delivered via MEAs. We artificially reafferented cultures of dissociated rat cortical neurons and glia
by delivering distributed low-frequency (1-2 Hz per electrode) stimulation, which we previously showed
controls population bursting." Here, we demonstrate a strong correlation between the level of burst
quieting or desynchronization, and functional plasticity induced by tetanic stimulation. Burst control
also reduced variability of network responses to probe stimuli, enhancing detection of induced plastic-
ity. Reafferented networks provide a more realistic in vitro model of learning and memory than do iso-
lated cultured networks. A better understanding of the relations between bursting and network plastic-

ity may offer useful clues for treating learning disorders in juvenile epilepsy.

1 Introduction

Dissociated cortical cultures provide an accessi-
ble and controllable model of the brain, while preserv-
ing the essential molecular and structural properties of
the individual neurons in the cortex. One of the major
disadvantages of in vitro models is that they lack the
rich spatiotemporal sensory inputs that the brain con-
tinuously receives. Multi-electrode stimulation proto-
cols provide artificial sensory background to dissoci-
ated cortical networks' and make their activity pat-
terns more like those recorded in vivo by eliminating
synchronous population bursts, while preserving the
ability of the network to fire action potentials. We
propose that cultured networks receiving continuous
multisite stimulation might be more suitable, than iso-
lated networks, for the study of learning and long term
plasticity in vitro.

2 Methods

Dense neuro-glial cultures were prepared and cul-
tured from dissociated embryonic rat cortex as previ-
ously described.? Between 21 and 35 days in vitro,
cultures that exhibited robust spiking and population
bursts across at least 45 of 59 electrodes (MEAGO,
Multichannel Systems) were chosen for this study. 20
or 25 electrodes in each culture were stimulated cycli-
cally at OHz (no quieting stimulation), an aggregate of
20Hz (1 stimulation/sec) or an aggregate 50 Hz (2
stimuli/second) to produce varied amounts of burst
quieting. 4-6 “probe” electrodes were stimulated

every 4-18 seconds, 50 ms after the beginning of a
250 ms pause in the background input, and the net-
work responses were measured using the Center of
Activity Trajectory (CAT) statistic, which we previ-
ously showed was an effective and efficient way to
measure functional plasticity.® After 3 hours of quiet-
ing, probing, and CAT monitoring, tetanic stimulation
was delivered for 15 min. Then quieting, probing, and
CAT monitoring continued for 3 hours. “Detectabil-
ity” of plasticity was based on the statistical signifi-
cance (Wilcoxon rank sum test) of the difference of
CAT across the tetanus (change), as compared to
across an equal interval in the middle of the initial 3-
hour period (drift).

3 Results

We were able to produce a wide range of bursting
(~1 per hr to ~1 per 10 sec), with varying amounts of
background stimulation, in 14 networks. Strong tet-
anic stimulation produced functional change easily
detectable over the intrinsic drift only in well-quieted
cultures (Fig. 1). Higher levels of ongoing bursting
activity reduced the ability to detect plastic changes
due to the fluctuating pre-tetanus baseline response.

Previous studies on dissociated cultures have
demonstrated network-level changes in response to
tetanic stimulation that lasted for a maximum period
of 30 minutes post-tetanus®. We investigated the long
term stability of tetanus-induced changes by compar-
ing the changes in the periods before and after the
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tetanus. Induced functional changes persisted for at
least 2 hours post-tetanus in burst-controlled cultures.

4 Conclusion

Intrinsic population bursts are an inevitable con-
sequence of deafferentation in cultured networks. By
restoring background activity with mild, distributed
stimulation, they can be reduced or prevented. They
activate undesired plasticity mechanisms in cortical
networks, causing synaptic drift that makes studies of
learning in vitro difficult. By controlling bursts, one
can allow salient artificial sensory input or external
stimulation to produce more reliable, more easily de-
tected functional changes in the networks.
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Fig. 1. By controlling the bursting rate of cortical cultures using low-frequency distributed electrical stimulation (artificial reafferentation)
over a wide range, we showed that tetanus-induced plasticity becomes harder to detect the more bursts the culture expresses. The best induc-
tion and detection of plasticity was observed in cultures with few or no bursts (A). When experiments were divided into “less bursty”
(<1/min) and “more bursty” (>1/min) groups, the detectability difference between them was statistically significant (p<0.001) (B).
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A 60 MEA system (MCS GmbH, Reutlingen, Germany) was used for recording spontaneous action
potentials from rat chromaffin cells (RCCs). The results obtained were compared with the intracellular
action potential recorded in perforated patch clamp experiments with the aim of: 1) monitoring the
spontaneous electrical activity by means of extracellular recording and, 2) identifying the role of ion
channels controlling action potential firings by analyzing the changes of extracellular recordings in-
duced by selective ion channel blockers. Preliminary analysis of spontaneously active RCCs revealed
the existence of strict correspondence between extracellular MEA signals and intracellular action po-
tential recordings, making the MEA system a valuable tool for studying the functional role of ion chan-

nels in cell excitability.

1 Introduction

Adrenal chromaffin cells represent an ideal sys-
tem for studying the biophysics of voltage-gated Ca2+
channels and their role on neurotransmitter release.
Chromaffin cells express mainly high-threshold Ca2+
channels (L, N, P/Q and R-types) and under chronic
hypoxic conditions (3% 02) or following long-term
B-adrenergic stimulation they also express low-
threshold T-type channels [1]. Moreover, rat chromarf-
fin cells (RCCs) have high access resistance at rest
and possess sufficient high densities of Na+ and K+
channels to generate all-or-none action potential
spikes when injecting small amounts of current (3-5
pA) through the cell membrane. In normal culture
conditions, RCCs preserve a round spherical shape
and do not develop neuronal processes even after sev-
eral days in culture. Moreover, these cells express a
homogeneous distribution of voltage-gated ion chan-
nels which are involved in the generation of the action
potential. This is at variance to that occurring on neu-
rons where ion channels distribution varies greatly
from the soma to the dendrities or axons, increasing
the number of possible extracellular waveforms that
can be detected with MEAs. These peculiar properties
make the chromaffin cells an interesting model for
studying single extracellular action potentials. Con-
sidering the different role of Na+, Ca2+ and K+ chan-
nels in the generation of action potentials we initiated
a detailed study of the spontaneous (autorhythmic)
electrical activity of RCCs using a 60 MEA system
made of 30 um electrode diameter separated by 200
pm distance (MCS GmbH, Reutlingen, Germany).
The purpose of the study was dual: 1) to monitor the
spontaneous electrical activity by means of extracellu-

lar recordings which leave unaltered the intracellular
medium and preserve the cells near physiological
conditions; 2) to identify the role of ion channels con-
trolling action potential firings by analyzing the
changes of extracellular recordings induced by selec-
tive ion channel blockers.

Fig.1. Isolated chromaffin cells plated on a standard MEA

2 Materials and Methods

Isolated RCCs were plated on a MEA culture
chamber and kept in a CO, incubator for 2-5 days be-
fore recordings. RCCs ready for recordings appeared
as round spherical cells inter-dispersed within the 60
MEA (Fig.1). The standard extracellular solution con-
tained (mM) 135 NaCl, 4 KCI, 2 Ca,Cl, 2 MgCl,, 10
Hepes, 10 Glucose (pH 7.4). All the drugs where di-
rectly injected in the MEA chamber and the signal
where recorded 10 minutes after the administration.
For perforated patch clamp experiments performed in
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current clamp mode we used the same extracellular
solution used for the MEA recordings and the intracel-
lular solution contained (mM): 135 KAsp, 8 NaCl, 20
HEPES, 2 MgCl,, 5 EGTA.

Fig.2. Trains of spontaneous action potentials recorded with a MEA
system from cultured RCCs

3 Results and Discussion

Preliminary analysis of spontaneously active
RCCs revealed the existence of two distinct modes of
autorhythmic activity (Fig.2): a bursting mode inter-
rupted by periods of quiescence and a continuous
mode of firing with mean frequency of 2-3 Hz. This
proves that under physiological conditions, RCCs pos-
sess an intrinsic autorhythmic activity due to the
proper expression of pace-making and action poten-
tial-generating ion channels at the cell membrane. The
autorhythmic activity was clearly resolved as biphasic
signals characterized by an early fast negative compo-
nent of 40-100 pV amplitude lasting less than 1 ms
followed by a delayed component of opposite sign of
10-20 pV, lasting 2-3 ms. The biphasic signals could
have opposite sign and were proportional to the posi-
tive or negative first derivative of the intracellularly
recorded action potential. The two types of responses
accounted for more than 90% of the MEA recordings.
Since a signal proportional to the negative first deriva-
tive is usually associated to electrical responses of
cells expressing high densities of voltage-gated ion
channels at the cell-electrode interface [3, 4] we fo-
cused our analysis on the RCCs which produced this
type of response. We found that low doses of TTX (3-
10 nM) decreased the early negative component of
extracellular signals (Fig.3) and 300 nM TTX fully
blocked the spikes, suggesting that TTX-sensitive
Na+ channels contribute to the generation of the fast
negative component of MEA recordings. Increasing
doses of TEA (1-20 mM) had, on the contrary, little
effects to the fast component but reduced and pro-
longed the delayed positive phase of MEA recordings
(Fig.3), in good agreement with the observation that
TEA prolonged the duration of intracellular action po-
tentials by blocking voltage-gated and Ca2+-
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dependent K+ channels [2]. Ca2+ channels were
found to contribute to both the depolarization and re-
polarization phase of the action potential as well as to
the firing frequency. Removal of Ca2+ from the bath
or addition of 500 uM Cd2+ blocked the spontaneous
firing while addition of the L-type channel blocker,
nifedipine (3 uM), produced a net reduction of the de-
layed positive phase and reduced the frequency of fir-
ing, suggesting strict coupling between L-type and
Ca2+-dependent K+ channels and a specific role of L-
type channels in pace-making chromaffin cells activity

[2].

Fig.3. Effects of TEA and TTX on the shape of single extracellular
action potentials (average of 20 traces)

Our preliminary experiments demonstrate that
MEA is a promising tool for studying RCCs excitabil-
ity, allowing the detection of spontaneous action po-
tentials without altering the cell membrane and the
intracellular environment as in patch-clamp experi-
ments. Here we show the spontaneous electrical activ-
ity of RCCs plated on a standard MEA, revealing the
presence of two different pattern of activity (bursts or
continuous) that could be related to different physio-
logical cell functions. Preliminary experiments per-
formed comparing the effects of different drugs on the
shape of the extracellular and intracellular action po-
tentials reveal a strict correspondence between ex-
tracellular MEA signals and intracellular action poten-
tial recordings and makes the MEA system a valuable
tool for studying the functional role of ion channels in
cell excitability.
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Aim of this work is the implementation and characterization of small-engineered cultured neuronal in-
vertebrate networks coupled to Micro-Electrode Arrays (MEAS). In particular a one-to-one correspon-

dence between neurons and microelectrodes was obtained in order to investigate the basic electro-

physiological properties of Helix aspersa circuits.

1 Introduction

Micro-Electrode Array technology constitutes a
valid and well recognized methodology to investigate
the basic dynamical properties of neuronal networks
coming from different biological preparations. In this
work, we reported preliminary studies about the pos-
sibility to couple big neurons of invertebrates (Helix
aspersa) to the microelectrodes in a one-to one ratio.
In this way, it is possible to build well defined and en-
gineered neuronal circuits that can be characterized by
means of cross-correlation based algorithms.

2 Materials and Methods

2.1 Cell Culture

Neurons of Helix aspersa snails were individually
identified by their position and their size in the gan-
glia, removed by sharp glass microelectrodes and
transferred to MEA pretreated with poly-L-lysine (0.5
mg/ml in sodium tetraborate 0.1 M, pH 8.2) and Aply-
sia hemolymph. In particular in this work, we consid-
ered the in vitro circuits that originate among C1, B2
and buccal (B1 and B3, not distinguished by their
shape) neurons. Fig. 1 shows an example of network
made up of Helix neurons. It is evident the sizes of
such neurons with respect to the microelectrode di-
mension: this makes easy a one-to-one coupling even
with manual positioning.

2.2 Experimental setup

Helix cells were plated over 8 x 8 MEA (30 um
diameter, 200 um inter-electrode distance), purchased
by Multi Channel Systems (Reutlingen, Germany).
Electrical activity was evoked by means of voltage
pulses released by a glass microelectrode placed over
the cells and controlled by a mechanical micro-
manipulator.

Fig. 1. Differential Interference Contrast image of a network of he-
lix neurons coupled to a MEA.

2.3 Data analysis

Spikes were detected by means of a previously
developed differential threshold spike detection algo-
rithm [1] adapted for longer and larger signals. From
the generated spike train, we evaluated the cross-
correlation function between the pairs of spike trains.
Then, we built the functional connectivity map, by
taking into account the latencies of the picks of the
cross-correlation function, and we evaluated the more
probable connections among the three kinds of neu-
rons.

3 Results

Helix neurons are generally silent, i.e., no sponta-
neous activity appears [2]. Thus, by means of a glass
microelectrode, we first delivered voltage pulses to
trigger the action potentials. Once this process starts,
it lives on for several hours. All the performed analy-
sis concerns these phases of electrophysiological ac-
tivity after the stimulation.
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3.1 Neuronal dynamics exhibited by Helix

neurons

The principal feature of Helix’s neuron signals is
the slow dynamics, both in terms of shape and fre-
quency [3]. However, the three aforementioned
classes of cells (C1, B2, and buccal), show small dif-
ferences in the timing and frequency, as highlighted in
the raster plot of Fig. 2 and by Inter-Spike Interval
analysis (not shown). We found that the mean firing
rate for buccal, C1 and B2 cells assumes values equal
to 5.14 + 2.63, 1.86 + 0.85 and, 2.43 + 1.45 spikes/s
(mean = standard deviation).

Fig. 2. Raster plot of 1 min of electrophysiological activity of C1
(red), B2 (blue), and buccal (green) cells.

3.2 Identification of synaptic pathways

Several studies concerning the Helix aspersa neu-
rons are devoted to study the local circuits that can be
established.

Up to know these features were investigated by
using patch clamp techniques which allows to record
only from few neurons. This limitation can be over-
come by plating a neuron for each microelectrode of a
MEA. In this way, several connections take place and
a more complex network arises. Thus, we reconstruct
the connectivity map (Fig. 3) by evaluating the latency
of the peaks of the cross-correlation. We applied a
threshold to the latency in a range between 5 and 10
ms: this choice guarantees that we take into account
only physiological synaptic delays [2]. In Fig. 4, we
quantified the percentage of detected connections
among all the kind of neurons.

4 Discussion and Conclusions

The use of big neurons of invertebrates (in this
work, neurons of Helix aspersa) coupled to MEA of-
fers the possibility to recreate well defined networks
with peculiar dynamics and connectivity properties,
that were investigated by applying cross-correlation
based algorithms. However, the level of precision re-
garding the connectivity could also be increased if the
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growth of the neurites is driven by using engineered
methods such as micro-patterning techniques [4, 5].
Thus, the natural next step will be the implementation
of an ad hoc set-up able to release drops of adhesion
molecules to allow a spatial-confined outgrowth of the
neurite and a more specific connectivity.

Fig. 3. Functional connectivity map of the neuronal network shown
in Fig.1. Red, blue and green squares state for C1, B2 and buccal
neurons, respectively.

Fig. 4. Percentage of the detected connections among C1, B2 and
buccal neurons.
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In absence of complex architecture, central parameters of connectivity in neuronal networks are the
size of dendrites and axons in conjunction with the spatial distribution of cell bodies. We study the ef-
fects of connectivity on activity dynamics in cultures of dissociated cortex by pharmacologically ma-
nipulating neuronal differentiation processes. This work shows that neurons developing under inhib-
ited PKC activity display enhanced neurite outgrowth and decreased cell migration and pruning. De-
spite of changes in the connectivity statistics we found no profound changes in level and structure of
activity of single neurons indicating homeostatic regulation mechanisms. Effects on network dynamics
that are currently investigated however indicate functional consequences of altered connectivity statis-

tics.

1 Background

Central parameters of connectivity in random
neuronal networks are the spatial distribution of neu-
rons in conjunction with the size and branching com-
plexity of axonal and dendritic fields. We investigate
these features and their functional consequences in
cultures of dissociated cortical neurons. These generic
random networks display a self-regulated maturation
process characterized by cell migration, neurite out-
growth and pruning, similar to the critical period in
developing cortex. Within this period we modulated
neuronal connectivity by pharmacologically interfer-
ing with structural differentiation processes. Previous
studies demonstrated that inhibition of the protein
kinase C (PKC) prevented cell migration in granule
cell cultures (Kobayashi, 1995), increased dendritic
arborization of Purkinje cells in organotypic cerebellar
slices (Metzger, 2001) and impaired pruning in climb-
ing fibers of the cerebellum (Kano, 1995). Following
these findings, cortical cell cultures were chronically
treated with PKC inhibitors and morphological effects
investigated and correlated to the activity dynamics in
the developing networks.

2 Methods

Primary cell cultures were prepared from new-
born rat cortices following a standard protocol
adapted from S. Marom. Cells were plated at densities
ranging between 1000-9000 cells per mm? onto PEI
coated MEAs and coverslips. Cultures were incubated
at 5% CO, and 37°C. One third of medium was re-
placed twice a week. PKC inhibitors (Goe6976 0.3 &
1 pM, K252a 0.15 pM; Sigma-Aldrich) were applied
with the first medium exchange at DIV1. For morpho-

logical characterization, cultures were stained against
microtubule-associated protein 2 (Abcam). Re-
cordings were performed under culture conditions
(MEA1600-BC system, MCS, Germany).

Fig. 1. Visualization of the dendritic network. Immunohistochemi-
cal staining against MAP2 expressed in dendrites and cell bodies.
Chronic treatment with the PKC inhibitor Goe6976 resulted in en-
hanced neurite outgrowth in isolated neurons and in neurons em-
bedded in a network

3 Results

Dendritic fields were characterized with a modi-
fied Scholl analysis (Scholl, 1953) describing the ra-
dial dendritic field density of neurons. To account for
the overlap of dendritic fields of spatially non-
uniformly distributed neurons and for the influence of
neuronal neighborhood relations on neuritic differen-
tiation, neurons were grouped into classes of compa-
rable local neuron density. For this we determined the
number of neighboring neurons within a range of
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100pum according to a measure for spatial clustering
(Prodanov, 2007). Blocking PKC activity significantly
enhanced maximal radial dendritic arborization up to
+20% at intermediate (DIV14) and about +75% at
later stages (DIV40) of development (Fig. 3). Typi-
cally, neurite density decreased in untreated cultures
but slightly increased with PKC inhibition between
DIV14 and DIV40. This suggests that blocking PKC
activity prevents pruning and prolongs the neurite
elongation phase. Neurons in sparse cultures with
negligible dendrite field overlap were traced manually
and likewise showed significantly enhanced dendritic
field extents under PKC inhibition at DIV14 (Fig .2).

Although the overall neuron density revealed no
differences across conditions (data not shown), con-
trol cultures had a higher proportion of neurons in re-
gions with higher local neuron density. This indicates
that cell migration was inhibited under PKC inhibi-
tion, resulting in the persistence of the homogenous
initial spatial distribution of neurons. Comparable
neuron distributions  within one condition after
DIV14 indicate that neuronal migration is largely ac-
complished in the initial phase of network maturation.

Electrophysiological recordings performed in the
course of development revealed no significant
changes in global level of activity, firing rates of sin-
gle neurons or regularity of spiking. Changes in the
size distribution of neuronal avalanches (Beggs, 2003)
during development, however, followed the course
predicted by a model of homeostatic network matura-
tion and revealed an accelerated development of the
network under PKC inhibition consistently with the
prediction of a model for enhanced neurite outgrowth
(Tetzlaff et al., Cosyne 2008).

4 Summary

Our work shows that pharmacological inhibition
of PKC activity enhances neurite outgrowth and pre-
vents cell migration and pruning in cortical cell cul-
tures. This establishes modified connectivity statistics
in the developing networks. The lack of profound
changes in level and structure of activity of single
neurons points towards homeostatic mechanisms that
regulate these dynamics independent of neuronal con-
nectivity statistics. Changes in the network dynamics
that are currently investigated, however, indicate func-
tional consequences of altered connectivity statistics.
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Fig. 2. Dendrite characteristics of single neurons. Dendrites of neu-
rons in sparse cultures at DIV14 were traced manually and internode
characteristics determined in dependence of the arborization level.
Cultures chronically treated with the PKC inhibitor Goe6976
(ImuM) revealed significantly more dendrites and slightly longer
internode distances at intermediate arborization levels revealing
enhanced bifurcation probabilities and neurite elongation. Bars de-
pict mean values +SEM. Significance levels were determined using
student’s t-test (5, 1, and 0.1 %)

Fig. 3. Modified Scholl analysis. Neurons were grouped according
to their local neuron density (columns) and the radial dendritic den-
sity (Dy) determined for these groups (2nd row). The ratio of D, be-
tween treatment and control cultures emphasizes that PKC inhibi-
tion results in a higher radial dendrite density. This effect is mark-
edly increased in older cultures. The number of somata within a
certain distance from the soma (S;) (1st row) shows that grouping
according to local neuron density results in similar neuronal
neighborhood relations in the comparison across pharmacological
conditions. The bottom row depicts the percentage of neurons in a
density class. Control cultures show a tendency towards denser
classes indicating stronger clustering due to cell migration.
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Periods of synchronized bursting activity are usually generated by different in vitro models for the
study of neural dynamics (acute and cultured brain slices, cultures of dissociated neurons): in 2003,
Beggs and Plenz [1] demonstrated that within these synchronous epochs there exists a more sophisti-
cated embedded form of dynamics, called neuronal avalanche. In this work, we analyzed the electro-
physiological activity produced by networks of dissociated cortical neurons cultured onto MEAs by
considering the approach proposed by Beggs and Plenz [1] and we asked whether and how neuronal
avalanches are intrinsic to the network formation and stabilization, trying to understand the phenome-
non of self-organization in cortical networks.We found that criticality is related both to the development

of networks and balance between synchronization and variability in the bursting activity.

1 Methods

1.1 Cell preparation

Dissociated neuronal cultures were obtained from
cerebral cortices of embryonic rats (E18), through en-
zymatic (0.125% trypsin solution for 25-30 min at 37
°C) and mechanical dissociation. Cells were then
plated onto 60-channel TiN-SiN MEAs (Multi Chan-
nel Systems, Reutlingen, Germany) pre-treated with
adhesion promoting molecules (poly-L-lysine and
laminin) at the final density of about 1500 cells/mm?.
For more details about cell culture technique, see [2].

1.2 Processing technique

A neuronal avalanche is defined as an event of
widespread spontaneous electrical activity over the
MEA, preceded and followed by a silent period: from
the spike-detected signals, we identified neuronal ava-
lanches as sequences of consecutive time bins of
width At, which contain at least one spike on one elec-
trode of the array. Then, the avalanche size is defined
as the number of electrodes being active at least once
inside an avalanche, while the duration of an ava-
lanche is usually called avalanche lifetime and is ex-
pressed in number of bins At. We derived the relative
histograms of avalanche sizes and lifetimes and re-
ported the results in bilogarithmic plots.

The time scale of the phenomenon is different as
it is referred to spiking activity and not to LFPs (as for
slices): thus, the time window used to bin the spiking
activity has to be considerably reduced (range 0.2 — 1
ms) with respect to other in vitro preparations.

1.3 Dataset

We considered several recordings of spontaneous
activity, both in mature cultures (3 cultures, 4™ week
in vitro) and during development (6 cultures, recorded
twice a week from 7 to 42 days in vitro), as well as a
large-scale network computational model, developed
to interpret the experimental results (see [2] for de-
tails).

Some cultures were treated with specific drugs af-
fecting the bursting dynamics of in vitro cortical net-
works: we tested acetylcholine (ACh) in concentration
10 uM on 3 cultures and bicuculline (BIC) in concen-
tration 30 uM on other 3 cultures [3].

2 Results

2.1 Mature cortical networks display differ-

ent avalanche distributions

We observed different distributions of avalanche
sizes and durations, i.e. sub-critical, critical or super-
critical, depending on both the age and the develop-
ment of cultures (Fig. 1).

The number of avalanches detected per minute is
low until the 3rd week in vitro; then, it increases and
generally reaches a stable state that is maintained dur-
ing the whole mature phase. Once a culture had
reached the mature stage, it showed a preferred behav-
ior (critical, subcritical or supercritical), even if some
deviations are possible.

In fact, there is variability among cultures, show-
ing that every network develops in a different way ac-
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cording to some factors, such as the actual plating
density, the cellular composition and the coupling
with the electrodes.

2.2 Avalanche distribution is correlated with
balance between synchronization and
variability in the bursting activity
These behaviors correlate with the level of syn-

chronization among bursts and the ratio between

bursting and random spiking activity. In particular,
criticality was found in correspondence to medium
synchronization among bursts and poor random spik-

ing activity (Fig. 2).

We confirmed these results through the applica-
tion of specific drugs affecting the balance between
coherence and variability in the network’s activity (i.e.
ACh and BIC). These hypotheses were also confirmed
by the computational model, in which we mimicked
both the spontaneous activity and the effect of these
substances on cultures and we found the same results
as in the experiments (data not shown). In particular,
simulated results support the plausibility of a scale-
free network topology underlying the critical state.

Neuronal Dynamics and Plasticity

3 Conclusions

Cortical neurons preserve their capability of self-
organizing in an effective network also when dissoci-
ated and cultured in vitro. The distribution of ava-
lanche features seems to be critical in those cultures
displaying medium synchronization among bursts and
poor random spiking activity, as confirmed by chemi-
cal manipulation experiments and modeling studies.
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Fig. 1. In mature cultures we can observe different dynamic behaviors, exemplified by three selected cultures. A, Avalanche size distribu-
tions. B, Avalanche lifetime distributions. Both histograms are compared with power laws whose exponents are -1.5 and -2, for the size and

for the lifetime respectively.

Fig. 2. Different avalanche distributions correspond to different global activities, both in the synchronization level and the proportion be-
tween random spikes and bursts. A, Box plots of CIO0 distributions for critical, subcritical and supercritical cultures. B, Box plots of percent-
age of random spiking activity distributions for the same groups of cultures
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The focus of the experiments done using MEAs has traditionally been in repeated short-term meas-
urements. However, in this study we utilize a specific setup to measure the activity of cell cultures over
a longer term, in order to develop new methods for analysis of quantitative changes in the measure-
ments and to provide insight on the dynamic shifts in baseline during long-term measurements.

1 Background and Aims

Microelectrode arrays (MEAS) have well estab-
lished themselves as a dextrous tool for measuring the
behaviour of networks consisting of electrically active
cells. The focus of the experiments done using MEAS
has traditionally been in repeated short-term meas-
urements (see, e.g. [1]). However, in this study we
utilize a specific setup to measure the activity of cell
cultures over a longer term. The aim of this study with
long-term measurements of cultured neurons and neu-
ron-like cells is both to develop new methods for
analysis of quantitative changes in the measurements
and to provide insight on the dynamic shifts in base-
line during long-term measurements. The former pro-
vides new points of comparison for such long-term
measurements where the cells are stimulated, either
electrically or chemically, while the latter is beneficial
in extracting new information considering baseline
changes over a longer period of time.

2 Methods

Cells were obtained from Wistar rat prefrontal
cortex within 24 hr after birth (PO) and mechanically
and enzymatically dissociated using standard cell bi-
ology protocol modified from [2]. 10° cells were
plated on substrate-integrated MEAs coated with
polyethylene imine. The cultures were maintained in
an atmosphere of 37°C, 5% CO2 and 95% air in an
incubator. Quarter of the medium was exchanged
twice per week. The basic measurement system was
an MCS microelectrode array (MEA) system. This
system was modified to enable uninterrupted meas-
urements over extended periods of time, ranging from
days to weeks (with an additional perfusion system).
The utilization of long recordings prevented the in-
voluntary stimuli, and enabled the monitoring of

changes in the baseline. Thereafter, the spontaneous
activity was recorded for at least 12 hours, and the in-
stances of activity were saved for offline analysis with
Matlab®.

3 Results

During the long-term measurements conducted in
this study, the baseline was monitored for spontaneous
changes in temporal and spatial activation patterns.
Recordings with the presented setup demonstrated that
the neuronal cultures have increased activity for up to
10 minutes after mechanical disturbances. Further-
more, overnight experiments demonstrated changes in
the baseline activity with emerging high activity states
and turn-over of active channels. Our results demon-
strate the need for more detailed questions on the in-
terpretation of “control” or “baseline” analysis and
their possible consequences on the interpretation of
the experimental results.

4 Conclusion

We report that there are clear changes in the base-
line over a long-term measurement. Thus, it becomes
evident that when analyzing long-term measurements,
the above-mentioned baseline changes must be taken
into account. This requires further development of the
analysis methodology for long-term cultures. The
methods used here for analyzing the long-term meas-
urement data provide new assets for future develop-
ment of possible online analysis tools.
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It has been shown that cortical cultures develop regular bursting activity after two weeks in culture in
vitro. It is not clear whether such a type of neuronal activity can be modulated by network size and ar-
chitecture. To address this question, neuronal cultures patterned in narrow 40 um strips have been
grown in vitro for 2-3 weeks. No bursting activity has been observed in patterned cultures for 2 weeks
while the appearance of irregular burst during the 3d week in vitro coincided with the establishment of
connections between the stripes. We conclude that a large network of neurons is required for the gen-

eration of regular bursts.

1 Introduction

It is well established that in cortical cultures in vi-
tro bursting of action potentials develops during the
first two weeks in culture [1, 2]. Since no such conti-
nous regular bursting is observed in vivo [3], we asked
whether large, apparently chaotically interconnected
networks of neurons that form in in vitro cultures
could be a reason for such a phenomenon. To test this
hypothesis, we employed cortical cultures patterned
on MEA electrode arrays .

2 Methods

Neurons were derived from E18-E19 rat embryos
and grown in a standard serum free medium. For
polylysine pattern micro-printing, PDMS stamps were
obtained from matrices fabricated employing maskless
UV lithography. Before micro-printing MEAS were
washed with acid solution (pH = 2) to remove any ab-
sorbed polylysine and left overnight with pluronic
acid (1 %) to reduce non-specific protein adhesion. A
single type of pattern of approximately 1300 um long,
40 pum wide strips separated by 60 um gaps was used
(Fig. 1). In addition, all surrounding area of approxi-
mately 3 cm? was stamped with un-patterned
polylysine. For control experiments, cultures were
seeded on non-patterned MEAs. Multichannel Sys-
tems (Reutlingen, Germany) set-up was used to record
cultures while Clustakwik and IgorPro (Wavemetrics)
software was used for data analysis. Regular bursting
activity was defined by the presence of a clear peak in

the inter-spike interval distribution histogram (Fig. 2)
that corresponded to the intervals within a burst (<0.5
s). In addition, a coefficient of variation (CV) was
used as an indicator of the presence of bursts (CV >
1.5).

3 Results

Initially, all neurons adhered only to the area con-
taining stamped polylysine that is the strips and the
surrounding non-patterned area (Fig. 1). In non-
patterned networks a clear bursting activity could be
detected, on average, after 9 days in vitro (DIV9, n =
8). Such distinct bursts were always present at DIV10
(n = 8). In contrast, during the first 13 days, no such
bursting activity could be detected in any patterned
cultures (n = 11). In a fraction of patterned cultures
(4/11), a regular firing without bursts could be ob-
served for several days in a row after 9-11 days in vi-
tro (Fig. 2). In non-patterned cultures, such a regular
firing without bursts could be observed only on 2/70
electrodes (2 out of 8 cultures) and it lasted only a sin-
gle day. During further development of cultures, occa-
sional axons would grow across non-stamped,
polylysine free areas thus connecting several stripes
into a single network. The establishment of this con-
nectivity between several stripes coincided with the
appearance of irregular bursting (n = 4/11) during the
late stages of development in vitro (> 13 days in vi-
tro). However, no regular bursting could be detected
in patterned neuronal cultures even after 20 days in
vitro.
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Fig. 1. A photo of an example of a neuronal pattern after 5 days in
vitro. The pattern size is 1.3 mm X 1.3 mm.

4 Conclusions

Our data show that no bursting could be detected
in neurons that grew in separate stripes and only an
occasional regular firing without bursts of action po-
tentials could be observed in such cultures. The occur-
rence of bursts seems to require the presence of large
interconnected neuronal networks as the appearance
of the first bursts coincided with the development of
connections between stripes. However, because of the
distance between stripes, such connections were es-
tablished at late stages of development (> 13 days in
vitro). Thus, the occurrence of bursts was much de-
layed in patterned cortical cultures. However, even in
the presence of these interstripe connections in pat-
terned cultures, no regular bursting could be detected
for at least 3 weeks. We conclude that large intercon-
nected neuronal networks are required for the appear-
ance of continoous, regular action potential burst fir-
ing. It is likely that fine tuning of network connections
that occur during the development in vivo [4] sup-
presses the generation of such continous regular burst
firing in neurons of adult brain.
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Fig. 2. No bursting activity is detected in patterned cortical cultures
for at least 13 days in vitro. Top row, a photo of an example two
neuronal stripes grown on MEA (left panel) and of activity recorded
from the red-circled electrode (right top panel). Only spikes denoted
as bars are shown. An interspike interval histogram shows no peak
(the arrow indicates the expected location of the peak) indicating the
absence of bursts while a low coefficient of variance (0.9) indicates
the absence of any pattern in the neuronal activity. Bottom row, in
contrast, in non-patterned cultures of the same age (a photo of an
example culture grown on MEA shown in the left panel) clear bursts
could be detected (top right, spike arrival bar plot) that is confirmed
by a high coefficient of variation (2.2) and the presence of peak in
the interspike interval histogram (right bottom panel).
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The STOP null mouse is an animal model which presents synaptic and behavioral deficits imitating
features of schizophrenia. These deficits can be alleviated by neuroleptic treatment, providing an at-
tractive model to test news antipsychotic drugs. In this study, we explored bioelectrical activity within
hippocampal slices of STOP null mice using MEA tool. The aim of the study was to define relevant
bioelectrical criteria for STOP null mice. We examined evoked electrical activity in basic conditions,
and after paired-pulse and theta burst stimulation in order to study short and long term plasticity (LTP),
respectively. The results confirm that only LTP is impaired in STOP null mice and show for the first

time that heterozygous STOP mice present a partial LTP impairment.

1 The STOP null mouse: an attractive
model to test new antipsychotic
drugs

STOP null mouse is a genetically modified mouse
lacking the STOP gene coding for a protein called
Stable Tubule Only Polypeptide (STOP). The STOP
protein belongs to the family of microtubule-
associated proteins (MAPs). The STOP null mice pre-
sent hyper-dopaminergy, severe behavioral disorders
and synaptic defects in glutamatergic neurons imitat-
ing features of Schizophrenia. These deficits can be
alleviated by antipsychotic treatment. As synaptic de-
fects were considered as important factor in schizo-
phrenia, this model is very attractive to test new antip-
sychatic drugs. Andrieux et al. (1) found that they pre-
sent an impairment of long term potentiation in
hippocampal neuronal network using usual electro-
physiology techniques (glass micropipettes and patch-
clamp). The aim of this study was to find relevant bio-
electrical criteria which characterize STOP null mice
using an efficient and fast technology: Multi-
Electrode Array (MEA).

2 MEA: an efficient and fast electro-
physiological technology

MEA used in this study is the Panasonic’s
MEDG64 which allows to record up to 64 electrodes
simultaneously. Our biological material consisted in
acute hippocampal slices from STOP +/+, +/- and -/-
adults BalbC/SV129 mice. Only slices without visible
damage were placed on the MEA, and then electri-
cally stimulated within the CA3 area. Evoked re-
sponses were recorded within the CAl area (cf. Fig.

1). An input/output curve is recorded, allowing the
selection of stimulation intensity (inducing 50% of
maximal amplitude), and a paired pulse test is real-
ized. The paired pulse test consists in a double stimu-
lation spaced by 50ms. After that, evoked responses
were recorded for twenty minutes (baseline), and high
frequency stimulation (theta burst, TB, 100Hz, 1sec)
is applied. Evoked responses were recorded for one
hour post TB.

Fig. 1. Photograph of a STOP mouse hippocampal slice on MEA
showing stimulation (red) and recording (blue) areas.

For each slice, we analyzed the amplitude of evoked
responses:
i) During baseline: mean amplitude of evoked re-

sponses during the 10 minutes preceding TB.
ii) After paired pulse: mean percentage of increase.
Data shown here are only paired pulse facilitation
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that is to say increase amplitude after the second
pulse compared to the first.

iii) After theta burst: mean percentage of increase be-

tween 30 and 60 min after theta burst referred to
baseline amplitude.
LTP is defined as a sustained increase of evoked
response amplitude after theta burst lasting more
than 30 minutes (Fig 2 and 3). Only slices present-
ing a stable baseline (+ 20%) and an abrupt in-
crease of evoked response amplitude after TB are
taken into account.

Fig. 2. Example of typical evoked responses recorded from a STOP
+/+ mouse before and after theta burst. Amplitude is increased after
theta burst which is characteristic of LTP.

3 LTP impairment as a relevant crite-

rion of STOP null mice

Concerning bioelectrical activity during baseline and
paired pulse facilitation, no differences were observed
between the three genotypes of STOP mice.

Concerning LTP, we found an increase of 60 + 3.6%
(n=8 slices) compared to the baseline for +/+ mice.
For the -/- mice, the response is only increased by 22
£ 1% (n=9 slices) following the TB. This result is sig-
nificantly different from the +/+ result (P<0,001). Het-
erozygous mice presented an increase of 42 + 1.3%
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(n=17 slices), intermediate between the +/+ and -/-
mice.

Fig. 3. LTP is defined as a sustained increase of evoked response
amplitude after application of theta burst. Typical example of one
slice for each STOP mouse genotype.

4 Conclusion

This study confirms that STOP null mice present
an impairment of LTP and shows for the first time that
heterozygous STOP mice have an intermediate im-
pairment of LTP probably due to the presence of one
allele instead of two. This suggests that the deletion of
one allele is sufficient to induce synaptic plasticity’s
impairment. These results also strongly support the
importance of the cytosqueleton and associated pro-
teins such as STOP in the generation and maintenance
of LTP. This study confirms the efficacy of the MEA
to make easy-to-use and reproducible electrophysio-
logical measurements. MEA represents a relevant tool
to explore biomarkers in transgenic mice. This tech-
nology will also be used to evaluate antipsychotics
drugs effects on LTP mice.
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Recently, there has been a growing interest in spontaneous brain activity following evidence that it
may have a functional role. Consequently, considerable effort was directed towards understanding
how neuronal spontaneous activity is maintained and regulated. The activity of most neurons in the
network is characterized by firing in synchronized bursting events (SBEs), however, a subset of highly
active neurons shows rapid activity which persists between SBEs. Here we investigated the dynamical
properties and putative role of these highly active neurons (HA-neurons) in cortical cultured networks
grown on Multi-Electrode-Arrays (MEA). By using statistical and time-series analysis, we found that
the activity patterns of HA-neurons are marked by special firing properties that may be associated with
the regulation of the SBEs. We also show that during the course of network development, its activity
follows a transition period in which mostly HA-neurons are active. A similar effect was observed in the
recovery of the network’s activity from intense chemical inhibition of excitatory synapses. Finally, we
studied the time order of neuronal activation during SBEs in networks with engineered geometry and
found that HA-neurons are typically the first to fire and are more responsive to electrical stimulations.

1 Introduction

Electrical activity in the brain is comprised of
evoked activity (induced by external stimuli), and
spontaneous (internally-generated) activity [1]. Re-
cently, increasing research efforts have been directed
to the investigation of spontaneous activity and to
studying the physiological mechanisms underlying the
generation and regulation of this activity. These stud-
ies are motivated by an accumulating body of experi-
mental evidence, which suggests that spontaneous ac-
tivity may play a decisive role in shaping neural cell
assemblies [2]. If so, it consequently implies that
some innate, yet unknown, mechanisms of activity
maintenance, initiation and regulation should exist.

Cultured networks that exhibit spontaneous activ-
ity in the absence of any external electrical stimula-
tions or chemical cues are commonly used as a valu-
able model system for studying spontaneous neuronal
activity [3, 4]. The spontaneous activity in cultured
neuronal networks is often marked by the existence of
synchronized bursting events (SBES) - relatively short
time windows of several hundreds of milliseconds
during which a large fraction of the cells is engaged in
intense firing [3, 4]. This mode of collective behavior
has been observed across many different brain struc-
tures and preparations [5, 6]. However, while the ma-
jority of cells fire exclusively during SBEs, a small
fraction of the cells appear to fire between SBEs.

In this work, we investigated the dynamics of
such cells identified in the spontaneously activity of
cortical neuronal networks. In order to investigate the
putative regulatory role played by these highly active
neurons (HA-neurons), we investigated their dynam-
ics in early developing networks, during recovery
from intense chemical inhibition and in response to
electrical stimulations.

2 Methods

We used micro-electrode arrays (MEA-chip,
Multi Channel Systems) to monitor the electrical ac-
tivity of in-vitro embryonic (18-19 day) rat cortical
cultured networks with confined geometry. These
networks were restricted (using PDMS stripes) to
grow only in the area covered by the electrodes, thus,
allowing uniform sampling of all the network area.
Recordings and stimulations were performed using
MEA-1060B amplifier and STG-1008 stimulator, re-
spectively.

We identified HA-neurons according to their inter
spike interval (ISI) profiles; regular neurons, in con-
trast to the HA-neurons, rarely exhibit ISls in the in-
terval of [10%, 10°] milliseconds. Consequently, we
defined HA-neurons to be those with significantly
high fraction (>0.1) of ISls in the interval [10% 10].
Such neurons were also found to fire a large fraction
of their spikes between SBEs.
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3 Results

We confirm previous results [7] by showing that
while most of the neurons fire during the SBEs, there
is a small subset of highly-active neurons (~10% in
our cortical cultures) whose activity persists between
the SBEs. We found that the activity patterns of these
neurons are marked by distinctive firing characteris-
tics - unimodal distribution (vs. bimodal of the rest of
the neurons) in the inter spike intervals and by signifi-
cantly higher power spectral density at low frequen-
cies. Such spectral profile may be indicative of long
range auto-correlations, and may suggest the existence
of some innate mechanisms which regulate the firing
of the HA-neurons during the networks silent states.

Fig. 1. Initiation of electrical activity in developing cultured net-
works. We show here the activity raster plot of 22 neurons taken at
5th day in vitro. For clarity of presentation, the individual neuronal
traces are rearranged according to the time of their first spike (bot-
tom row for the earliest). During the five first hours, mostly HA-like
neurons (below the red line) were active. The collective activity
emerged later as short time windows of rapid neuronal firings (the
SBEs) which were separated by longer intervals of quiescence state.

We next investigated whether HA-neurons have a
putative role in the maintenance and regulation of the
spontaneous activity of the cultured networks during
their development from a collection of isolated cells
into mature wired networks of interconnected neurons
(figure 1). Our results show that the early network de-
velopment is marked by a transient period, during
which a large fraction of neurons are classified as HA-
neurons (figure 2). This fraction gradually decreases
during the course of the network’s maturation as addi-
tional neurons, which fire exclusively during SBEs,
begin to fire spikes. A similar effect was observed in
the recovery of networks from intense chemical inhi-
bition of glutamatergic synapses. The fraction of HA-
neurons gradually increased following the complete
abolishment of spontaneous activity in the network.

In addition, we found that in developing net-
works, HA-neurons act as headers or precursors of the
activation of SBEs, in the sense that they are typically
the first to fire during a synchronized bursting event.

To further understand this effect we investigated
the response of regular neurons and HA-neurons to
electrical stimulations. We found that HA-neurons are
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more excitable in the sense that they responded with a
higher fidelity to electrical stimulations regardless of
the stimulation location.

Fig. 2. The activity of HA-neurons is correlated with the homeo-
static regulation of developing cultured networks. HA-neurons were
identified (see methods) in consecutive, non-overlapping, one hour
windows. The fraction of HA-neurons in respect to the number of
identified active cells (blue circles) is initially high, and decreases
gradually during the course of the networks development. The black
line is the smoothed average over data from several experiments
(N=7).

4 Conclusions

Overall, the results presented here suggest that
HA-neurons may be recruited by the network to initi-
ate its activity and maintain its activity homeostasis.
In this view, HA-neurons can be regarded as highly
excitable neurons, which are more sensitive than other
neurons to fluctuations in the network’s activity. This
sensitivity may be regulated in a "network dependent”
manner, by a biophysical mechanism yet to be discov-
ered.
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1 Background

Changes in synaptic efficacy have been hypothe-
sized to be an important process for the memory for-
mation in the central nervous system (CNS). Under-
standing the mechanisms of LTP is important, not only
in the study of neuroscience but also in the study of
the pathophysiology of neurological disorders.

2 Methods

A stimulation was applied to in the stratum radia-
tum of the CAl region to stimulate the
SC/commissural pathway from cultured hippocampal
slice. LTP induction was made by single point theta
bust stimulation (TBS) and several points correspond-
ing recording in a conventional LTP experiment.
Moreover, this effect was mediated by activation of a
NMDAR and AMPAR, because it was shared by a
NMDA and AMPA agonist, and was blocked by its
selective antagonist.

3 Results

As the results, LTP induction and recording of
LTP had extremely obstinate. It had been shown that
the induced LTP was blocked by NMDAR antagonist
treatment. LTP is regulated by phosphorylation of the
AMPAR. It had been shown that AMPAR antagonist
also blocked the induced LTP however the reduced
LTP amount was smaller than NMDAR antagonist
treatment. Moreover, it had been shown that AMPAR
antagonist also blocked the induced LTP

however the reduced LTP amount was smaller than
NMDAR antagonist treatment). Under experimental
conditions, application of concentrations of Cassia t.
(100 pg/ml) resulted in a significant increase in LTP
magnitude. Furthermore, NMDAR and AMPAR an-
tagonist could block increased LTP by Cassia t. treat-
ment. For these reasons, it was assumed that Cassia t.
might influence the NMDAR and AMPAR activities.
Nevertheless, Cassia t. did not completely blocked by
the antagonists. It was shown that Cassia t. would go
through other pathway such as metabotropic gluta-
mate receptor (mGIuR). Hence, it may need more in-
vestigation to understand the action mechanism of
mGIuRs, and the relationship under induced LTP con-
dition with Cassia t.

4 Conclusion/Summary

In this study, two technologies were adapted; or-
ganotypic hippocampal slice culture and LTP induc-
tion techniques. In this experimental, it was clearly
demonstrated that the LTP amount was controlled by
it and the controlled LTP used for chemical treatment
effects. As the result, it had been shown that the in-
duced LTP was blocked by NMDAR antagonist, MK-
801 10 uM and AMPAR antagonist, NBQX 10 puM as
others reports. Under this experimental conditions,
treatment of concentrations of Cassia t. (100 ug/ml)
resulted in a significant increase in LTP magnitude.
This tool would be very useful for understanding the
mechanism of LTP and effect of drug as using a closer
model system to in vivo.
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The localization of learning in dissociated cultures to the stimulation-evaluation electrode pair was
studied. The cultures were trained using the Conditional Repetitive Stimulation (CRS) algorithm, in
which repetitive focal stimulation is ended when a preset ratio of desired responses is achieved. We
found that CRS can be used to strengthen an initially weak stimulus-response relationship. We used
estimations of the instantaneous firing frequencies per electrode during spontaneous network bursts
(NBs), called phase profiles, to determine the spatial extent of the changes required to establish a new
stimulus-response relationship in the network. We found significant changes in the profiles, both on
the stimulated and observed electrode pair, but also at numerous other sites. The results indicate that

most of the changes are uncontrolled and that the whole network is involved during learning.

1 Introduction

Multi electrode arrays (MEAS) are an important
tool in studying the processing of information in net-
works of neurons. Central to this research are the neu-
ral code and the mechanisms underlying learning and
memory. The neural code allows the network to sense
its environment and act on it. Learning represents
modifications to the networks’ connectivity as a con-
sequence of experience. Various stimulation para-
digms aiming to change network connectivity, meas-
ured by action potential firings in reaction to test
stimuli, have been introduced [1-3]. Most of these
were open-loop, in that stimulation did not depend on
network activity. These showed that, under certain
conditions, changes lasting for >30 min could be in-
duced. A certain amount of control over the changes
that were induced came with the introduction of the
conditional repetitive stimulation (CRS) algorithm by
Shahaf et al [4]. This was the first successful closed-
loop algorithm, as stimulation was stopped when the
network response fulfilled a predefined goal. The
network could thus be trained to incorporate a new
input-output relationship defined between a stimula-
tion electrode and an evaluation electrode. However,
the role of the rest of the network has not been inves-
tigated. We investigated the influence of learning on
spontaneous bursting, with emphasis on the per elec-
trode contributions. To this end, we made profiles of
the firing rate during bursts. A profile of summed ac-
tivity was called a burst profile (BP), and profiles of
single electrode activity were called phase profiles
(PPs). The size and shape of the profiles was highly
dependent on culture and age, and changed on a time-
scale of several hours [5]. The relative stability of the
profiles during spontaneous development allowed the
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comparison between profiles before and after CRS
with normal development.

2 Methods

We used cultures of newborn rat neocortical cells,
as described elsewhere [5]. The training procedure
was based on that developed by Shahaf et al [4].
Shortly, low frequency stimulation (ISI: 1 to 5 s) was
applied to a single electrode as long as a predefined
desired response at an evaluation electrode was ob-
served in less than 2 out of the 10 last stimuli. A re-
sponse was defined as the presence of one or more
spikes in a certain time window after stimulation (e.g.
50 to 80 ms) at a non-stimulated electrode. Only elec-
trodes with a small initial response ratio (<0.1) within
the response window were chosen for evaluation.

Spontaneous NBs before and after CRS experi-
ment were detected by analyzing the Array-Wide
Spiking Rate (AWSR, the sum of activity over all
electrodes). Next, we estimated the instantaneous
AWSR during a burst by convolving spike-
occurrences with a Gaussian function (standard devia-
tion 5-10 ms). We followed the same procedure for
each electrode site as well. When bursts were less in-
tense, we used time-averages of several bursts by
aligning them to peak AWSR, in order to get a more
stable estimation of the per site firing frequency.

Similarity between two profiles was calculated by
the mean squared value of their difference. We used t-
tests with a=0.05 for determining significant changes
between sets of profiles (i.e. before-set and after-set).
In 4 experiments, the spontaneous activity before a
CRS experiment was longer than the CRS experiment.
These, and the associated CRS experiments were used
to determine any changes that occurred spontaneously
(control) and during CRS, respectively.
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3 Results

3.1 Training

Typical learning curves showed a fast initial de-
crease in the number of stimuli required to elicit the
desired response with a responsiveness >0.2 (N, see
figure 1). Often, a period with higher N was observed,
before settling on a low value. In many cases we
found a decrease in array wide response to stimuli
during the learning experiment.

100
80|
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=@~ Average

Number of stimuli

Iterations

Fig. 1. Learning curves. Top) Learning curve of one experiment.
Bottom) Average learning curve (12 experiments; 9 cultures).

3.2 Profile changes

All BPs changed significantly during CRS, while
2 out of 4 changed significantly also during control.
Figure 2 shows how the BPs in one experiment
changed shape.

1 spikes /s

Control

Fig. 2. : Change in burst profiles immediately before and after CRS
(top two traces, black equals before, gray after). The lower two
traces are immediately before and after an equal period of spontane-
ous development. All curves are 45 minute averages. The single
asterisk in the upper right corner indicates that changes were sig-
nificant only during CRS.

The percentage of PPs that changed significantly
increased from 46% during control to 57% during
CRS. On average there were 13 active electrodes. Fig-
ure 3 shows the changes in PPs in the same experi-
ment as in figure 2.
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Fig. 3. Phase profiles of the most active part of the MEA shown in
the same layout as the electrodes. The shaded plot is at the location
of the stimulus electrode (i.e. 74), evaluation was at electrode 73.
Double asterisks denote profiles that changed both during CRS and
control; single stars only changed significantly during CRS.

3 Discussion

Application of CRS learning resulted in an in-
creased number of profile changes. The CRS protocol,
although it evaluated only one (effective) connection,
thus resulted or required the change of PPs on many
electrodes. This should be taken into consideration if
one were to train multiple connections using the CRS
algorithm.

Acknowledgement
We thank Remy Wiertz for his work on culture
preparation and maintenance.

References

[1] Jimbo, Y., H.P. Robinson, and A. Kawana, Strengthening of
synchronized activity by tetanic stimulation in cortical cul-
tures: application of planar electrode arrays. IEEE Trans Bio-
med Eng, 1998. 45(11): p. 1297-304.

[2] Madhavan, R., Z.C. Chao, and S.M. Potter, Plasticity of recur-
ring spatiotemporal activity patterns in cortical networks. Phys
Biol, 2007. 4(3): p. 181-93.

[3] Ruaro, M.E., P. Bonifazi, and V. Torre, Toward the neuro-
computer: image processing and pattern recognition with neu-
ronal cultures. IEEE Trans Biomed Eng, 2005. 52(3): p. 371-
83.

[4] Shahaf, G. and S. Marom, Learning in networks of cortical
neurons. J Neurosci, 2001. 21(22): p. 8782-8.

[5] Stegenga, J., et al., Analysis of cultured neuronal networks
using intraburst firing characteristics. IEEE Trans Biomed
Eng, 2008. 55(4): p. 1382-90.

ISBN 3-938345-05-5

88 6" Int. Meeting on Substrate-Integrated Microelectrodes, 2008



Neuronal Dynamics and Plasticity

Detection of spontaneous firing pattern in cultured
single neuron: application of a multi-electrode array
chip combined with agarose microstructures

Ikurou Suzuki”, Junko Hayashi, Kenji Yasuda

Department of Biomedical Information, Division of Biosystems,

Institute of Biomaterials and Bioengineering, Tokyo Medical and Dental University

Tokyo, JAPAN
* Corresponding author. E-mail address: suzuki.omi@tmd.ac.jp

1 Introduction

Neural dynamics depends on spatial factors such
as the network’s topography as well as on temporal
factors such as activity-dependent modifications. One
of the best approaches to understanding the mecha-
nism of neuronal dynamics is to characterize the neu-
ronal network system by monitoring and stimulating
individual neurons in a topologically defined network
at single cell level and doing this for extended periods
of time.

We therefore previously developed an on-chip
multi-electrode array (MEA) system combined with
an array of agarose microchambers (AMCs). It is pos-
sible to record the firing at multiple cells simultane-
ously for long term and topographically control the
cells position and their connections [1-3]. However,
not showing neuron on the electrode because of the
Pt/Pt-black coated electrodes was problem. As a re-
sult, the number of the survived neurons and the detail
of connections between a neuron to neighbour could
not be identified.

In our present study, to overcome this problem,
we developed thin pt/pt-black coated electrode for
visualizing the neuron on the electrode. We detected
spontaneous firing pattern of cultured single neuron
on the electrode and the firing of two neurons for long
term.

2 Methods

Multi-electrode arrays (MEAS) were formed on
the glass slide comprised 64 50x50-um electrodes.
The surface of each of the recording terminals was
thinly coated with Pt/Pt-black to reduce the imped-
ance. The layer of agarose 10um thick were coated on
the MEA. Microchambers to fix cell positions were
created using photothermal etching methods as shown
in Fig. 1. The 1480-nm infrared laser was focused on
the agar layer on the electode, causing the agar at the
focal point to melt.

Rat hippocampi were obtained from 18-day-old
rat embryo. The cells were used to place neurons one
by one into separate agarose microchambers using
glass micropipette. Cultures were incubated at 37°C
with 5% CO2 at saturated humidity. Quarter-culture
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medium was exchanged twice a week by the medium,
which was conditioned for two days in an astroglial
cell culture.

The experimental set-up is based on previously
developed system. Details about the measurement sys-
tem can be found in [4].

3 Results

Fig. 2 shows the conventional electrode and de-
veloped thin pt/pt-black coated electrode. It is possible
to optically observe the neuron on the electrode. Us-
ing this MEA, we succeeded to record spontaneous
firing of cultured single neuron over 2 weeks and
have detected three firing pattern of cultured single
neuron. In many neurons, burst spiking was observed
(Fig. 3A). In a few neurons, high frequency firing
(about 5Hz) at single spike and the spiking pattern
containing burst spike and single spike were observed
(Fig. 3B, C). These firing patterns were preserved dur-
ing measurement time over 2 weeks.

Fig. 4 shows the spontaneous firing of cultured
two neurons on the electrode. One was fast spiking
neuron and the other was bursting neuron. Magnified
waveform shows evoked firings of fast spiking neuron
by the firing of burst neuron.

4 Summary

In this work we detected spontaneous activity pat-
tern of cultured single neuron and two neurons on the
MEA. These results suggest that cultured single neu-
ron have individual firing pattern. The results also
show the advantage of our AMC/MEA cultivation and
measurements methods and suggest they will be use-
ful for investigating the mechanism of neural dynam-
ics depending on network size and on combination of
individual firing pattern.
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Fig. 1. Schematic drawing of agarose microchamber (AMC)/multi-electrode array (MEA) cell cultivation method. Microchambers to array
cells are formed on the electrodes by spot heating agarose gel. Rat hippocampal cells are placed one by one into a different agarose micro-
chamber using a glass micropipette.
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Fig. 2. Thin pt/pt-black coated electrode for optical imaging the neuron on the electrode. (A) Conventional pt/pt-black electrode. (a) Phase
contrast Image of electrode 50um in diameter. (b)Phase contrast image of cultured single neuron on the electrode. (c) Scanning electron mi-
croscopy imaging of (b). (B) Thin pt/pt-black coated electrode. (a) Phase contrast image. (b) Phase contrast image of cultured single neuron
on the electrode. (c) Fluorescent image of cultured single neuron on the electrode.
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Fig. 3. Spontaneous firing pattern of cultured single neuron. (A)
Burst spiking neuron. (B) Fast spiking neuron. (C) Mix spiking
neuron.
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A comprehensive dataset of multi-electrode array recordings was collected from three-dimensional
hen embryo brain cell cultures, termed spheroids, under long-term electrical stimulation. The aim is to
understand the ongoing changes in the spiking activity under electrical stimulation within the lifetime of
14-72DIV of the neuronal networks contained therein. The spiking dynamics were analyzed and be-
havioral characteristics derived. Some effects on spiking patterns and exhaustion were followed in cul-
ture lifetime. With respect to the culture development, two main types of spiking exhaustion were
found: one which materializes in the form of a drop in the sporadic (tonic) spiking frequency at the
later experimental stages; and another associated with decreasing spiking train appearance through-

out the study period.
1 Study design and results

1.1 Background.

The majority of the work which test the electrical
response, at the network level utilises dispersed
monolayer cultures but recently was suggested denser
monolayer cultures should be used. We undertook the
first MEA measurements of three-dimensional hen
embryo brain cell cultures called ‘spheroids’, finding
complex spiking activity development during their
maturation [1]. We are particularly interested in the
computational behaviour of such aggregate cultures,
i.e., their capacity to exhibit memory and learning [2].
Long-term teaching stimulation-recordings are re-
quired to undertake such studies and herein we de-
scribe a long-term study on the effect of electrical
stimulation to begin exploring the spiking behaviour
under stimulation over time.

1.2 Materials and methods.

Typically, a preparation utilizes 12 brains result-
ing in several thousands spheroids after two weeks in
vitro. Each sample consists of 10-30 spheroids with
unique and originally insulated networks. Ten MEAS
were used and kept for recordings for two and halve
months. The Stimulation recordings are illustrated on
Fig. 1.

2 Results

The Fst/Fsp ratio Fig.2 is ranging betweenl.8-2
when close to 14 DIV, which is gradually decreased to
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1.6-1.7 within the next 10 DIV. The spiking was a
mixture type comprised by some sporadic activity and
transferring to patterned spiking trains. Those forma-
tions varied in length and were changing according to
the DIV. Figure 3 shows the persistence of the train
sizes during the experiments where in 14 tol8 DIV
they vary and hide in the dominant sporadic activity.
As a result of the subsequently reduced sporadic ac-
tivity, more organized and persistent trains were ob-
served at 22-27 DIV. At 28-31 DIV, the activity un-
dergoes a major behavioral change into clean trains
with vanishing sporadicity. At 30-31 DIV a grouping
in massive train clusters were observed with mute pe-
riods in between. In 40-72 DIV, the activity is charac-
terized with a transition between trains to sporadic
spiking. In both, where trains and sporadic spiking
occurred, exhaustion was observed in terms of de-
creased spiking frequency Fig. 3C, with Fsp/Fst dy-
namically adapting & shifting depend on exhaustion
Fig. 3A, were all significant Fig. 3B.

3 Conclusions

The change in the spiking frequency with respect
to the spike organization was analyzed and associated
to spiking exhaustion of the cell culture in 14-72DIV.
Two types of spiking exhaustion were described: one
encounters the drop of the sporadic spiking frequency
at the latest experimental stages and another associ-
ated with decreasing the spiking train’s appearance.
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Fig 1. Stimulation-recording protocol

Fig 3: Data analysis. A - Frequency distributions and fits. B - CDF
function blue- A vs BCDEFG, C - Frequency ration Fst/Fsp
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Fig 2. Frequency ration Fst/Fsp [

Fig. 2. Spiking Frequency plots for 14-72DIV
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A comprehensive dataset of multi-electrode array recordings was collected from three-dimensional
hen embryo brain cell cultures, termed spheroids, under long-term electrical stimulation. The aim of
this study is to show the classified networks with a distinguished spiking behavior as result of long
term electrical stimulation within the lifetime of 14-72DIV of the neuronal networks contained therein.
Four main types of spiking behavior were mapped during long term electrical stimulation. Two main
classified and known as excitatory and inhibitory classes were found. As a complimentary part, two
more were distinguished and termed ‘Flat Liner’ and ‘Up-Down’ which were associated with a super-
positioning of the first two — excitatory and inhibitory.

1 Study design and results

1.1 Background.

As we undertook the first MEA based investiga-
tion of the dynamic of the 3D cell cultures called
‘spheroids’, we realize their variety of the network
response to the electrical stimulation shown as excita-
tory and/or inhibitory reaction to the stimulation. The
network behaviour and its dynamic is an important
issue when the computational behaviour of such ag-
gregate cultures, i.e., their capacity to exhibit memory
and learning are subject to interest. As we previously
described, the long term electrical stimulation was re-
quired to understand the ability of the network [1] to
perform simple computing [2]. In line of those ex-
perimentations the network activity and its character-
istics were derived and classified.

1.2 Materials and methods.

Typically, a preparation utilizes 12 brains result-
ing in several thousands spheroids after two weeks in
vitro. Each sample consists of 10-30 spheroids with
unique and originally insulated networks. Ten MEAS
were used and kept for recordings for two and halve
months. The Stimulation recordings are illustrated on
Fig. 1.

2 Results

The reaction of the network is counted by the be-
havior of spiking frequency ration —F-stimulated over
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F-spontaneous, taken as mean value per cycle Ato G
in respect to spontaneous spiking frequency in cycle
N. Analyzing Fig.2, the Fst/Fsp ratio, we found two
main classes of networks in the spheroids — excitatory
(Fig.2B) and inhibitory (Fig.2D). Two more classes
were described as no reaction or “flat liners’, (shown
Fig. 2C) and ‘Up-Down’ (shown Fig. 2A). The spik-
ing frequency data was computed and analyzed and
the distributions were plotted and fitted. Their behav-
ior is illustrated on Figure3 and indicated with point-
ing arrows to show their shift when electrical stimula-
tion is applied during the time course of an experi-
ment. Those classes were found to be well
pronounced after 31DIV when the spiking frequency
ratio Fst/Fsp was maximally rising in respect to other
DIV.

3 Conclusions

In the major network responses in the spheroids,
to electrical stimuli, titled excitatory and inhibitory,
two more subclasses were found. They were associ-
ated with the superposition and interaction of the two
main types networks in the spheroids. The spiking
frequency ratio plots and the spiking frequency distri-
butions showed a quantitatively and qualitatively
change in the reaction of neuronal networks to the
electrical stimuli in the spheroids. All those changes
were observed in the networks of the spheroids by the
age close to the real hatching of hens, when the chick
come up with developed sight and able to walk.
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Fig 1. Stimulation-recording protocol

Fig 3. Spiking Frequency Distribution for distinguished network
behaviours. A — ‘Up-Down’. B — ‘Excitatory behaviour’, C — ‘“flat
liner’, C — ‘“Inhibitory behaviour’,
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Recently organotypic hippocampal slices were
coupled to Multi-Transistor-Arrays (MTA) fabricated
by an extended CMOS technology [1]. Time-resolved
maps of field potentials were observed with a spatial
resolution of 7.8 pm on an area of one squaremillime-
ter. The approach gives insight into correlations of
neuronal activity in space and time that is a key to un-
derstand the dynamics of complex neuronal networks.
For a quantitative interpretation of transistor recording
as well as of capacitive stimulation [2], knowledge of
the microscopic structure of the tissue in contact to the
silicon chips is essential. We have analyzed the three
dimensional cellular structure of organotypic hippo-
campal slices from mice on silicon chips by two-
photon microscopy. With this method the density of
neuronal cells on the chips and their distance to the
substrate can be visualized. These are important pa-
rameters for an improved theoretical description in
terms of the volume conductor model [3]. Chambers
of perspex were glued on silicon chips with an oxide
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surface. Hippocampal slices from newborn BL57/6
mices were cultured for 2-3 weeks by a Gahwiler-type
technique and compared with slices that were cultured
by the original roller tube technique [4]. The cultures
on the chips developed normally as compared to the
roller tube technique. The stratum pyramidale showed
the wide broadening known from the roller-tube cul-
tures without increased neuronal degeneration shown
by the uptake of propidium iodide and by electro-
physiology. The measurements help for a quantitative
interpretation of transistor recordings that map the dy-
namics of the neuronal networks in cultured slices.
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Synapsins (Syns) are synaptic vesicle phosphoproteins that play a role in synaptic transmission and
plasticity by acting at multiple steps of exocytosis. Mutation of SYN1 gene results in an epileptic phe-
notype in mouse and man, implicating Synl in the control of network excitability. We used microelec-
trode array recordings to study the spontaneous and evoked network activity in embryonic primary
cortical neurons from wild-type (WT) or Synl knockout (KO) mice. Our results demonstrate that the ab-
lation of the SYNL1 gene is associated with a highly increased spontaneous activity with more frequent
and sustained bursts of action potentials and a high degree of synchronization in the network. A set of
electrical stimulation experiments performed on the two genotypes show that the evoked activity is
more intense in KO networks, characterized by a sustained enhanced spiking probability after the

stimulus.

1 Introduction

Epilepsy syndromes have a large genetic compo-
nent. In addition to mutations in specific subunits of
voltage- and ligand-gated ion channels, a number of
other potential genes whose mutation may underlie
epilepsy have been identified, including genes in-
volved in neural development, synaptogenesis, neuro-
transmitter release and synaptic plasticity [1, 2]. Al-
though a large number of these genes have been inac-
tivated in animal models, only few mutants exhibit an
epileptic phenotype, such as knockout (KO) mice
lacking members of the synapsin (Syn). Synapsins
(Syns) are synaptic vesicle phosphoproteins that play
a role in synaptic transmission and plasticity by acting
at a multiple steps of exocytosis. Recently, a form of
familial epilepsy characterized by a non-sense muta-
tion in the SYN1 gene that was present in all affected
family members was reported [3].

2 Materials and Methods

Synl KO mice were generated by homologous re-
combination [4]. Cortical neurons extracted from em-
bryos (E17) of both WT and KO mice were cultured
on planar arrays of 60 TiN/SiN electrodes (Multi
Channel Systems® - MCS, Reutlingen, Germany),
pre-treated with adhesion factors (Poli-L/D-Lysine
and Laminin). Experiments were performed at various
ages of in vitro development, ranging from the second
to the fifth week after plating.

2.1 Experimental protocols

For developmental studies, the spontaneous activ-
ity was monitored and recorded for 20-30 minutes at
various ages, namely at 12-15, 18-20, 24-26 and 31-
35DIV.

Electrical stimulation experiments were con-
ducted on the basis of the following protocol. Four of
the 60 electrodes of the array were probed with test
stimuli for 20 min. Test stimuli were sent sequentially
to each selected electrode at 0.2 Hz frequency [5]. Re-
cordings of evoked activity were performed on 27-33
DIV cultures.

3 Results

To study the cellular bases of the high susceptibil-
ity to epileptic seizures of mice lacking Synl, we first
analyzed the spontaneous electrical activity of net-
works of cortical E17 primary neurons prepared from
WT and Synl KO embryos and plated onto MEAs.
The spontaneous activity of the cultures from both
genotypes was characterized by a balanced presence
of random spikes and bursts of action potentials.
However, Synl KO networks displayed a much higher
spiking and bursting activity than WT networks (Fig.
1, left).

The cross-correlograms of the bursting activity
recorded by all the possible pairs of electrodes
(59x59, excluding autocorrelation) show that, under
basal conditions, the Synl KO preparation presents a
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higher number of synchronized channels. In addition,
the level of synchronization reaches its maximum val-
ues in most of the bursting channels and the correla-
tion peak is much sharper.

During development, the mean values of firing
rate, bursting rate and burst duration were signifi-
cantly higher in Synl KO networks than in WT cul-
tures (data not shown). Moreover, these activity pa-
rameters progressively increased with network devel-
opment only in Synl KO cultures.

Fig. 1. Raster plot and mean cross-correlograms of the 60 MEA
channel for one representative WT (top) and Syn | KO (bottom)
culture.

We next analyzed the response over time of WT
and Synl KO networks to a train of low-frequency,
localized extracellular stimulations applied through a
single electrode of the array.

Fig. 2. Electrical stimulation of WT and KO culture. Top: 8x8
PSTH maps reproducing the layout of the MEA: the histograms of
the responses of a representative WT (left) and KO (right) networks
are reported. Time scale [0, 600] msec. The ‘X’ indicates the stimu-
lating electrode. Bottom: histogram of the PSTH areas calculated for
each recording channel in a dataset of 7 cultures (3 WT and 4 KO,
age range 27-33 DIV): the area of the evoked response in KO cul-
tures is statistically higher than in WT networks, as also proven by
the box plot on the right. Color code: grey (WT) and black (KO).
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The number of spikes generated by the active
channels of the MEA in response to the 50 stimuli
were summated over time (bin = 4 msec, T = 600
msec) and used to generate the corresponding post-
stimulus time histogram (PSTH, Fig. 2, top panels)
which expresses the change of the firing probability as
a function of time after the stimulus. The PSTHs gen-
erated from each channel of the entire MEA showed a
very homogeneous pattern within the whole network
and clear-cut differences in the spiking probability be-
tween WT and Synl KO cultures (Fig. 2, bottom),
which further emphasize the diffuse hyperexcitability
of the mutant networks. Given the spontaneous activ-
ity of Synl KO networks, characterized by prolonged
bursts and high firing rates, it is not surprising that
focal electrical stimulation elicits such a network-wide
bursting behavior.

4 Conclusions

By using MEAs, we studied the spontaneous as
well as stimulus-evoked activity of primary cultures
from WT and Synl KO mice. The presented results
could suggest an explanation for the high susceptibil-
ity of Synl KO mice to epileptic seizures.
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One of the major application areas for human embryonic stem cells (hESC) is the differentiation into
neuronal cells for therapeutic purposes. This requires production of neurons that can form functional
neuronal networks. We utilized the multi-electrode array (MEA) technology to study the electrical activ-
ity of hESC-derived neuronal cultures. Our aim was to set up a MEA measurement system for re-
cording of hESC-derived neurons. The coating of MEA dishes, culturing of neurons, and measurement
parameters were optimized. We followed the functional development of the neuronal networks to-
wards synchronized activity as well as determined their response to specific synaptic receptors target-

ing drugs.

1 Introduction

Functional neuronal cells are needed in large
amounts for treatment of neurodegenerative disorders
[1]. So far, there are no reported studies about measur-
ing the functionality of neuronal networks derived
from hESCs that are one of the most reasonable
sources for neuronal cell transplantations. Thus, a lot
more functional in vitro information is needed of the
characteristics of hESC-derived neuronal cells in or-
der the make the most suitable cell grafts.

MEA technology allows simultaneous monitoring
of spatial and temporal distribution of the electrical
activity exhibited by neuronal populations over weeks
or months. Analysis of multi-channel recordings on
dissociated rodent mouse cortical or hippocampal
slices [2-5] or embryonic stem cell derived neurons
[6-7] have been carried out in recent years. hESC-
derived neuronal cell populations are, however, still to
be studied.

Here, our aim was to set up a MEA measurement
system (MEAG60, Multi Channel Systems MCS
GmbH, Reutlingen, Germany) for recording of hESC-
derived neurons. The MEA dishes (200/30-Ti-gr,
MCS) were coated with polyethyleneimine (0.1%
PEI) and laminin (10 pg/ml) [8]. The cell viability and
neuronal differentiation was assessed. The MEA cul-
tures were measured one to three times a week, each
recording lasting 5 to 10 min.

Pharmacological responses of the neuronal cul-
tures were tested with synaptically acting antagonists
for glutamate receptors AMPA/kainate (6-cyano-7-
nitroquinoxaline-2,3-dione, CNQX) and NMDA (D(-
)-2-Amino-5-phosphonopentanoic acid, D-AP5). In

addition, the effects of GABA and GABA-A receptor
antagonist (-)-bicuculline methiodide were studied.

2 Results and discussion

PEIl/laminin coating supported cell survival and
differentiation

PEl/laminin supported long-term culturing of
neurons on MEA dishes (Fig. 1). The LIVE/DEAD
assay showed that using either laminin, PEI, or
PEIl/laminin as a coating substrate did not affect the
cell viability (Fig. 2). PEI coating caused, however, a
decreased process growth compared to PEIl/laminin
coated MEA dishes. The neuronal processes grew
equally well in laminin and PEI/laminin coated wells.

Fig. 1. A neuronal network on a PEl/laminin coated MEA dish after
33 d of culturing. Electrode interdistance = 200 pum.
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Fig. 2. A cell viability assay after 6 weeks of culturing on a MEA
dish. Live cells are shown in green and dead cells in red color. Scale
bar = 200 pum.

Developing neuronal networks showed spontane-
ous synchronized activity

hESC-derived neuronal cultures formed func-
tional networks that could be sustained for months
without any contaminations. Both asynchronous and
synchronous activity was observed depending on the
maturation stage of the network. The dependence of
neural networks’ activity on sodium-ion channels was
examined with tetrodotoxin (TTX). The activity be-
came completely blocked in the presence of TTX and
reappeared after its wash out.

We detected wide variety of spontaneous activity
from hESC-derived neuronal networks. We recorded
same kind of synchronous bursts (Fig. 3) appearing
typically after a month of culturing on hESC-derived
neuronal networks as described for mouse ES-derived
[7] neuronal networks.

Fig. 3. Activity during 2 s interval in 60 channels. The synchronous
signal bursts occurred over the network at the same time.

Neuronal networks were susceptible to pharmacol-
ogical modulation

Our pharmacological investigation demonstrated
that hESC-derived neuronal network activity can be
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modulated by synaptically acting drugs. Antagonizing
AMPA/kainate and NMDA receptors by CNQX and
D-APS5 application resulted in suppression of all activ-
ity. The effect of CNQX+D-AP5 was reversible and
the activity returned after a wash-out. GABA sup-
pressed the activity in dose dependent manner. Addi-
tion of bicuculline returned the GABA inhibited activ-
ity, increased the amount of signals over the baseline
level as well as induced synchronous bursting.

3 Summary

Here, we showed the generation of functional
networks of hESC-derived neuronal cells in vitro. To
our knowledge, no studies have described that before.
Our results show that these networks are spontane-
ously active and develop similar synchronous bursting
activity described for rodent embryonic stem cell -
derived neuronal networks [7] and cortical cultures [2-
5]. Furthermore, the network activity is sensitive to
synaptically acting drugs indicating that the typical
excitatory and inhibitory receptors are involved in the
functional activity of the networks. Thus, MEA tech-
nology is useful tool for utilizing hESC-derived neu-
ronal cells for developmental and drug screening stud-
ies as well as for regenerative medicine.
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1 Background

Recently, we demonstrated that murine embryonic
stem (ES) cell-derived neural cells are able to generate
functional neuronal networks on microelectrode ar-
rays (MEA). The development of ES cell-derived neu-
ronal networks is characterized by distinct electro-
physiological stages. In early stages of neuronal matu-
ration (1-2 weeks) only single spikes and non-
synchronous bursts of spikes were detected, whereas
at later stages of maturation (>3 weeks), network ac-
tivity was characterized by synchronously oscillating
bursts of spikes. This electrophysiological maturation
was paralleled by morphological changes including
increased numbers of neuronal processes and pre-
synaptic vesicles. Formerly, in vitro generated neu-
ronal networks were typically derived from primary
brain tissue and used to characterize neuronal network
activity with respect to their modulation by pharmaco-
logically acting drugs. To clarify if ES cell-derived
neuronal networks behave similar to primary neuronal
networks we compared the effects of different gluta-
matergic and GABAergic substances on the modula-
tion of network activity.

2 Methods

Undifferentiated ES cells were expanded in the
presence of leukemia inhibitory factor (LIF). After
formation of embryoid bodies in the absence of LIF,
neural differentiation was induced with a mixture of
DMEM/F12 and neurobasal medium supplemented
with N2, B27 and glutamine for 6 days resulting in
neural-induced serum-free, floating culture of embry-
oid-body-like aggregates (SFEBs). Neural-induced
SFEBs where then propagated by adding fibroblast
growth factor-2 (FGF-2) for further 6 days. Neural-
induced SFEBs were seeded either on poly-L-
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ornithine and laminin-coated microelectrode arrays or
coverslips. Three weeks after seeding and neuronal
maturation, ES cell-derived neurons developed syn-
chronously oscillating networks which were subjected
to pharmacological investigations.

3 Results

We observed that low concentrations of glutama-
tergic substances result in increased network activity
whereas high concentrations result in decreased net-
work activity. This effect could be demonstrated for
both N-methyl-D-aspartate (NMDA) and alpha-
amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid
(AMPA)/kainate receptors. The inhibition of glutama-
tergic transmission by the specific NMDA-receptor
antagonist  (2R)-amino-5-phosphonovaleric  acid
(AP5) or the specific AMPA/kainate receptor antago-
nist 6-cyano-7-nitroquinoxaline-2,3-dione  (CNQX)
decreased neuronal network activity. Application of
gamma-aminobutyric acid (GABA) inhibited syn-
chronously oscillating network activity, whereas the
inhibition of GABA-A-receptors by bicuculline or
picrotoxine increased the synchronously oscillating
network activity

4 Conclusion

We demonstrated that inhibition or activation of
glutamatergic and GABAergic receptors results in a
modification of ES cell-derived neuronal network ac-
tivity similar to primary neuronal networks. Thus, the
MEA technology represents a powerful tool to de-
scribe the temporal progression of stem cell-derived
neural populations towards mature, functional neu-
ronal networks that can be applied to investigate
pharmacological
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Neurons derived from P19 embryonal carcinoma
cells establish functional neuronal network proper-

ties
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P19 embyronal carcinoma cells were differentiated into neurons by retinoic acid application and were
cultured on micro-electrode arrays. We showed that P19-derived neuronal networks had quite similar
network properties to those of primary neurons. This will provide the novel capability of MEA system,
such as monitoring differentiation processes of stem cells.

1 Introduction

Regeneration of the damaged central nerve sys-
tem (CNS) is one of the most important research
themes in neuroscience and neuroengineering. It is
essential to replenish the lost neurons and to establish
appropriate functional network using pluripotent stem
cells. Little is known, however, about the properties of
stem cell-derived neuronal network, particularly under
the differentiation and developmental processes.

In this work, we cultured P19 embryonal carci-
noma cells on micro-electrode array (MEA)[1]. P19
cells were differentiated into neurons by retinoic acid
application and formed densely connected networks.
The P19 is pluripotent cell line that serves as a flexi-
ble model system for CNS neurons [2], and is thus
suitable for studying the network-wide dynamics of
neurons derived from stem cells. Here, spontaneous
electrical activity of P19-derived neurons was re-
corded and analysed.

2 Methods

To initiate differentiation, P19 cells were plated
into bacteria culture dishes, which allow cells to ag-
gregate, and cultured in the presence of 1x10° M all-
trans retinoic acid. After 4 days, cells were dispersed
with 0.25 % trypsin-EDTA and plated on MEA coated
with 0.1% polyethyleneimine and Laminin. The plated
cell density was 1~2x10° cells/cm?. After 4 days in
vitro, medium was replaced with Neurobasal medium
supplemented with B27, L-glutamine. One-half of the
medium volume was changed every 2 days.

The MEA substrate consists of 64 indium-tin-
oxide (ITO) electrodes coated with platinum-black.
The electrical signals obtained through each electrode
were amplified 5000 times with 64-channel amplifier
(NF). The recording bandwidth was 100 Hz to 5 kHz
and the sampling rate was 25 kHz.
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3 Results

P19 cells treated with retinoic acid strated extend-
ing neurites within 3 days after plating and formed
densely connected network after 2 weeks cultures

(Fig.1).

Fig.1. Phase-contrast images of P19-derived neurons cultured on
MEA substrate (A) immediately, (B) 3 DIV, (C) 15 DIV, (D) 26 DIV
after plating. Scale bar; 100 pm.

After 2 weeks in vitro, it was possible to record
the spontaneous synchronized periodic bursts, which
were the characteristic features in primary CNS neu-
rons (Fig.2). These synchronized bursts were sepa-
rated by silent periods where only occasional spikes
were observed. Furthermore, addition of NMDA re-
ceptor blocker APV (50 pM) almost inhibited the
spontaneous synchronized burting. In contrast, addi-
tion of GABA-A receptor bicuculline-methiodide
(BMI; 1,10 puM) substantially increased the occur-
rence of periodic synchronized bursting. These results
demonstrated that the glutamatergic excitatory syn-
apses and the GABAergic inhibitory synapses were
active in these P19-derived neuronal networks.
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We concluded that MEA-based recording was
useful for monitoring differentiation processes of stem
cells. P19-derived neuronal networks had quite similar
network properties to those of primary neurons, and
thus provide a novel model system to investigate stem
cell-based neuronal regeneration.
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Fig.2. Spontaneous electrical activity in P19-derived neuronal net-
works at 22 DIV. (A) Extracellular voltage traces obtained through
64 substrate electrodes. Scale bar; 20 sec x 100 uV. (B) Superimpo-
sition of 100 spikes obtained at single recording site indicated in
(A). Scale bar; 100 uV (C) Temporal characteristics of 20 sec of
spontaneous activity. Upper panel: Raster plots of spontaneous ac-
tivity for 64 electrodes. Lower panel: Firing rate of spontaneous
activity recorded by all electrodes.
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Human SH-SY5Y neuroblastoma cells were cultured on microelectrode array (MEA) plates treated
with following coating agents: poly-D-lysine (PDL), poly-L-lysine (PLL), polyethyleneimine (PEI) with
laminin, and laminin alone. The cells were also treated with all-trans retinoic acid (RA) and cholesterol
(CHOL), and their growth, morphology, and differentiation, as well as the presence of synaptic vesicles
in synaptic contacts was studied. The aim is to develop electrically active long-term networks of hu-

man neuronal cells.

1 Introduction

In order to form functional, long-term neuronal
networks of human SH-SY5Y neuroblastoma cells,
the first important step is to optimize the cell growth
on MEA plates with different coating alternatives. The
SH-SYS5Y cell line was selected as test application be-
cause of its neuron-like phenotype and easy mainte-
nance [1]. It has previously been shown that
RA+CHOL treatment induces differentiation and syn-
aptic vesicle recycling in SH-SH5Y cells [2].

In this work the SH-SY5Y cells were first either
allowed to differentiate spontaneously or were treated
with RA+CHOL, in order to make the cells electri-
cally excitable on MEA plates. The effects of the
treatments on differentiation and the cells’ capability
to communicate with each other on MEA plates were
verified with AM1-43 staining of the synaptic vesicle
recycling. The ultimate goal of this work was to find
the best alternative amongst the various coating agents
by following the cell growth, morphology and level of
differentiation. Specifically developed automated im-
age processing algorithms were used to analyze the
cell growth.

2 Materials and Methods

Cell culture and differentiation

The SH-SY5Y neuroblastoma cells (CRL-2266;
ATCC, Manassas, VA, USA) were cultured and dif-
ferentiated together with RA and CHOL as described
by Sarkanen et al. 2007 [2]. The passage 33 cells were
plated with the density of 5000 cells/cm? on MEA-
plates (standard 100/10-Ti-gr, MCS GmbH, Reut-
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lingen, Germany). The success of differentiation, and
the responses of synaptic vesicles on high-K* induced
depolarization, were verified with 4uM AM1-43 fluo-
rescence staining [2].

Coating agents

> PDL 0.05% with laminin 0.002%

PLL 0.05% with laminin 0.002%

PEI 0.1% with laminin 0.002%

Laminin 0.002%

No coating
All coating agents were diluted in sterile water,
except PEI, which was diluted in borate buffer. First,
the plates coated with PDL, PLL, and PEI, were incu-
bated over night at +4°C, after which they were rinsed
with sterile water. Finally, laminin was added for one
hour.

>
>
>
>

Automated analysis of cell growth

To estimate the speed of cell growth, the area oc-
cupied by cells was automatically detected from each
of the microscopy images. First, the image was seg-
mented into small regions using Quad-tree segmenta-
tion [3]. These regions were then labelled, and based
on the intensities and size of the regions, divided into
four classes: electrodes, cells, background, and stains.
The analysis procedure was implemented in the eC-
ognition 5.0 image analysis platform by Definiens AG,
Munchen, Germany.

3 Results and Discussion
The results show that cells attach on MEA plates
with all of the used coating agents. However, auto-
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mated analysis of the cell density confirms that there
is less cell growth when PEl+laminin coating or no
coating is used (Fig. 1).

x 10 5

—e—PLL A

—8—PDL
—a—PEI

B

—e—PLL
—E—PDL

—A—PEI
—— No coating
—e— Laminin

—— No coating
—e— Laminin

Estimate of cell area
N w s 0 o N ® o

Estimate of cell area

b N w a0 o N @ o

1 2 3 4 5 6 7
Days in culture (DIC)

2 3 a 5 6 7
Days in culture (DIC)

Fig. 1. Presentation of cell growth for up to seven days using differ-
ent MEA surface coatings. Each measurement point represents the
median of cell areas from nine images. In both experiments, A) and
B), there is less cell growth when the MEA plates are coated with
PEI+laminin or are without coating.

The maturation, morphology, and distribution of
the cells are more neuron-like with PEl+laminin than
with any of the other treatments. Preliminary results
indicate that PEI alone is not sufficient for optimal
growth of the SH-SY5Y cells, but PEI+laminin seems
to be a promising coating. PLL and PDL with laminin,
as well as laminin alone, induce more glial-type cells
than does PEI+laminin (Fig. 2).

A B

Fig. 2. Images of MEA plates coated with A) PEl+laminin B)
PLL+laminin. The RA+CHOL treated human SH-SY5Y cells were
grown for 7 days in culture.

The results indicate that the morphology and dis-
tribution of the SH-SY5Y cells are very similar on
MEA plates coated with PLL/PDL with laminin or
laminin alone (data not shown). Uneven distribution
of cells is mostly detected when no surface coating
has been used (Fig. 3). The RA+CHOL differentiated
and high-K* depolarized cells express more AM1-43
positive dots on MEA plates than the non-
differentiated cells (Fig. 4), indicating synaptic vesicle
recycling similar to what has been shown previously
in cells grown on normal culture dishes [2].

Fig. 3. Image of a MEA plate without coating at day 7. The SH-
SY5Y cells are unevenly distributed.

A B

Fig. 4. Images of AM1-43 stained high-K* depolarized human SH-
SY5Y cells A) without treatments and B) treated with RA+CHOL.
White dots indicate areas containing actively recycling synaptic
vesicles. Cells were cultured for 7 days on the MEA plates coated
with PLL+laminin.

4 Conclusions

The MEA coating agents seem to have a strong
impact on cell morphology, growth, and viability.
Based on our results, more emphasis should be put on
the impact of coating agents on the structure, function,
and electrophysiological properties of the created neu-
ronal networks. In future, the presented human neuro-
blastoma cell networks may be used to replace pri-
mary animal cell cultures in various electrophysio-
logical experiments, for example as a tool for toxicity
and drug testing.
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The study of nonlinear long term correlations in neuronal signals is a central topic for advanced MEA
signal processing. In particular, the existence of long-term memory in such a signal could provide in-
teresting information about changes in inter-neuron communications, e.g. long-term potentiation (LTP)
or long-term depression (LTD). In this study we propose a new method for long-term correlation
analysis of neuronal burst activity based on the analysis of the Periodogram slope of the MEA signal
studied through recordings of dissociated cortical neurons. Moreover we show the effectiveness of the
method in analyzing the activity changes that take place during the development of such cultures.

1 Introduction

In last decade the mammalian cortex has been
deeply studied in vitro in the form of dissociated
neuro-glial cultures implanted on multi-electrode ar-
rays (MEA). Spontaneous activity [1-3] is one of the
neuronal network fundamental aspect deeply investi-
gated through MEA devices. It refers to the activity
that the network shows in absence of any external
stimulation. It is well-known that this behavior, also
reported in in-vivo studies, is characterized by peri-
odic synchronization episodes, usually called bursts
(as reported e.g. in [4-7]). Moreover it was reported
that both single electrode [9] and multi-electrode [10-
11] neuronal recordings exhibit long-term memory
characteristics [8].

The study of nonlinear long term correlations in
neuronal signals is a central topic for advanced MEA
signal processing. In particular, the existence of long-
term memory in such a signal could provide interest-
ing information about changes in inter-neuron com-
munications (e.g. LTP or LTD) correlated with the
administration of neuroactive drugs or with the devel-
opment of the network itself.

In this study we propose a new method for long-
term correlation analysis of neuronal burst activity of
dissociated cortical neurons studied through MEA re-
cordings.

2 Materials and Methods

2.1 Cell cultures, MEA recordings and spike
sorting
For the present study we employed MEA data
kindly provided by professor Steve Martin Potter and
colleagues in [7]. In particular, we employed the 12
thirty minute-long recordings classified as “small” in
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[7]. In brief, these recordings were performed on cul-
tures of E18 rat cortical neurons (plus glia) with a
density of 1.6 0.6 - 10° cells/mm?, recorded longitu-
dinally from the 6™ to the 35" day in vitro (div) with
59 electrode MEAs with a diameter of 30 um, pur-
chased from MultiChannel Systems (Reutlingen,
Germany). The electrodes were organized in a square
grid with the corners missing, spaced 200 um center-
to-center. Spike sorting was performed with the ME-
ABench software [12], as described in [7].

For any detail about cultures, recordings and
spike sorting, please refer to [7].

2.2 Analysis procedure

As expected, we noticed on data the presence of
spontaneous activity characterized by periodic syn-
chronization episodes, usually called bursts. So, in or-
der to approach a intra-burst analysis, we developed
an original frequency-based burst detector algorithm.

Fig.1 represents how the algorithm works: all
MEA channels are merged forming a single series,
showing on the x axis the recording time and on the y
axis the spiking activity of all channels. Along this
series the starting point of a burst is detected compar-
ing the obtained series with a frequency threshold
fixed at 10 Hz. Frequency is computed as the inverse
of the inter-spike interval (ISI) of the merged series.
The reference duration of a burst is chosen in 200ms.

Some controls are implemented in order to verify
the presence of a real burst. First, the number of chan-
nels involved has to be more than the 15% of the total
channel number. A channel is considered as "firing" if
it spikes at least three times in the 200ms time win-
dow. Moreover, two detected bursts can not be closer
than 600ms. These arbitrary values were chosen by
training the algorithm on 3 experimental series and
comparing results with data in [7].
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Fig. 1. graphical depiction of the burst detection algorithm (for sim-
plicity just three channels are represented here).

The application of complex nonlinear signal
processing methods for long-term memory estimation
requires to work with one-dimensional data. For this
reason we processed MEA recording (in particular
bursting epochs of the MEA raster plots) in order to
obtain 1D signals.

We applied the Space Amplitude Transform
(SAT), originally introduced in our paper [13], in or-
der to perform such a conversion.

Fig.2. Graphical example of the role of the arrangement algorithm R
and the Space-Amplitude Transform A(s,r) with a 3x3 domain ma-
trix. See text for details.

The Space-Amplitude Transform, A(s(:),r), is a
geometric transform that executes a projection from a
2D domain set s(x,y,t), e.g. the usual Raster plot, to a
1D image set I(r,t), exploiting an Arrangement table r
as Fig.2 represents. SAT produces a one-dimensional
signal in which every sample represent a spike of the
original raster plot in terms of time (on the x axis) and
position (on the y axis), associating to each MEA
channel a discrete value. In this way, the topological
information of the raster plot (i.e. the channel posi-
tion) is transformed in the amplitude for the Space

Amplitude Transformed signal (CH-AMPL, Fig.2 and
Fig.3).

This association between position and amplitude
is done according to an arrangement algorithm. This
simple operation allows to represent a bidimensional
value, i.e. the MEA coordinates pair, through a single
parameter (amplitude) with no information loss. In a
graphic representation, the output of the Space-
Amplitude Transform can be seen as the interpolating
function of the Raster plot that locally assumes a value
assigned on the basis of the Arrangement algorithm
(Fig.2).

This method allows to approach an intrinsically
2D plus time signal, i.e. time recordings from a 2D
electrode array, as a 1D plus time signal in order to
speed up and make simpler the data analysis.

Fig.3. Example of a 170ms long burst transformed according to the
SAT analyzed at 0.1ms resolution. No information loss is intro-
duced.

2.3 Long-term memory estimation

A signal displaying a power law spectral density
near the origin is called “one-over-f” or “pink” noise.
Such signals are commonly observed in many differ-
ent systems, including physical, biological, physio-
logical, economic, technological and sociological ones
[8]- When P(f)=1/ f *, with P(f) the signal power spec-
tral density, for f—0 and some o>0, it is often possible
to define some sort of generalized correlation function
which is found to decay very slowly (hyperbolically).

The slow decay signifies that the current value of
the series is affected not only by its most recent values
but also by its past values. For this reason, such proc-
esses are often referred to as “long-memory” or “long-
range dependence” processes [8]. In this specific case,
we are interested in evaluating the presence of long-
term correlations in the global activity of the network.
The SAT signal, representing with no distortion the
spatial and temporal information of the raster plot, is a
very good candidate in showing long-term memory
correlations, as reported with different methods, in
[10][11].

For long-term correlated signals, o ranges be-
tween 0 and 3 (Fig.4). Alpha near O indicates the pres-
ence of a stationary process with zero correlation, i.e.
a white noise. Alpha between 0 and 1 indicates a long-
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range positively correlated stationary signal. Alpha
between 1 and 2 indicates a long-range negatively
correlated non-stationary signal and, finally, alpha be-
tween 2 and 3 indicates a long-range positively corre-
lated non-stationary signal. If a = 2, the process is
classified as Brownian motion.

Fig.4. Graphical representation of the physical meaning of o pa-
rameter.

One of the most simplest method for o estimation
is the Periodogram [8][14-15]. Fig.5 shows an exam-
ple of the a coefficient estimation in the Periodogram
of a burst. The method estimates o as the linear slope
of the periodogram, in a log-log plot, close to the zero
frequency axis. As a matter of fact, being P(f)=1/ f ¢,
for f—0 and some a>0, log(P(f)) = -a-log(f). The
range of Periodogram plot interpolation was chosen in
the two lowest decades of frequencies (10-10?Hz).

We applied the above described methods (burst
detection, SAT and Periodogram analysis) to 12 longi-
tudinal recordings from [7], ranging from (usually) 6
to 35 div. Each recording contained hundreds of
bursts.

Fig.5. Example of a a estimation from a 24-div burst Periodogram.
The straight line represents the interpolation used for the a parame-
ter estimation. (Periodogram estimated on N=400 samples).

3 Results

We obtained 12 plots showing, on the y axis, the
mean o value (£ std) of all bursts vs. the number of
days in vitro (on the x axis). All plots showed a simi-
lar trend, exemplified in Fig.6. We found that the «
coefficient is close to 0.5 in the first two weeks in vi-
tro, wiv (indicating a positive long-term correlation in
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a non-stationary time series). a suddenly grows to 1.5
circa around the 17 div (x 2div) and then irregularly
grows till 2 in the following 20 days.

4 Discussion

The behavior of the o exponent across the culture
development can be divided in three stages. The first
stage essentially coincides with the first two wiv. In
this period a is < 0.5 representing a condition in
which the signal is stationary and presents a positive
correlation. It is known that in the first one or two wiv
the network is poorly bursting and the spiking activity
can be classified as Global, i.e., bursts usually involve
almost the whole neuronal network [7][16-18].

Fig. 6. example of a estimation results in a longitudinal cortical
murine neuronal MEA recording.

The signal positive correlation, that derives from
the presence of lasting trends in the SAT-transformed
signal, accounts for this topological characteristic.

The second stage is represented by a sudden
change in the o exponent around the 17" div. As
known from literature, in a period comprised between
the 6™ and the 18" div, the network reorganizes its
synaptic connectivity through a process called “prun-
ing” [7][17][19-20]. Through this remodeling, the
network sacrifices useless synapses. At the same time,
from the spiking activity viewpoint, the network starts
to produce an higher number of bursts characterized
by a localized activity (i.e., bursts involve a limited
number of neurons). This is a typical sign of the crea-
tion of sub-networks [17][20]. In this stage, o sud-
denly raises to a value close to 1.5 and so remains for
2 — 4 div. Such an o indicates the presence of a non-
stationary signal with a strong negative correlation.
The presence of localized activity produces pro-
nounced discontinuities in the SAT signal, confirming
the signal as a non-stationary negatively correlated.

The last stage involves (at least) the 15 div follow-
ing the previous stage. This period is characterized by
a slow o increment toward o ~ 2. This condition cor-
responds to a non-stationary signal that exhibits oscil-
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lations similar to a Brownian motion. This state testi-
fies an energetically stable system; probably for this
reason the activity of sub-networks repeats in a semi-
random way. This considerations are supported by the
morphological and temporal considerations done in
[7] through the direct observation of pressing and
regular bursts.

The kind of analysis we employed here for the first
time seems to be able to highlight activity modifica-
tions that involve the whole neuronal network. The
future development of our work is to show the useful-
ness of this kind of approach in analyzing other as-
pects of neuronal networks, e.g. in presence of chemi-
cal or electrical stimulations.

5 Conclusions

The results presented in this work suggest a new
method for the analysis of the statistical characteristics
of neuronal network activity. This approach has the
advantage to allow the use of well-characterized non-
linear signal processing methods, such as Periodo-
gram, for the analysis of the whole network activity.
Up to date, the whole-network-activity nonlinear
analyses required the creation of ad hoc laborious
methods.

Concerning the used MEA series, we were able to
divide the network development in three stages. A first
stage (between the 6™ and the 16™ div circa) was
characterized by a signal stationarity together with a
positive long-term correlation. The second stage, cor-
responding to the network pruning, was characterized
by a sudden a increment as a sign of a non-stationarity
characterized by a negatively long-memory correlated
condition. This could be probably the consequence of
sub-networks creation, which is a typical of develop-
ing self-assembling neuronal networks. Finally, net-
work maturity came together a progressive o incre-
ment toward o = 2, i.e. toward a Brownian motion-
like processes.
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Neuronal networks grown on microelectrode arrays from primary dissociated cell cultures are an in-
teresting alternative for substance screening in drug development and safety pharmacology. The activ-
ity patterns obtained following chemical stimulation of these networks are reproducible, so that they
are applicable as a new read-out system in cell-based drug screening. This report is going to present
results about the system’s possibilities and limits for the use in drug screening, taking into account that
efficient data analysis is of crucial importance. This article describes data analysis and classification
methods of activity patterns of neuronal network cultures on MEA neurochips. The spike train parame-
ters required to describe the activity patterns of these spontaneously active neuronal cell cultures are
different from those needed for stimulation experiments of brain-slice cultures. The evaluation of which
parameters are more or less suitable can be made by performing classification experiments for which
an activity pattern data base of 21 substances was built up. Since the substance effects depend on
the concentration, it is being investigated whether a classification approach with different concentra-
tions is possible.

1 Background/Aims

Cultured neuronal networks grown on microelec- Changes in Electrical Activity by Clonazepam
trode arrays from primary dissociated brain cells are a B0 jpae 01 05 15 102030 GELE T
powerful addition to the battery of screening assays in = . L 20
drug development and safety pharmacology. The ac- 5 15

tivity pattern changes observed after chemical stimu-
lation of these networks are reproducible, so that the
system is applicable as an innovative read-out system | i i i i
in drug screening. Here we describe the system’s pos- e 00 500
sibilities and limits for its use in drug screening. First,

data analysis and classification methods for analyzing Fig. 1. Spike and burst rate response curve for a standard experi-
activity patterns on MEA neurochips of primary dis- ment

sociated cell cultures were standardized by SOPs. The

required spike train features describing the activity 2 Methods

patterns of these spontaneously active cell cultures are
found to be different from those needed for analyzing
electrically stimulated brain-slice cultures. Evaluation
and selection of the most suitable parameters are per-
formed as an intrinsic part of the classification ex-
periments. Meanwhile, a data base consisting of the
concentration-dependent changes of a large number of
quantitative parameters for 21 reference substances
with known mode of action (primarily anticonvul-
sants, anesthetics and antidepressants) was estab-
lished. As the substances' effects depend on substance
concentration, it is being investigated how a classifi-
cation approach with different concentrations is possi-
ble.

Burst Rate (1/min)

Spike Rat

2.1 Neuronal Network Cultures

Primary neuronal cells from NMRI mice were
cultured on MEA neurochips. The spike train data
were recorded with a standard setup (Gramowski et al.
2004). We used the microelectrode array (MEA) neu-
rochip technology consisting of the MEAs (CNNS,
UNT, Denton Texas, USA), the MEA workstation
(Plexon, Inc., Dallas, TX, USA), and analyzing soft-
ware (Plexon, Inc., and NeuroProof GmbH, Rostock,
Germany). The results shown here originate from
frontal cortex tissue. Preliminary tests were run to es-
timate the optimal range of the concentration—
response curve. In doing so, preliminary EC10, EC50,

ISBN 3-938345-05-5
6" Int. Meeting on Substrate-Integrated Microelectrodes, 2008 113



Signal Analysis and Data Mining

and EC90 were determined if possible. Subsequently,
at least 8 more tests with defined increasing concen-
trations were conducted. A stable activity phase of at
least 30 minutes was analysed for every application
phase (Fig. 1). For this study we tested the following
substances: Agmatine (AGM), Baclofen (BAC), Bicu-
culline (BCC), Clonacepam (CLO), Dermorphine
(DER), Diazepam (DIA), DPDPE (DPD), Fluvoxam-
ine (FLV), Fluoxetine (FLX), Gabapentin (GBP),
Ketamin(KET), Levetiracetam (LEV), Naloxone
(NLX), Octanol (OCT), Phenobarbital (PHB), Pheny-
toin (PHT), Pregnanolone (PRE), SCH50911 (SCH),
Substance P (SUB), Topiramate (TPM) and Valproate
(VPA).

2.2 Data Analysis

Chemically stimulated networks require a specific
data analysis approach due to their spontaneous and
complex network behaviour (Fig. 2). Certain spike
train parameters such as peri-stimulus histograms are
not suited in this case. We work with a parameter-free
non-classical statistical classification approach. A
good starting point for investigating network behav-
iour is to classify substance-specific network re-
sponses independent of the individual network culture
specificity. Since substance-specific responses are
concentration-dependent one has to decide for which
concentrations a comparison of substance-specific ac-
tivity patterns should be performed. This is especially
important since substances often act via different
modes of action at different concentrations. For this
reasons we try to classify substance-specific activity
patterns at different concentrations to reflect the full
dynamic range of a substance.

2.3 Spike Train Features

For each of these substances' addition phases,
spike train features were calculated for stable activity.
Computation of spike train features should character-
ize effects such as general activity, burst structure,
regularity of oscillation and synchronicity. We con-
structed spike train features known from literature
(see Brown et. al. 2004 and Gramowski et. al. 2004)
and also heuristic ones (Tab. 1). Since it is very diffi-
cult to assess the significance and relevance of fea-
tures in advance, we have constructed spike train fea-
tures in a gun-shot manner. Some spike train features
are parameter-dependent. For example CV-Net and
CV-Time spike train features (see Gramowski et al.
2004) are strongly parameter dependent, since the so-
called bin parameter is crucial for the values of these
features. Another important spike train feature is the
so-called contrast, which is the absolute value of the
difference of the number of spikes of two consecutive
intervals divided by the number of spikes in both in-
tervals. This spike train feature also depends strongly

on the length of the bin intervals. Since this parameter
is continuous, one can construct an infinite number of
such contrast features. In conclusion, it becomes ob-
vious that the most important step in data mining of
spike train data is the assessment of spike train fea-
tures, which we performed by feature selection. All
parameters have to be normalized to the native situa-
tion as baseline of activity.

C

Fig. 2. Example of different spike train pattern responses; A: native;
B: application of substance I; C: additional application of substance
1.

2.4 Feature Selection

Feature selection is a widely accepted method in
bioinformatics and a wide range of different ap-
proaches have been proposed (Gyon et. al 2003). One
method of feature selection can be performed by
measuring the significance of a feature by a so-called
feature score. We calculated rankings of features by
different feature scores. Different scores were as-
sessed with classification experiments. The 40 most
suitable parameters were selected and their total cor-
rect predictions were compared. In this manner we
obtained the best results for a MDL (minimal descrip-
tion length) modified algorithm.
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Table 1: Example of a classification experiment with 4 substances,
each inner cell represents the class assignment for one substance in
%, the sum column and row indicate the number of datarecords.

BAC BCC CLOo DIA sum
BAC 920 1 9 0 78
BCC 3 84 7 7 91
o 4 4 70 23 79
DIA 2 7 18 73 101
sum 78 87 86 98 349

Table 3: Example of a classification experiment with 21 substances

Signal Analysis and Data Mining

Table 2: Example of a classification experiment with 10 substances

BAC BCC CLO DIA DPD FLX LEV PHT PRE SCH sum

BAC 73 10 5 4 8 78
BCC 1 74 4 10 3 7 1 91
CLO 1 61 10 9 4 15 79
DIA 4 12 58 3 12 2 9 101
DPD 7 7 44 27 6 5 1 1 81
FLX 4 1 13 58 7 1 16 7
LEV 9 8 4 13 59 2 90
PHT 3 2 2 2 3 10 72 2 5 60
PRE 6 13 13 3 6 50 32
SCH 2 6 1 3 23 9 9 7 42 115
sum 71 79 78 77 77 123 101 79 39 80 804

% AGM BAC BCC CLO DER DIA DPD FLV FLX GBP KET LEV NLX OCT PHB PHT PRE SCH SUB TPM VPA sum

AGM 21 1 1 6 1 4 8 3
BAC 5 67 3 5 4 5 8
BCC 62 3 1 11 10 2 2
ao 43 1 3 1 3

DER 36 17 4 3 4
DIA 4 8 3 51

DPD 4 3 16 32 17 1 16
AV 5 13 6 19 1 5 23 3 9
AX 1 10 1 1 7 49 4
cBP 2 10 8 7 11 16 16 16
KET 2 12 12 2 3

LBV 3 8 19 6 1 1

NLX 3 10 10 7 12

OocCT 1 3 11 9 2 9

PHB 11 17 12 21

PHT 8 2 7 2 13
PRE 3 3 6 19 9

SCH 3 1 4 15 2 1 11 3
UB 3 1 1 13 2 6 3
™M 1 2 20 4 1 9 6
VPA 1 26 3 7 6 1
sum 67 85 80 74 232 83 106 91 154 82

1 3 1 3 6 11 6 7 3 8 8 143

1 3 78

9 91

3 13 11 3 6 1 8 5 79
1 7 4 10 10 5 81
3 9 8 3 1 10 1 101
3 7 1 81
1 2 2 2 2 1 4 3 108
8 3 3 1 9 1 7
11 1 3 1 110

30 2 15 5 2 5 5 7 60
4 36 4 3 1 3 2 2 6 90
7 14 12 1 5 3 7 10 1 74
5 1 11 19 2 1 7 5 7 1 8 135
2 8 15 2 3 8 66

8 2 43 5 10 60
3 3 9 44 32
4 5 2 28 17 6 115

3 3 6 18 8 4 14 10 3 3 116
1 9 5 11 10 7 15 2 130
1 4 7 3 7 1 3 6 22 69

53 78 68 98 85 87 49 103 84 67 70 1896

Table 4: Example of the classification experiment with 21 substances and the concentration used as feature

% AGM BAC |BCC CLO DER DIA |DPD FLV FLX GBP |KET LEV NLX OCT PHB PHT PRE SCH SUB TPM VPA sum

AGM | 19 2 1 8 4 6 8 1
BAC 4 | 69 1 9 6 5

BCC 3 57 6 1 7 9 2

CLO 1 5 6 1 1 3

DER 1 37 14 11

DIA 5 10 3 |52

DPD 16 4 21 37 4 1

FLV 4 19 7 17 1 7 125 9

FX 1 16 1 4 10 48

GBP 2 3 2 10 5 2 10 @ 56
KET 3 2 15 17 3

LEV 3 2 1 1 1 8

NLX 3 11 10| 7 15 1
OocCT 1 18 1 8 2 7 1
PHB 6 12 18 2 17

PHT 3 3 10 5 7
PRE 6 13 9

SCH 3 4 13 4 17 1
SUB 3 1 2 2 18 6 3 2

TPM 2 1 4 |16 9 1 5

VPA 32 1 6 4

sum 57 99 78 78 264 79 120 78 156 74
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1 5 7 15 4 6 4 8 143
1 1 3 78
6 9 1 91
1 4 1 10 8 4 5 79
1 5 3 5 1 9 10 4 81
3 2 9 3 1 1 2 101
1 1 1 3 9 3 81
2 1 1 1 3 3 108
1 7 4 3 5 7
1 5 4 1 1 110
85 8 2 5 3 2 3 2 60
1.3 2 4 6 1 2 4 8 6 90
4 14 8 3 5 7 11 3 74
2 4 9121 2 5 3 6 11 2 135
6 21 2 3 2 12 66
15 2 2 47 2 5 60
13 53 3 3 32
1 2 7 2 1 23 18 5 115
2 1 6|12 8 7 10 | 17 1 116
2 5 2 7 11 12 | 9 | 15 130
10 6 3 4 |33 69

47 59 64 88 84 97 50 102 119 72 31 | 1896
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2.5 Machine Learning and Cross Validation

Data records were trained with an artificial net-
work algorithm called resilient backpropagation.
Then, cross-validation was conducted where in each
test the concentration datasets from one experiment
were excluded as a whole. The best features of the
categories general activity, oscillation, synchronicity,
and burst structure were analysed separately.

3 Results

Our classification results deliver a total of correct
prediction rates from 79% for a classification of 4
substances to 44% for 21 substances (Tables 2, 3, 4).

The total correct prediction rate can be improved
significantly if the concentration is used also as a fea-
ture for training and testing of the artificial neuronal
network (Tables 4 and 5).

We computed the best 40 features with a MDL-
like score. The best feature is the length of the so-
called burst plateau. This feature has a higher ranking
than the concentration feature. The spike rate, feature
2041, appears at the end of the ranking list. The fea-
ture 1151 describes the burst amplitude computed by
integration of an approximation curve. This parameter
quantifies also the peak frequency of the spike rate
within a burst. However, peak frequency does not ap-
pear in the 40 bests list. In this manner the construc-
tion of spike train features is presently further as-
sessed.

4 Conclusion/Summary

The classification results prove that the neuronal
network cultures provide reproducible results. This
means in particular that the neuronal networks organ-
ize themselves reproducibly. It is possible to draw
conclusions from the classification results on the
mode of action. It remains open if the different con-
centration-dependent modes of action of multiple
mechanisms can be generally taken into consideration.
Feature recognition can be used to determine the most
significant spike train parameters, making it an indis-
pensable tool for the development and evaluation of
new spike train parameters.

Based on our substance data base, optimal func-
tional parameters can be chosen for special indicators
and, combined with the appropriate choice of a spe-

cific tissue, models for the test of substances for vari-
ous applications are being developed.

Table 5: Feature scores of 40 best features with the feature descrip-
tions of the NeuroProof Software Squid

Feature L-Score

1231burstsBrstPlatMean 0.181
concentration 0.172
1152burstsBrstAmplSD 0.171
1282burstsBrstSpMaxRateSD 0.170
1151burstsBrstAmplMean 0.168
1181burstsBrstSpNmbrMean 0.167
1281burstsBrstSpMaxRateMean 0.166
1232burstsBrstPlatSD 0.164
1131burstsBrstPercSpinBrstMean 0.160
1161burstsBrstAreaMean 0.157
1241burstsBrstPlatPosMean 0.157
1272burstsBrstSpRateSD 0.155
1491burstsSynShareMean 0.155
1414burstsShY3/Y1CVnet 0.148
1171BurstsSummeBrstDurMean 0.148
1191burstsBrstSpDensMean 0.146
1182burstsBrstSpNmbrSD 0.145
1324burstsShDist1CVnet 0.145
1374burstsShCount3CVnet 0.145
1444burstsShFastCVnet 0.143
1354burstsShCount1CVnet 0.142
1162burstsBrstAreaSD 0.141
1271burstsBrstSpRateMean 0.141
1334burstsShDist2CVnet 0.141
1421burstsShY1Mean 0.141
1192burstsBrstSpDensSD 0.140
1201burstsBrstSrprMean 0.140
1214burstsBrstPeakFrqCVnet 0.140
1364burstsShCount2CVnet 0.140
2051SimplexSpSimplexMean 0.140
1144burstsBrstRateCVnet 0.139
1344burstsShDist3CVnet 0.139
1422burstsShY1SD 0.139
1424burstsShY1CVnet 0.138
2041spikesSpRateMean 0.137
1202burstsBrstSrprSD 0.137
1222burstsBrstPeakFrqgPosSD 0.137
3115gaborY1Gbr 0.136
1161BurstsSummeBrstAreaMean 0.136
1171burstsBrstDurMean 0.135
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Dissemination, reuse and sharing of digital resources is technically and culturally challenging in neu-
roscience — particularly in the area of Multi-Electrode Array (MEA) recording. Large, complex datasets
are typical, with a heterogeneous range of data and code formats. The CARMEN project
(http://www.carmen.org.uk/) aims to enable broad sharing or resources, through provision of a secure,
online environment for data analysis, and curation of data, analysis code and experimental protocols.

1 Introduction

Multi-electrode array (MEA) based neuroscience
research has matured to the point where integrated
hardware and software systems for recording and
stimulation can be bought off the shelf. Alongside
commercial acquisition software, many neuroscien-
tists develop custom analysis code.

Dissemination, reuse and sharing of digital re-
sources are both technically and socially challenging.
Large, complex datasets are common place with, het-
erogeneous range of data and code formats. Signifi-
cantly, deeply ingrained social precedents impede re-
source sharing, despite the obvious potential for ad-
vancement both in neuroscience, and for society as a
whole[1]. The CARMEN project aims to addresses
these challenges, through provision of a secure envi-
ronment for resource sharing, online data analysis,
and precise description and curation of experimental
protocols.

The benefits of sharing life-science data resources
to maximise knowledge discovery are well known and
documented [2]. Sharing resources can leverage
community expertise, allowing others to perform dif-
ferent analyses on the same dataset or to perform the
same analyses on different datasets, e.g. as in com-
parative studies across the same target animal or CNS
structure.

There are several barriers to the efficient and ef-
fective sharing of resources: (a) datasets are large and
complex, with no widely accepted community stan-
dards for data formats such as electrophysiology re-
cordings; (b) experiments are not always reported
consistently, or in sufficient detail to enable to third
party interpretation and evaluation. Re-use of re-
sources — datasets, analysis code or experimental pro-
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tocols — is predicated on precise knowledge of exactly
what these resources represent, i.e. knowledge of the
study subject(s), equipment and protocols describing
how the data was generated and/or processed. This is
commonly referred to as metadata; data about data.

In the absence of accurate and detailed metadata
resources are effectively meaningless. Annotation, the
process of ascribing metadata to resources to enable
future reuse, requires effort. Further, scientists may as
a consequence of annotation be obliged to publish de-
tails of their protocols. Some may not wish to do this.

Ownership and accreditation are highly impor-
tant. Resources, currently withheld by small groups
and individuals, are globally scarce, and therefore of
high perceived value. Some neuroscientists worry that
they may not be appropriately credited for new results
obtained using their datasets, while others are con-
cerned that errors in their analyses may be uncovered,
while others feel that resources represent competitive
advantage and simply should not be dispensed to oth-
ers [3].

It is recognised that the neurophysiology commu-
nity is large, disparate, and global. Groups vary in size
and capability, from independent researchers to highly
parallel data production lines in pharmaceutical com-
panies and research institutes. CARMEN aims to pro-
vide the basis for these diverse groups to share and
repurpose resources across organisational boundaries,
potentially within a single, seamless virtual market-
place. A web based platform is being developed to
meet this brief.

In this paper we describe the CARMEN system
and technical progress to date. We outline future work
and discuss potential impact and applications.
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2 Technical Progress

Initial requirements for CARMEN have been col-
lected through extensive, iterative discussion with the
project members. In summary, these requirements are:
Allow “experimenter” users to describe, store and
analyse data (time and image series) from various
electrophysiology acquisition systems — in various
proprietary and bespoke formats. Allow “analyst” us-
ers to describe, store and browse code (source and ex-
ecutable) for data analysis. Allow execution of code in
Matlab, R, Java, Python and C/C++ languages, includ-
ing parallel processes. Allow “simulation” users to
describe, store and analyse data generated by simula-
tion tools, including the NEURON and GENESIS
simulators. Allow data derived from the results of
analyses to be stored and bound to source data for fur-
ther analysis. Allow users to specify and apply access
control rights to their resources. Allow both web and
client based software tools to connect to the environ-
ment securely for data analysis and visualisation. En-
able data translation between different proprietary and
bespoke data formats, retaining source data at all
stages in translation. Support a user community that is
distributed and growing, with varying data preserva-
tion capabilities and requirements.

These requirements drive the design and devel-
opment of the CARMEN system.

2.1 The CARMEN Architecture

CARMEN is a Three Tier Web architecture [4],
consisting of server deployments at different scales,
e.g. from desktop to data warehouse. The data tier is
shared between databases and a distributed (i.e. vir-
tual) file system called the Storage Request Broker
(SRB) [5]. Databases are used to store user accounts,
metadata, system states and links between resources
and users. Physical files, (e.g. data recordings and
analysis code), are stored in the SRB. CARMEN
server nodes support storage and invocation of both
data and analysis services. Analysis operations may
take place adjacent to data, minimising the need to
transport high volume datasets. The ability to de-
scribe, search and navigate resources is provided by
common frameworks for representation of data and
metadata. A security framework provides the basis for
groups to control access to resources, so as to enable
secure collaborations, and productive competition be-
tween these collaborations. Single point access to the
system is delivered via an interactive Web portal.

2.2 Representation of Metadata

Poor or insufficient metadata impedes resource
interpretation, evaluation and reuse. The CARMEN
consortium has defined what information and level of
detail must be ascribed to a dataset that is submitted to
CARMEN. This reporting consensus is called the
Minimum Information about a Neuroscience Investi-
gation (MINI) [6]. The document is separated into the

following sections: contact and context, study subject,
task, stimulus, behavioural event, recording, time se-
ries data. This reporting consensus is structured within
the FUGE data model [7]. FUGE models common as-
pects of life-science experiments such as protocols,
equipment and materials and is being implemented by
domains such as genomics, proteomics and me-
tabolomics. By using FUGE, CARMEN datasets can
be combined with this type of information, providing
a framework for integrative or system level investiga-
tion, from biological processes to neural function.

The terminology used for metadata descriptions
must be associated with meaning or semantics to al-
low consistent description and interpretation not only
for neurophysiology experiments but also analysis
code and data produced. To achieve this, CARMEN
aims to develop and contribute to the Ontology for
Biomedical Investigations (OBI) [8]. OBI is an ontol-
ogy providing consistent terminology and descriptions
for life-science investigations. In this way, it is envis-
aged that terminology used to describpe CARMEN
data will be consistent and interpretable across the life
sciences.

2.3 Representation of Data

A standard representation for metadata supports
an environment where different experiments can be
characterised in a way that is amenable to both users
and computers. Raw electrophysiology recordings use
a multitude of data formats — both vendor-specific and
bespoke. Raw data is often unreadable without the
original software or detailed knowledge of the format.
This situation presents a serious barrier to collabora-
tive neuroscience. Valuable research time is wasted
decoding formats and writing data converters. To at-
tempt to overcome these restrictions, CARMEN is de-
veloping an intermediate data format for neurophysi-
ology recordings. The Neurophysiology Data Transla-
tion Format (NDTF) [9], provides a standard for
sharing data, specifically for inter-application and data
communication between analysis software developed
within the CARMEN project. It provides improve-
ments over and above existing translation formats
such as NeuroShare [10], such as the ability to encode
static files. Further, it is optimised for dynamic access
operations such as streaming and search, allowing cli-
ent tools developed in conjunction with CARMEN to
support high performance visualisation and pattern
searching. NDTF is a wrapped data set consisting of a
configuration file and one or more (‘host’) data files.
The configuration file is an XML [11] document
which contains metadata and manages associated data.
The use of NDTF provides a common mechanism for
programs to interpret the semantics of data. It allows
systems to ‘know’ which programs can be used on
which datasets, and provides a format for encoding
output data.
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2.4 Running Analysis Code

MEA datasets can run into terabytes presenting
storage challenges and pushing desktop processing
and analysis power beyond its current limits. CAR-
MEN will help to overcome these issues by enacting
analysis on the system that holds the data. Data trans-
fers can thereby be confined to closely connected
cluster machines on server nodes, enabling faster
computation and shorter analysis times.

To benefit from the processing capability in
CARMEN, analysis code will be uploaded and
wrapped to form Web Services [12]. Web Services
provide a common means of communicating with dif-
ferent languages and data types. Curating analysis
code as Web Services facilitates the re-running and re-
use of code. Early stage support has been developed
for services based on MatLab, Java and R, with
C/C++ and FORTRAN to be addressed in the near fu-
ture.

It will be possible to enact services residing in
CARMEN automatically, in user defined sequences.
For example, typical MEA analyses may involve
thresholding, then spike detection, and then graphical
presentation of the results. Within CARMEN, the
source data may be connected to the threshold service,
the output of the threshold service may be connected
to the spike detection service. The spike times pro-
duced form this service may form the input to the
graphical presentation service, which displays the re-
sults to the user. This process of connecting services
and invoking sequences by way of single commands
is termed ‘workflow’. A workflow is a programmatic
depiction of a sequence of operations and provides a
mechanism to visualize and enact processes, such as
complex data analyses. Building workflows encour-
ages users to provide modular components, rather
than monolithic programs that offer less flexible op-
portunities for re-use. Analyses may be re-enacted by
other users, by launching appropriate workflows.
Moreover, the same workflow may be run on different
datasets. In addition to data, code and services, work-
flows are valuable resources that can be shared be-
tween researchers. It will be possible to construct
workflows consisting of data and services within
CARMEN using a workflow editing environment,
such as Taverna [13].

2.5 Security

Security and usability can be contradictory con-
cerns. CARMEN aims be usable, intuitive and user
friendly, promoting collaboration and the development
of research ideas. Security (as a non functional prop-
erty and also in terms of implementation) can influ-
ence the usability of a system as recent examples have
demonstrated [14]. We have avoided developing a
framework that compromises system usability to pro-
vide security.
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Authentication and authorization are critical is-
sues in CARMEN. Access to system resources is car-
ried out by authenticated users in possession of ap-
propriate authorization tokens. We are building on
top of established research work [15] in the areas of
Web Services to accommodate our access control and
authorization requirements. Our custom security
mechanisms are deployed and act as mediators be-
tween the users and system resources. We can control
access and usage of resources held in CARMEN, re-
sources deployed as web services, as well as safe-
guard the process of uploading and downloading data.
We are exploring additional functionality such as the
ability to create audit records by keeping track of ac-
cess to certain resources, delegating access rights and
revoking rights granted to users. Typical users will
interact with the security system via the Web-based
portal.

2.6 Portal

CARMEN can be accessed via a Web Portal al-
lowing users to upload, download, view, annotate and
share resources, based on the security permissions as-
cribed to each resource. The CARMEN portal is writ-
ten in Java using the Google Web Toolkit [12], which
converts the Java code to Ajax. This allows rapid pro-
totyping, generating modern interfaces which give
CARMEN the look and feel of a desktop environ-
ment. Ajax can perform asynchronous communication
between browser and the Application Tier, without the
need to refresh the user interface. This allows large
datasets to be viewed rapidly without impacting heav-
ily on browser performance or user experience.

3 Future Work

Provenance: Provenance provides an audit trail of
analysis; what services were run, when, and what re-
sults were produced. This is similar to transcribing the
process in a lab-book, except that it happens auto-
matically. Provenance tracing mechanisms allow the
derivation of resources to be captured, both for subse-
quent scrutiny, and to ensure appropriate accreditation
and acknowledgement of originators.

Ownership: At both social and technical application
levels, the CARMEN consortium are exploring new
mechanisms for publication and accreditation that
truncate the resource dissemination cycle, and ad-
dressing the issues of expression and control of own-
ership. One proposal is the assignment of licenses to
data, such as the Protocol for Implementing Open Ac-
cess Data [16], or Creative Commons Zero (CCO)
waiver [17].

Networking: A Social Networking platform con-
structed around data and resources may facilitate re-
searchers’ discovery of new resources and collabora-
tions in a manner that evokes current working prac-
tices, which would not have been possible though the
traditional laboratory based working environment.
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Availability: The project aims to release a stable sys-
tem to consortium members in October 2008.

4 Discussion and Conclusion

The Central Nervous System (CNS) is arguably
the most complex and extensively studied biological
organ. As with other complex systems, the ability to
share observational resources such as data and analy-
sis code, to chart complex dependencies, is imperative
to our ability to understand its behaviour. CARMEN
is disseminating descriptive frameworks for neuro-
physiology data and metadata, allowing resources in
many different forms to be semantically linked and
compared. A software system is being developed as a
pilot implementation of these frameworks, allowing
distributed neuroscience groups to share resources
within a virtual marketplace. In future, it is hoped that
CARMEN like systems may be integrated with other
neuroscience databases. Globally, resource sharing
initiatives like CARMEN are gaining momentum,
with the FIND project (Germany), JNode activities
(Japan) and emerging NSF data sharing programmes
(US) spearheading advances that are highly comple-
mentary. Building on the work of these national initia-
tives, there is an opportunity to address global, com-
munal metadata standards, allowing resources embed-
ded in many different systems to be utilised in an
integrative manner. The potential benefits to MEA re-
search and the neuroscience domain are transforma-
tional; a semantic, worldwide web of data, analysis
services, and collaboration and exploitation opportu-
nities navigable from a desktop internet browser.
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This paper presents a real-time embedded processing algorithm for MEA-based neurobiological re-
cording systems. Its different modules have been successfully validated through extensive simulations
with simulated and real datasets. The algorithm’s architecture is hardware-oriented for implementa-
tion on an FPGA test platform and for portability to a full-custom ASIC.

1 Introduction

Real-time embedded signal processing is a chal-
lenging yet mandatory step in the development of
multi-electrode array (MEA) instrumentation [1]. The
data flow generated by large arrays must be com-
pressed to envision compact data acquisition systems
with wireless transmission for body implantation. Our
approach is to match and adapt the mathematical sig-
nal processing tools developed within our research
team to hardware description language algorithms.

Those algorithms are applied to neural spike sort-
ing [2] [3] [8], which consist in identifying the neu-
rons that contribute to the signal recorded by each
electrode, their number and their firing rate.

Fig. 1. Complete signal channel processing for MEA-recorded data.

ISBN 3-938345-05-5

The identified basic functions are (1) bandwidth
reduction for selective band amplification and noise
reduction, (2) discrimination threshold computation,
(3) extraction and alignment of neurobiological spike
signals, (4) data dimension reduction using principal
component analysis (PCA) and finally (5) online spike
clustering [4]. Those real-time functions are depicted
in Fig. 1. The intended goal is to perform all these
operations in an on-chip fashion in order to integrate
them with the analog processor (analog front-end
stages, analog multiplexers and analog-to-digital con-
verters) and to minimize the data flux while maximiz-
ing the data content.

2 Methods

2.1 FTDA method

The FTDA (Filter, Threshold, Detection, and
Alignment) method allows automatic alignment of
spikes from MEA recordings, real datasets [5] or
simulated data from Simone software [6] (Fig. 2).

Fig. 2. Dataset generated by the SIMONE software for a 3-neuron
network.

The filtering stage is required to optimize the sig-
nal to noise ratio of the application. The selective
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digital filter’s coefficients are chosen according to the
wavelet-based analysis performed in the downstream
processing [7]. The Finite Impulse Response (FIR)
type was selected for its inherent stability and weak
requirement on the coefficients’ precision.

Fig. 3. Filtered data and estimated detection threshold

The discrimination threshold is required for the
detection of the action potentials above the noise
background. The threshold computation rests on the
statistical properties of the noise distribution and is set
between three and five times the estimated standard
deviation. The result of the algorithm provides a real-
time adaptive threshold value (Fig. 3).

The detection and alignment are simultaneously
performed. The alignment criterion is selectable.
Here, we present data with the absolute maximum cri-
terion, where the extracted spikes’ records are all cen-
tered on the absolute maximum of the signal and last
2.5ms (Fig. 4).

Fig. 4. Extracted and aligned spikes (32 samples= 2.5ms)

2.2 Spike sorting and classification

Additional data dimension reduction is achieved
through PCA analysis. The extracted signals are used
to find an ordered set of basis vectors that capture the
directions of largest variation in the data. These com-
puting operations take place offline. After loading the
coefficients into the digital processor, the PCA opera-
tions are performed online. Finally, an online cluster
analysis is performed to identify clusters in multidi-
mensional datasets and to sort the data in the principal
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components’ space (Fig. 5). Our algorithm is a real-
time evolving clustering method intended to perform
embedded spike sorting.

Width

Maximum
Minimum

Fig. 5. Clustering results, identification of 3 different neurons

3. Conclusion

We have fully developed our processing algo-
rithm with MATLAB and transcribed the architecture
into a hardware description language (VHDL). The
results of both implementations have been success-
fully compared and validated through simulations
with real and generated datasets as illustrated from
Fig. 2 to Fig. 5. The VHDL script is now ready for
hardware implementation on a dedicated test platform
currently under development.
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In order to simulate the spiking activity of in-vitro neuron networks recorded by MEA, the engine
SIMONE (Statistical sIMulation Of Neuronal networks Engine) has been updated and used. SIMONE
has been originally designed to produce realistic extracellular signals used as input data for the valida-
tion of spike detection and sorting algorithms. The aim of this study is to compare simulated with
measured spikes trains. We present different simulations based on the architecture of a real network
composed by 14 neurons grown around one electrode. The comparison between real and simulated
data is quantitatively performed using different spike detection tools based on thresholding or wavelet
analysis. A careful adjustment of SIMONE parameters allows to reproduce the spontaneous bursting
pattern of this real network while further investigations emphasize the role of synaptic noise in network
activity.

directional connections. The small population (6%) of
inhibitory compared to excitatory neurons in the hip-
pocampus [5] yields the presence of only one inhibi-
tory neuron in the center of network 1. Three neurons
are within the detection range of the electrode while
the remaining eleven cells compose the surrounding
network.

1 Methods

For experimental measurements, neurons from
mice embryo hippocampus are grown on a MEA cov-
ered by polylysine and observed 24 days after plating.

The code SIMONE [1] simulates the spiking ac-
tivity of a neuronal network measured by a MEA. It is
built using the R environment, an open source ver-
sion of the well-known S language [2]. SIMONE's
dynamic model is based on two coupled stages : (i)
each neuron is represented by the leaky integrate-and-
fire (LIF) model [3], with spike waveforms generated
from templates, (ii) the extracellular detection is mod-
eled via an electrode gain while the neural signal at-
tenuation versus the distance to the electrode is de-
scribed by a pseudo-monopole of current in the ex-
tracellular medium.

The user can define different distributions, functions
and parameters to describe the desired neural network
and the associated electrodes (an unique electrode in
our case, with a distribution of surrounding cells simi-
lar to the real case). Three types of currents are taken
into account here to feed the LIF model: synaptic cur-
rent, noise current and self-induced current. The last

one models the recovery dynamics, not included in the Fig. 1. (a) real network geometry: (b) simulated network 1: (c)

classical LIF model, and shape the bursting regime
[4]. The overall model may be fully parametrized us-
ing stochastic functions.

2 Results

Real and simulated networks are shown in Fig. 1.
The so-called simulated network 1 is made from ran-
dom connections while network 4 is built from uni-
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simulated network 4. The centre of the electrode is represented by
the square label “e1”. Green (yellow) spots represent excitatory (in-
hibitory) neurons. The blue circle in a) and the grey circles in b) and
c) represent the range of electrode detection (70um). They enclose
three neurons actually detected by this particular electrode “el”.

Activity of these networks with a lnjse CONtributing to
only 8% of the total current is given in Fig.2. lngise
variations control both the amount of spike and the
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delay between the start of the simulation and the be-
ginning of the spiking activity, showing an oscillating
behaviour (Fig.3). The mean spiking rate is typically
multiplied by a factor of 3.5 between the values 5%
and 15% of Inpise (Network 4).

Fig. 2. Signals before and after a wavelet filtering are shown with
lnoise=8% of the synaptic current and lg=0. (a) Real network; (b)
network 1; (c) network 4.
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Fig. 3. Spiking activity of networks 1 and 4 with different I,4js dur-
ing 50 ms (500 samples).

Tuning Iself and adjusting Inoise yields a remark-
able similarity between the simulated and the real
networks (Fig.4).

Fig. 4. (a) Real signal with the spike detection. Many burst can be
noticed; (b) lser used for the simulation of the real signal (a); (c)
Results of the simulation on network 4 with Iise =15 %.
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In this paper we compare statistical methods to estimate functional connectivity in populations of dis-
sociated cultured neurons. We discuss results obtained by using cross-correlation and information
theory based methods. They are all validated through a neuronal network model and then applied to
experimental data acquired by microelectrode arrays. Our results show that information theory based
methods improve the performances of correlation based methods.

1 Introduction

In vitro cultured neuronal networks coupled to
microelectrode arrays (MEASs) constitute a valuable
experimental model to study its electrophysiological
properties. After a few days in culture, neurons start to
grow and connect each other with functionally active
synapses, forming a random network and displaying
spontaneous activity. Identification of causal relation-
ships between pairs of neurons plays an important role
in the study of synaptic interactions at population
level. To investigate functional connectivity in cortical
networks we used cross-correlation [1], mutual infor-
mation and entropy [2].

2 Materials and Methods

Dissociated cortical neurons were extracted from
rat embryos and plated into microelectrode arrays
(MEAS). Functional connectivity for each pair of elec-
trodes or neuron was estimated by using (i) cross-
correlation, (ii) mutual information (MI) and (iii) en-
tropy. These methods were validated through a neu-
ronal network model proposed by Izhikevich [3].

(i) The connection strength between two electrodes
was defined based on the maximum peak of the cross-
correlogram function and its direction, by the peak
latency from the center of the cross-correlogram.

(if) M1 was estimated between each pair of electrodes
considering two different approaches: spike count and
time code.

(iii) Joint inter spike interval (J-ISI) entropy was
evaluated to assess causality between two channels.

All the methods were validated on neural net-
works characterized by different connectivities. Per-
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formances were measured in terms of ROC (Receiver
Operating Characteristic), in particular by using the
AUC parameter (area under curve) [4].

3 Results

MI proved to detect efficiently the connectivity
maps in networks characterized by bidirectional con-
nections. However since MI computed on a couple of
spike trains is symmetric its performances break down
in more realistic networks characterized by many uni-
directional connections. Average ROCs (Fig.1), com-
puted over eight different neural network models are
shown. The joint entropy method displays (Fig.1)
higher performances (AUC=0.94) compared to the
correlation method (AUC=0.87). Nevertheless the
performances are comparable, the differences in the
connectivity maps inferred using method (i) and (iii)
on real data are evident, as shown in Fig.2.

4 Discussion

Entropy and cross-correlation have shown good
results in terms of AUC and ROC in relation to model
data. However, they predict different connectivity
maps (Fig.2, on real data). Despite MI cannot recover
unidirectional connections it correlates better, com-
pared to entropy and correlation, with the synaptic
strength. Moreover an asymmetric MI function can be
defined by computing the mutual information of
shifted spike trains. Similarly to the correlation func-
tion, maximal values of the MI function yield direc-
tion and strength of the connections. Preliminary tests
on few neurons models confirm that information the-
ory based methods improve the performances of cor-
relation based methods.
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Fig. 1. Comparison of entropy and cross-correlation ROCs (left). AUC relative to the ROCs obtained with eight different computational
models.

Fig. 2. Different maps inferred by entropy (left) and cross-correlation (right) method related to the same experiment (real data).
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This work presents a fast and reliable algorithm for burst detection on MEA recordings, based on the
analysis of a mono-dimensional signal representing the whole network activity. By using a matrix
transform, the signal is extracted from the usual raster plot as a single series of spikes from all the
channels of the MEA. The ISI length is compared with an opportune threshold for a first extraction of
the high frequency intervals of the recording. On this signal bursts are signed out through the analysis
of the derivative. Regardless of the variability in culturing methods and conditions, as well as noisy ac-
tivity corruption, the signal we generated clearly evidences the occurrence of bursts, confirming the

reliability of this new method despite of great changes in network firing activity features.

1 Introduction

One of the most interesting evidences in the activ-
ity of MEA neuronal cultures is the synchronization of
action potentials across the network. Time series con-
stituted by these synchronization occurrences (bursts)
are usually extracted for a variety of applications [1-
2]. Traditional burst detection algorithms present
some difficulties in general purpose applications, due
to the great number of parameters that are considered
for the detection of a burst. These approaches limit the
choice of the researcher concerning classification of
burst shapes. Burst features, in fact, can vary a lot
across the same recording. In addition, detection pa-
rameters need a specific setting when applied to cul-
tures that present different ages, densities and chemi-
cal environments. We present a simple and reliable
method for burst detection, which aims at reducing
these limits and is characterized by a low computa-
tional weight.

2 The method

Neuronal activity recordings are usually repre-
sented as a raster plot, i.e. a matrix of spike series as
function of MEA channels. In our method, the repre-
sentation of the whole-network activity is obtained by
extracting a one-dimensional signal from the standard
raster-plot and by processing it for burst detection.
The number of the channel in which each spike takes
place, which represents the spatial information of the
activity, is stored in a separated series.

The method can be summarized as follow:

i) The n channels of the raster plot are merged into
a single series of spikes. Only spikes separated by
an ISl (inter-spike interval) shorter than 0.1 s are
added to the sequence (Fig.1).
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Fig. 1. Single channel spikes series are merged into a 1D signal. The

sequence of channel numbers is stored for further analysis.

ii) Fig.2 presents a plot of the signal: the y axis re-
ports the values of time at which spikes occur
while the x axis reports the index of the series. As
can be noticed in Fig.2, burst events are charac-
terized by a step-like shape that we will refer to
as burst step. The detection of burst events is
done through the imposition of a threshold on the
derivative of this spikes series: spikes related to a
derivative which is lower than a threshold fixed at
2 [s/au] are considered to form a burst. A simple
digital filter implementing incremental ratio with
twenty coefficients can be applied to evaluate the
derivate (Fig.3).

iii) Spike events extracted as burst activity (Fig.4)
and the associated channels are then fast proc-
essed to satisfy specific application purposes (e.g.
the extraction of bursts spatial patterns for statis-
tical analysis).
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Fig. 2. The series of spikes from all channels evidences burst events
through a sequence of easily detectable steps.

Fig. 3. A threshold is imposed upon the derivative of the signal,
which is evaluated through a 20 coefficient high pass filter. For the
entire length of the burst, the derivative remains strictly slow.

Should be noticed that the burst step is present
and well detectable despite of the number of channels
involved into the burst and the total number of spikes
produced. Therefore, no conditions on bursts shape
are needed. The spatial information associated to the
spikes series is stored for further processing.

3 Discussion

The application of this method to the wide and
well documented database of MEA recordings pro-
vided by [3] allowed us to confirm the high robustness
and low computational weight of this approach. A first
implementation of the algorithm appeared to be effi-
cient through the large variety of culture conditions
and protocols we faced; in particular, recordings from
[3] where different in terms of cultivation density and
div (i.e. days in vitro). The comparison with operative
mode extraction shows that the algorithm is reliable
and precise, thanks to further customization of burst
time boundaries detection.

Fig. 4. An example of burst extraction: starting and ending spike
times are clearly defined.

4 Conclusions

The detection of multi-channel synchronizations
in MEA cultures (bursts) is a central task for several
purposes: from burst rate statistical analysis to burst
features longitudinal analysis, the automation of burst
time series extraction is essential. The method pre-
sented has two main features: the first is the low com-
putational effort guaranteed by the one-dimensional
representation of the whole network firing activity;
the second is the robustness of burst extraction. This
feature had proved to be independent from network
firing dynamics, as a consequence of the easy-
computable one-dimensional signal representation.
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To unravel the electrical circuitry of neural network, innovative technologies providing higher number
of recording electrodes have been developed. The amount of recorded data (several GByte) became
a problem for conventional analysis software tool commercially available or reported in literature. Here
we present a hew software tool able to manage huge amount of data in a convenient way.

1 Introduction

To explore the local propagation patterns and the
overall network activity of dissociated cultures, in the
last few years innovative technologies have been de-
veloped to obtain high density multi electrode arrays
[1, 2]. These systems provide thousands of channels
and data streams of several GByte, which make im-
possible conventional approaches to data analysis.
Moreover visualization tools such as raw data plot are
not efficient in monitoring thousand of channels. The
aim of this work is to present a new software tool able
to manage huge amount of data in a convenient way.

2 Methods

The software has been developed under the Vis-
ual Studio 2006 environment which allows portable
code, different languages implementation (C, C++,
C#), and easy integration of COM and dll.

Fig. 1. Re-player window. The global activity of 4096 channels,
visualized in false colour (bottom left), and the raw data plots of
100ms from 6 different selected electrodes are shown (right).
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The software provides classical analysis algorithms,
such as spike or burst detection [3], and integrates im-
aging techniques for data visualization.

3 Results

The software handles different file format (e.g.
.dat, .mcd) organized in any recording layout from
few to thousand of electrodes. More specifically, it
provides a re-player window (i) and an off-line analy-
sis window (ii).

3.1 Re-player window

By using the re-player (Fig. 1), the recordings can
be run forward and backward. Two kinds of visualiza-
tion modes, presenting the whole activity as a slow-
motion movie and integrating the activity over a de-
fined time window, were developed: electrical activity
level in false colour (Fig. 2 left) and difference be-
tween max and min value of the electrical activity
(Fig. 2 right).

Fig. 2. (Left) False colour representation of one frame of the whole
recording area of 64 by 64 channels; (right) representation of the
same frame by using the ‘max-min’ visualization.

By clicking on a single pixel (or by dragging and
dropping) on the activity display, the raw data plot of
one or more channels can be visualized.
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3.1 The off-line analysis window

The off-line analysis window shows the analysis
results organized in tabs, one for each algorithm (Fig.
3). In order to select only the active electrodes without
visualizing the not significant ones, a specific tab
called “Spike Statistics” has been developed (Fig. 4),
including a false colour map of the Mean Firing Rate
for each channel. In this way it is possible to highlight
the active areas, and the list of active electrodes can
be conveniently stored for further analysis.

Fig. 3. Off-line analysis window: signals recorded from a hippo-
campal culture of 31 DIV. The off-line analysis window is organ-
ized in tabs (top). The recording layout of 4096 channels (i.e. 64 x
64) is reported on the top left of the panel. On the right, the raster
plot of 400 selected channels (the red pixel on the left) is visualized,
for a time frame of 1.2 s.

The developed software tool was used to analyse
data coming from hippocampal networks of 31DIV,
cultured over high density MEAs (4096 channels).

Fig. 4. The “Spike Statistics” tab provides a summary of the activity
recorded on the whole active area. The false colour map shows the
Mean Firing Rate of each channel calculated over the whole re-
cording period. The graph at the bottom represents the mean firing
rate intensity for each electrode ordered from the higher to the lower
value.
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The raster plot of the active channels computed
by using the “Spike Statistics” tab shows a high syn-
chronous network burst lasting about 130ms (Fig. 3).
On the left panel (Fig. 4), together with the MFR map,
the list of active channels, sorted according to their
MFR value, is also visualized and reported as a graph
at the bottom of the screen.

4 Conclusion

We presented an innovative software tool to proc-
ess a huge amount of data recorded from high density
devices. We developed methods that combine classical
imaging techniques and electrophysiological signal
processing, integrating data mining techniques and
innovative approaches to data visualization. We do
believe that this tool is a suitable and powerful tool for
the neuroscientific community.
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Andrea Maffezzoli, Francesca Gullo and Enzo Wanke

Department of Biotechnologies and Biosciences, University of Milano-Bicocca, Milan, Italy.

1 Background/Aims

Spontaneous activity is present in vivo during
CNS development, and in vitro in neocortex slices and
networks of cultured neurons. To investigate how neu-
ronal firing governs synaptic transmission in such a
way as to maintain regenerative synchronised bursting
without inputs or anatomical specifications, we used
the multi-electrode array (MEA) technique to record
action potentials from post-natal cortical neurons.
Contrary to the widespread rule of averaging activity,
we concentrated on the activity of each neuron and a
novel method of analysis showed that two or more
classes of cells in all the experiments could be de-
scribed on the basis of similarities in statistically-
defined variables, such as burst duration, number of
spikes per burst, etc. Such cluster-specific features
were defined under control conditions, but responded
differently when ligand- or voltage-gated ion channels
were blocked or potentiated. We showed that the tech-
nique could be used iteratively in cascade, thus sug-
gesting the presence of a heterogeneity of functioning,
and confirming the existence of families or sub-
families of excitatory/inhibitory cells. Our method,
open to advanced implementations, could become a
highly sensitive means of developing therapeutic
drugs and investigating knock-in/knock-out mouse
models of human channelopathies or degenerative
syndromes.

2 Methods/Statistics

The primary cultures of cortical neurons were
prepared as described by others [Wagenaar et al.
2005; Li et al. 2005]. The cultures were covered with
gas permeable covers (MEA-MEM, Ala Scientific In-
struments, Inc., USA) after four days in vitro (DIV)
until the end of the culture period. The raw analogue
signals sampled at 40 kHz were recorded at 36°C in
CO,-controlled incubators from MEA-1060BC pre-
amplifiers (bandwidth 1-8000 Hz, Multi Channel Sys-
tems, Germany) connected to an MEAWorkstation
(bandwidth 120-8000 Hz, Plexon Inc. USA), sorted to
timestamp files by the MEAWorkstation Sorter soft-
ware, and subsequently cleaned of artefacts using the
OFFLine Sorter program (Plexon Inc., USA). The
timestamps were directly read into MATLAB and
computation of the other variables mentioned in the
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text was done in this language [Gullo et al., 2006;
Maffezzoli et al., 2007].

3 Results

Depending on the different strategies used to de-
fine a burst, it should be remembered that spike rate
(SR) is linearly related to burst rate (BR) and the
number of spikes (SN) in each burst by SR = BR *
SN. BR and SN are physiological variables that are
most certainly governed by different mechanisms be-
cause they involve processes whose time scales differ
by at least one order of magnitude (5-15 s and 0.1-1
s). Furthermore, SN is proportional to burst duration
(BD) and the intra-burst spike rate (IBSR: the average
spike rate observed in the burst, although IBSR can
markedly depend on how the recorded neurons fire
(accomodating or fast-spiking cells) and therefore on
how the data are evaluated. In order to detect and
cluster groups of “similar” neurons (with respect to
one individual feature), we fixed two threshold values
(between the minimum and the maximum) and asked
the program to average the neurons in which that vari-
able was lower (or higher) than the two fixed thresh-
olds (see Fig. 1B. This analysis was made over a pre-
viously defined time interval (usually not less than 2-3
minutes), and revealed groups of neurons that be-
haved differently in terms of each feature under con-
trol conditions and after drug treatment; we could then
calculate all of the other variables and investigate
whether these groups had different performances.

At right are shown the rasters of the timestamps
of seven neurons selected from the experiment shown
in Figure 1. The timestamps were selected from the
time records obtained under control conditions, during
treatment with bicuculline 10 uM, AP5, and CNQX 1,
3 and 10 puM, and during washout. The insets show
one burst on a 1 s time scale in which almost every
spike can be seen. The rows in each inset (from bot-
tom to top) represent the timestamps originating from
three short-BD neurons (black, red and green) and
four long-BD neurons (blue, cyan, magenta and
navy). The data are time-aligned.
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Fig. 1: Average burst durations in two clusters of 12 and 23 neurons
(out of 48) during a pharmacological experiment. A) BDs plotted as
a function of time during a 50-minute experiment in which bicu-
culline (10 uM), AP5 (5 uM), and CNQX (0.1, 0.3, 1, 3, 10, 30 pM)
were sequentially applied for about 10 minutes each. The two clus-
ters with short BDs (red) or long BDs (black) were selected by in-
specting the average BD under control conditions, and checking all
of the cells with a BD of less than 0.16 s or more than 0.25 s. Note
that the BDs of the two clusters regained their original values about
20 minutes after the beginning of washout. The remaining 13 neu-
rons were not used for the analysis. Vertical bars are +SEM.. B) The
flow diagram of the novel procedure here presented.

4 Conclusions

The main finding of our study is that, in MEA
networks, it is possible to detect neuronal clusters
with intrinsically different characteristics under con-
trol conditions as well as during the action of any
modifier of neuronal activity. This can be done by
computing physiologically relevant variables and then
using defined time intervals to average all of the data
coming from the cells that satisfy threshold criteria.
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Spike detection and sorting on electrophysiological signals from MEA electrodes is demanding be-
cause noise levels are high, and many neurons may be simultaneously recorded by each electrode. In
such data, there are always detection failures (false negatives and false positives). We present a new
spike detection technique based on Cepstrum of Bispectrum (CoB) and assess it on real neural data.
The technique is compared with four established techniques using simultaneously recorded intracellu-
lar and extracellular signals. The new technique outperforms existing techniques on detecting spikes
in the extracellular signal which are due to recorded intracellular spikes.

1 Introduction

Detecting spike events (action potentials) in ex-
tracellularly recorded signals is a challenging task:
there is a high probability of the presence of more
than one dominant spike train, spikes appear randomly
in the signal (due to natural behaviour), different
shapes of spikes are present (due to additive neural
noise), different phases of spike signal are found (due
to different geometries of detector and neuron), neural
noise is of high amplitude (the electrode is far from
the target neuron), and others. Further, sometimes
only spikes from distant neurons are present which
can confuse spike detection algorithms.

Simple, popular detection techniques (e.g., plain
amplitude thresholding pln) are applied directly to the
signal after high pass filtering. But high pass filtering
alone is not enough for noise treatment. Some algo-
rithms (e.g., wavelet (wav) or nonlinear energy (neo)
based techniques) use a denoising technique or use
forms of noise suppression relying on spike signal
characteristics. These techniques work well on a re-
stricted range of signals, such as signals with high sig-
nal to noise ratio or signals where the spike shape is
close to the predefined wavelet. The choice of signal
conditioning technique is not optimal for processing
general extracellular signals with spikes.

We propose a new algorithm (cob), based on Cep-
strum of Bispectrum (CoB) [1] a new technique based
on higher order statistics (HOS). This performs well
on synthesized signals [2]. Here, we apply the new
technique to real MEA data and compare the perform-
ance with other established techniques.

2 Spike Detection Techniques

pIn employs no pre-processing. Amplitude thresh-
olds (positive and negative) are applied to the signal.
The threshold value is a function of the signal median
and standard deviation.
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wav [3] uses wavelet based signal processing. A
predefined wavelet type (e.g. db2, biorl.3, biorl.5,
haar, sym2, etc) is used for finding the wavelet coeffi-
cients which are relatively immune from noise effects.

mor [4] uses a structuring element based filter to
enhance spike peaks and suppress noise. Amplitude
thresholding is used to discriminate spike events.

neo [5] uses the product of the instantaneous am-
plitude and frequency of the signal to highlight spike
events. Amplitude thresholding is used to discriminate
spike events.

New Spike Detection Technique

The cob applies a technique based on blind de-
convolution theory to the signal and estimates the
spike events as a impulse sequence. Deconvolution
needs an inverse filter which is estimated using CoB.
Since CoB is based on HOS, it is immune to Gaussian
noise. In addition CoB uses averaging in its estimation
thus providing an average inverse filter. An error term
is generated due to noise in the signal and/or estima-
tion error. This error term can be suppressed by wave-
let (coiflet) denoising and amplitude thresholding im-
proving performance.

3 Results and Analysis

To observe the performance of cob, we apply it to
real signals recorded from hippocampus [6] by the
Buszaki Lab. Our first test signal is an intracellular
signal recorded from dendrites (Fig.1: Top). This sig-
nal contains the neuron’s internal spike trains plus
some other secondary spike (spikelet) trains. There is
a high level of noise due to the spikelets. We apply
cob to this signal and show its pre-threshold output in
Fig. 1 (bottom). Clearly, the algorithm suppresses the
noise (spikelets) and at the same time it highlights the
impulse train. Setting the threshold for this processed
signal is relatively easy. Hence, it is possible to detect
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spike events from this type of noisy signal with very
few errors (either false positive or false negative).

cob performance is also observed from a pair of
signals simultaneously recorded intracellularly and
extracellularly (Fig. 2: top and second top) from
Buzsaki’s group [6]. Our aim is to observe the intra-
cellular spike in an extracellular signal. The spikes are
clearly visible in both signals because the noise level
is low. We find that the extracellular signal records
more than one spike train. We apply cob to the ex-
tracellular signal and show the output before applying
a threshold (third top plot of Fig. 2), and after a suita-
bly chosen threshold (bottom plot of Fig. 2). All visu-
ally observable spikes in the extracellular signal are
detected by cob. All spike events in intracellular sig-
nal are found in cob detected spike events. In addi-
tion, it detects all other spike events even although
they have different shapes.

cob wav mor pln neo
True +ve 30 16 27 29 30
False —ve 0 14 3 1 0
False +ve 15 29 5779 189 139

Table 1. Confusion table. We show the number of correctly
matched and missed spikes (with respect to the spikes in the intra-
cellular signal (Fig. 2 top) for five algorithms applied to the real
extracellular signal (Fig. 2 second from top).

To compare the performance of cob with other es-
tablished techniques we use the same extracellular sig-
nal (Fig.2). We adjust the parameters of the respective
techniques so that the maximum numbers of the intra-
cellular spikes are matched (true positive) at minimum
false positive (relative to the intracellular spike train).
Table 1 shows the results from these techniques.

Since our all observations are relative to the intra-
cellular spike train, the spikes from other neurons are
counted as false positives. Visually 30 intracellular

and 45 extracellular spikes are detectable. cob and neo
detect all intracellular spikes in extracellular signal
while wav detects only 15 matched spikes. Since spike
templates in this signal do not completely match with
the available single wavelet, wav performs badly. On
the other hand, the different techniques produce dif-
ferent number of false positives: cob produces fewest
followed by wav, and mor produces most. Hence we
conclude that cob detects spikes with fewest errors.
Reducing the minimum inter-spike interval and spike
timing accuracy from 0.5 to 1ms improves the per-
formance of the other techniques.

5 Conclusion

cob is developed from HOS which extracts non-
Gaussian terms from a distribution. The extracellular
signal has a non-Gaussian distribution. Hence tradi-
tional techniques do not work as well. Thus the cob
technique outperforms the others.
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Fig. 1. Noisy intracellular signal (top) and noisy spike event train detected by cob (bottom)
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Fig. 2. Simultaneously recorded intracellular and extracellular signal (top 2 plots) and cob detected spike train: before and after threshold

(bottom 2 plots).
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Using data from multi-electrode array recordings from developing murine retina, we showcase using
CARMEN as a resource for multi-modal analysis of data, development of new analysis techniques,
and adaptation of techniques from other areas to MEA data. The pooling of knowledge, data, and al-
gorithms allows one to make multi-species/multi-developmental stage/multi-phenotype comparisons
rapidly, and using the same code for easiest comparison, and can make it simple to test new algo-
rithms. These tools and methods can be then used in and for a variety of types of data.

1 Introduction

For experimentalists, the development and use of
customised analysis algorithms to analyse data has
historically been on a laboratory-to-laboratory basis.
New methods could be picked up by reading about
different techniques and implementing code oneself,
or by collaborating with a different group, but one did
not necessarily obtain comparable results due to dif-
ferent parameter settings (window length, threshold,
etc). For algorithm developers, the lack is typically in

Fig. 1. Analysis Tools and Result Comparison Chart for MEA Data.

2 Aims

Our interest is to unravel dynamics and character-
istics of small-scale neural networks using MEAS;
thus, our aim is to develop tools to characterize and
quantify these properties. We use recordings of spon-
taneous activity in the retina to refine our analysis
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an understanding of assumptions implicit in data (re-
cording location, tissue/animal type, sampling rate,
filter parameters, etc). CARMEN (Code, Analysis Re-
pository and Modeling for E-Neuroscience) provides
an interface for 1) collaboration between people/labs
(experimentalists and algorithm developers), and 2)
facilitates comparison across developmental pe-
riod/laboratory-specific recording techniques/species
by means of providing a common standard for both
algorithms and data.

tools, which are also useful outside of retinal research
(such as in epileptogenesis, cardiac dynamics, etc). In
many cases, MEA data processing focuses on linear
and frequency-based analysis of extracted spikes;
these methods are good in general for determining
changes in firing rate, etc, but do not necessarily de-
tect subtle network communication differences.
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Nonlinear dynamics in conjunction with linear and
frequency-based analysis methods can resolve these
issues: applying them to both raw data and spike times
can reveal more information about underlying
changes. Such investigations have previously been
limited in scope and practicability due to the large-
scale nature of some of the more relevant calculations
as well as availability of data; however, through inter-
action with the CARMEN Consortium, infrastructure
for collaborations as well as data storage and analysis
is gained, yielding better, faster, and more relevant
results.

3 Methods

CARMEN offers a global platform for collabora-
tors to share algorithms, computing power and data.
Our Work Package within CARMEN aims to under-
take a large-scale analysis of spontaneous retinal ac-
tivity during different stages of development. This in-
volves two aspects: first, we are collecting existing
MEA recordings from various investigators covering a
range of developmental ages, species and genetic
backgrounds. Second, we are developing algorithms
to analyse the recordings with various techniques
automatically. Pooling the data from various sources

(varying in MEA platforms, lab protocols, species,
ages) is one of the advantages of CARMEN enabling
us to cross-compare results using consistent tech-
niques.

4 Results and Conclusions

Dominant frequency analysis, spatial correlation,
burst analysis, network spikes, dynamic Bayesian net-
work analysis, entropy measure calculation, correla-
tion network analysis, wave spatiotemporal character-
istic measures, and inter-spike-interval statistical
measures were used to extract information from both
raw and spike-time data; results were combined and
compared. It is anticipated that more analysis methods
will be implemented and compared with existing re-
sults in the near future, with the final aim to correlate
and compare many result ‘frames’ with each other
(see Fig. 1).
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The shapes of action potentials recorded from cardiac myocytes tend to change periodically in some
cultures. Action potentials in primary cardiac cell cultures from embryonic rats were recorded extracel-
lularly with a custom-made 8x8 microelectrode array system. A software program was implemented
including a spike detection algorithm as well as temporal and special data processing to visualize
switching of pacemakers in cardiac myocyte cultures.

1 Background and Motivation

Monitoring the electrical activity of cardiac myo-
cyte cultures became a vital field in basic and drug
research [1, 2]. Extracellular recordings with micro-
electrode arrays (MEAs) enable non-invasive, long-
term measurements of beating cardiac myocyte cul-
tures.

During several experiments with primary embry-
onic rat cell cultures of 4-5 DIV, we noticed periodical
changes in excitation size (Fig. 1) and shape (Fig. 2)
of action potentials (APs). These variations occurred
without the application of drugs or cause of lesions.
Once such variation occurred on a chip, shape varia-
tions were very obvious in recordings of about 30% of
the 64 available electrodes. Recordings from the re-
maining electrodes showed changes as well, but they
were less apparent.
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Fig. 1. 48 cardiac action potentials recorded with a 10 pm electrode
(Position: horizontal 7, vertical 5) in an 8x8 array over 30 seconds.
Variations in action potential shapes are grouped in intervals (Part 1
to 3). In the transmissions between the parts, APs showed additional
differences in shape.
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Fig. 2. Superposition of averaged (n = 12 to 18) action potentials of
3 sequentially following time intervals (Part 1 to 3) in Fig. 1. AP
shapes from part 1 and 3 are very similar, while the AP shape in part
2 is different with larger amplitude.

2 Materials and Methods

For extracellular recordings of cardiac APs, a cus-
tom-made MEA system was used, consisting of 64
planar gold electrodes with diameters of 10 um. The
electrodes were arranged in an 8x8 matrix with a pitch
of 200 um [3].

To investigate the phenomenon of signal shape
variations more closely, we imported the recorded
data into Matlab (Matlab Version 7.0 from The
MathWorks Inc., Germany). We used a (yet unpub-
lished) custom-made program to evaluate the re-
cordings. The program included a spike detection al-
gorithm to find cardiac APs in very noisy recordings.
Subsequently, the time stamps of detected APs in the
recordings were used to calculate beat frequencies,
average AP propagation speeds, as well as average AP
propagation directions.
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Fig. 3. Beat propagations in a primary cardiac myocytes culture. Beat numbers correspond to AP numbers in Fig. 1 (white bordered elec-
trode). Arrows represent directions and speed (encoded in length), while shades represent the order in which APs occurred (darker = earlier,
brighter = later). Numbers indicate the propagation speed, given in cm/s. The electrode pitch was 200 pum.

In order to visualize all recorded APs of a single
beat, the chronological occurrence of APs was plotted
in shades of grey over an 8x8 grid. Arrows indicate
propagation directions and propagation speeds in the
respective grid position. Eventually, all beats were
visualized in animations and could be interpreted eas-

ily.

3 Results

To elucidate the rhythmic appearance of different
AP shapes on one electrode, 4 selected beats out of 48
in a video file (see supplements) were depicted in Fig.
3. The visualized beats corresponded to APs marked
in Fig. 1. In Fig. 3A, APs propagated from the lower
right to the upper left corner with an average conduc-
tion speed of 7.9+0.6 cm/s. About 14 seconds later,
the propagation direction was rotated by approxi-
mately 180°, while the average conduction speed in-
creased to 8.6x0.4 cm/s as depicted in Fig 3B. The
34™ beat (Fig. 3C) showed the collision of two excita-
tion fronts in the middle of the 8x8 recording grid.
This resulted in large excitation sizes as depicted in
Fig. 1 (APs #19 and #34). A few beats later, the direc-
tion of excitation pointed from bottom right to top left
and had a conduction speed of 7.9+0.3 cm/s again
(Fig. 3D). AP shape, excitation size, propagation di-
rection and speed were completely restored to the val-
ues already observed before the temporary change to
another pace maker region.

During the experiment, APs occurred with an av-
erage frequency of 1.59+0.02 per second (95.6+1.4
bpm). Small variations in the beat frequency did not
correlate directly with the changes in AP shape in Fig.
1. In fact, the beat frequency decreased slightly in the
transitions just from one shape to another. During the
following beats, the frequency recovered and de-
creased again in the next transition.

4 Conclusions

In our experiments we were able to observe
changes in cardiac AP propagation caused by at least
two different pace maker regions on a MEA. Two
pace makers, located in different places on the MEA,
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caused variations in AP propagation speeds and
propagation directions in cardiac cell layers. These
variations were neither obviously apparent in ampli-
tudes or shapes of AP recorded by about 70% of 48
available electrodes, nor identified by small changes
in the beat frequency. Furthermore, only about 30% of
the available electrodes recorded differences in signal
shapes and excitation amplitudes, which indicated un-
usual or unexpected anomalies in the cardiac cultures.
The influence of different pace maker regions
may distort the results of measurements performed
with only a few electrodes, which can not provide in-
formation of propagation directions and speeds. Such
de-localized pacemaker situations are known for the
heart organ as cardiac fibrillations. Therefore, our tool
could be very helpful for drug screening and should
be considered to serve in a test system for medical
prevention of damages based on cardiac fibrillation.

Supplemental Material

A video file, containing the here described results
and clearly showing the switching of AP propagation
directions is available for download:

http://www.Sommerhage.de/science/fzj/ibn2/cardiac/
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In this abstract we consider electromagnetic simulations of cardiomyocyte cultures on MEAs to ad-
dress the effects of contraction on the measured electric field potential signal. MEAs are widely em-
ployed in studying cardiomyocyte action. Cardiomyocyte properties are sometimes interpreted from
the recorded signal shapes (waveforms), or the recorded waveforms may be associated with similar
looking electrocardiogram signal waveforms. Cardiomyocyte movement has not been considered in
such analysis. Our simulations show that cardiomyocyte contraction movement contributes to the
measured signal. In this abstract, exemplary preliminary simulation results are shown.

1 Introduction

Microelectrode arrays (MEASs) are widely em-
ployed in studying cardiomyocytes [1,2]. In this ab-
stract, we address the effects of cardiomyocyte con-
traction to the MEA measurements. To the best of our
knowledge, prior to our work, cardiomyocyte move-
ment has not been considered as a factor affecting the
measurements. Our reasoning is based on the fact that
cardiomyocyte action potentials are recordable rela-
tively near the microelectrodes (MEs), e.g., within a
few tens or 100 um, and the distance the cardiomyo-
cytes move when a piece of tissue contracts, may well
be of the same order of magnitude. Thus, it is ex-
pected that the moment may have fundamental effects
on the measured signals.

To address the effects of the movement, we simu-
lated a standard MEA well with a contracting and
non-contracting cardiomyocyte slab model. Simula-
tions were made with Comsol Multiphysics (Comsol
AB, Stockholm, Sweden), which based on finite ele-
ment modeling (FEM). FEM and Comsol Multiphys-
ics have also been used, e.g., in modeling interactions
between neurons and MEs, [3] and [4], respectively.

2 Methods

A 2D model of a MEA well with a
ground/reference electrode, 59 microelectrodes, cul-
ture medium, and a contracting cardiomyocyte tissue

slab was constructed in Comsol Multiphysics (Figs.
1A and 1B), with material conductivities and dimen-
sions set as shown in Table 1. Although the model is
2D, also the heights of the components are defined in
the model. It is to be noted that it is difficult to simu-
late very thin structures with Comsol Multiphysics,
thus the electrode material is overly thick in the simu-
lator. An over all view to the simulated system is also
seen in Fig. 3A. A real MEA signal from a cardiomyo-
cyte culture (Fig. 1C) was used to modulate the sur-
face potential of the slab, which varied between —68
mV and 41 mV. The surface potential varied sinusoi-
dally in the vertical direction in the lower half of the
slab, while the potential of the upper half of the slab
was zero. The sinusoidal amplitude was then made
time dependent by modulating it with the measured
signal. Slab displacement (Fig. 1C) was simulated by
lowpass filtering and delaying the MEA measurement
(Fig. 1C). Maximum displacement was of 24 pm up-
wards. Field potentials produced by the tissue slab
were measured by a probe seen in Fig. 1B between the
slab and the nearest ME.

3 Results

In Fig. 2, are shown the field potential simula-
tions with and without contraction, i.e., slab move-
ment, as observed at the field potential probe location
seen in Fig. 1B.

Tab. 1. Dimensions and conductivities of the components of the model (diameter &).

Component Dimensions Simulated Material Conductivity
Ground/reference electrode | 2 mm x 5 mm, height 1 pum Titanium 7.4.10° S/m
Microelectrodes & 30 um, height 1 pm Titanium 7.4-10° S/m
Active tissue slab & 400 pm, height 100 um Clump of cardiomyocytes | 20 S/m
Culture medium & 19 mm, height 500 mm Liquid 1.5S/m
ISBN 3-938345-05-5
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Fig. 1. (A) Simulated MEA geometry.The ground/reference elec-
trode blue and tissue slab green. (B) Layout of the MEs and the tis-
sue slab. Distance from the rim of the slab to the edge of the nearest
ME is 85 pm. Field potential measurement probe is at the small dot
between the tissue slab and the ME closest to it. (C) Normalized
MEA measurement of a cardiomyocyte culture (solid) used to
modulate the surface potential of the slab in time, and the normal-
ized displacement of the slab (dashed).

Fig
. 2. (A) Field potential at the probe location seen in Fig. 1B with
(solid) and without slab contraction (dashed). (B) Detail of the field
potential curve seen in (A).

From Fig. 2, it is seen that the simulated contrac-
tion with the given slab surface potentials affects
mostly the amplitude of the field potential at the
probe, although some slight signal shape differences
are also observable. An overall view to the electric
field potential at the time 3.28 s (at time of the local
minimum of the negative peak of the dashed line in
Fig. 2B) without tissue contraction is shown in Fig.
3A. In Figs. 3B and 3C, field potentials at the time
0.281 s (at the time of the maximum of the second
peak in Fig. 2B) are shown for non-contracting and
contracting tissue slabs, respectively. Comparing Figs.
2B and 2C, it is seen that while the contraction has a
clear effect on the field potential distribution close to
the edge of the slab (observable at the lower rim of the
slab in this simulation), the effect at the MEs is not as
pronounced.

4 Conclusions and Discussion
From our preliminary simulations, we can con-
clude that the contracting movement may have an ef-

fect on the measured signals, and thus, in interpreta-
tion of the measured waveforms, also the movement
of the active cells should be considered. The fact that
the distance, which the electrically active cells may
move, may well be of the same order than the maxi-
mum distance from an electrode over which an action
potential may still be measured, suggests that move-
ment artifact should be taken into account, although
this cannot be definitely demonstrated by the simula-
tions shown in this abstract. It is not unimaginable that
such cell aggregate acceleration, speed, movement
distance, and especially movement relative to the tis-
sue surface potential change could take place that also
the measured signal shape could change profoundly
due to the moment.

The presented simulator is not an accurate presen-
tation of the reality; the model of the surface potential
of the tissue slab used in this abstract is preliminary,
and will be redesigned based on knowledge on actual
cellular membrane currents and tissue surface poten-
tial distributions. Thereafter, numerous tissue slab ge-
ometries and contraction directions and speeds must
be simulated with respect to the MEA layout geome-
tries, in order to find the cases in which tissue move-
ment has the greatest effects on the measured field po-
tentials.
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Fig. 3. (A) Overall view to the electric potentials in the MEA at time 3.28 s (c.f., Fig. 2B). (B)—(C) Simulated electric field potentials at time
0.281 s (at the time of the maximum amplitude of the second peak in Fig. 2B) for the (B) non-contracting and (C) contracting tissue slab,
respectively. Axis distances are in meters, and color scale is in volts. Note that only the original (non-contracted) position of the tissue slab is

shown both in (B) and (C).
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Thermal Noise As A Probe For Cell Adhesion
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Cells that are cultured on substrates show a gap of
several 10nm between the substrate surface and the
cell membrane. That cleft is filled with aqueous elec-
trolyte. Sheet resistances on the order of 10-100
MOhm per square are expected. Knowledge of exact
values for the sheet resistance is mandatory to under-
stand the electrical interfacing of cells and chips, and
it provides information on adhesion properties of
cells. Suitable methods are an application of ac volt-
ages and a recording of the response by measurements
of current, of transistor voltage or fluorescence dyes.

An alternative approach relies on the Fluctuation-
Dissipation-Theorem that implies that every dissipa-
tive process also causes fluctuations. It was previously
shown that the recording of voltage fluctuations that

ISBN 3-938345-05-5

are recorded with individual transistors provided in-
formation on the sheet resistance [1].

The application of a Multi-Transistor Array with a
spatial resolution of 7.8um [2] with reduced noise and
improved time resolution enabled us to record two-
dimensional maps of the noise in the area of cell adhe-
sion. A theoretical model for the thermal noise in the
two-dimensional core-coat conductor of a cell-chip
system was developed. It was used to evaluate noise
maps and to determine the profile of the It was used to
evaluate noise maps and to determine the profile of
the sheet resistance.
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We calculated the membrane potential of the pre-synaptic terminals (psT) of the bipolar cells in the bi-
polar cell layer in response to stimulation with rectangular pulses. We find out, that both depolarisation
and hyperpolarisation occur in a temporal shift. To analyse the effect of depolarisation and hyperpo-
larisation separately we have developed the TriState Stimulation. From subretinal stimulation experi-
ments with TriState we find out that a depolarisation of the psT gives with significant lower threshold
an retinal response then a hyperpolarisation. Further we compared TriState to rectangular subretinal
stimulation. From that experiments we conclude that the rising edge of rectangular pulses make the

significant stimulation effect.

1 Introduction

In subretinal implants, monophasic rectangular
voltage impulses are applied to the photoreceptor side
for electrical stimulation of degenerated retinas. It has
been shown that anodic voltage impulses have a lower
stimulation threshold than cathodic impulses [1].

Application of voltage to stimulation electrodes
charges the capacity of the electrical double-layer of
the metal/electrolyte interface. Application of mono-
phasic voltage impulses leads to biphasic current im-
pulses with fast, strong but transient capacitive cur-
rents with opposite sign at the rising and falling edges
of the voltage impulse. Hence, the rising edge of an-
odic rectangular impulses generates a retinal inward
current (from photoreceptor to ganglion cell side) fol-
lowed by a retinal outward current. It has been shown
by simulations that an inward current results in a de-
polarisation of the presynaptic end of the bipolar cells
[2]. Depolarsiation of the presynaptic terminals results
in Ca?* influx into presynaptic terminals and exocyto-
sis, wheras the Ca* channels are closed at hyperpolar-
izing membrane voltages [3].

To analyse the step response to fast membrane
hyperpolarisation and depolarisation separately, we
applied monophasic current impulses to explanted
retinas. To generate current impulses with low rise
time, we developed a new tri-state circuit. The results
were plotted as Chronaxie curves.

2 Methods

Tri-State generator

Monophasic current impulses were realized by a
TriState generator. In addition to the OFF and ON
state of a regular voltage source, it has a third state
(OPEN) with a very high source resistance ( ~ 1 GQ).
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The functionality of the TriState generator is
shown in Fig. 1. During OFF and ON phase the output
impedance is 50 Q. After the ON phase of duration t;
the output resistance of the generator increases to 1
GQ (OPEN) and the current drops to zero. This pre-
vents discharging of the load. After t, the voltage is set
to 0 V and the output impedance to 50 Q. For compar-
ing TriState stimulation with voltage impulse stimula-
tion, in the following the output of the Tristate genera-
tor is given by the output voltage.

[

Amplitude

v

T Load (V)
[ |
E1 [2
T I\| Load (1) K
—

Trigger

Amplitude Load
(RC net)

Fig. 1: The TriState generator. t;: impulse duration (up to 400 ps),
and t,: response measuring interval with high-impedance load.

Simulation

To simulate the effect of a temporal stimulation
pattern on the membrane potential of a bipolar cell we
simulated a cable model (length: 70 um, diameter 1.4
pm, specific membrane resistance r,=0.8 kQcm?, spe-
cific membrane capacity c,=1 pF/cm?, intracellular
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and extracellular resistance re = r;= 70 Qcm). The re-
sponse of the cell membrane to external stimulation
was calculated in the frequency domain and the step
response in the time domain was obtained by numeri-
cal inverse Laplace transformation. The external field
was obtained from finite element simulation of mo-
nopolar stimulation (Fig. 2).

presynaptic
terminal

cell membrane

extracellular
potential gradient

potential from
FE simulation

electrode

Fig. 2: Model of a bipolar cell, connected to the simulated extracel-
lular potential generated by a stimulation microelectrode.

Stimulation experiments

Experiments were carried out as described in [1].
Briefly, retinas were explanted from eyes from blind
RCS rats (age 100 + 10 days) and placed on the elec-
trode array of a MEA with the ganglion cell side up
(Fig. 3). The retinas were perfused by modified
Ringer’s solution (120 NaCl, 5 KCI, 2 CaCl, 1 MgCl,,
30 NaHCO; 15 glucose, 0.2 L-glu, 1.4 NaH,PO;, in
mM). One MEA electrode was connected to the
TriState generator.

Ag/AgCI glass recording of
ﬁ\ pipette spikes
Ge
TriState
OPL

stimulation

© [T

Fig. 3: Electrical stimulation of explanted retinas placed on a micro-
electrode array (MEA). Recording was done by the means of a glass
pipette attached to the cell body of a ganglion cell (Gc). OPL.: outer
plexiform layer of the retina.

MEA
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To collect data for chronaxie curves, the stimula-
tion was applied in two subsequent cascades to varry
amplitude (6 values) and duration (6 values) of
TriState impulses, respectively, with 12 - fold applica-
tion of both cascades.

Data analysis

To analyse the ganglion cell response, for all 36
stimulation parameter sets a mxn raw data matrix were
constructed. The matrix contained the post stimulus
spike counts per 50 ms time bins in m columns from
all n trials of the experiment with a given parameter
set.

From all raw data matrices the singular values S
were calculated by singular value decomposition [4].
The singular value with the largest amount (Syy) is
linked to the most significant component of the raw
data matrix and reflects the efficacy of the stimulation.
The singular values were plotted against duration and
amplitude of TriState stimulation. This resulted in a
set of tuning curves for each ganglion cell, which then
have been fitted to a set of sigmoidal model functions
(Fig.7) by multi curve fitting. The inflection points of
that curves were used to assemble a chronaxie curve
(Fig.8) for each stimulation experiment.

3 Results

TriState stimulation

With the TriState generator set to a certain volt-
age, a monophasic current impulse is generated as
shown in Fig. 4. and given by Eq. 1 (t; = start time; t,
= end time), where t is the time constant of the elec-
trode/tissue interface.

t-t,

I(t)y=1,e * (6(t—t)-6(t-1,)) 1)

250

—— TriState impulse
— rectangular impulse

200+

150

100

50

I (uA)

0 -

50 k/-’""*n_r-ﬁ—

-100

-150

-200 T T T
-200 0 200 400 600 800

t(us)

Fig. 4: Electrode current resulting from a TriState impulse and a
rectangular voltage impulse.

Using this impulse shape for the time course of
the extracelluar voltage, the membrane voltage at the
presynaptic terminal was simulated. In contrast to rec-
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tangular voltage impulses, with TriState stimulation
no hyperpolarisation occurs at the presynaptic termi-
nal (Fig. 5.)

200 rectangular impulse
o TriState impulse
150
< 100
£
>E
50 .
L]
L]
0 o
504 \/’
T T T T T T T T
0 200 400 600 800

t(ps)
Fig. 5: Simulated membrane voltage Vy, at the presynaptic terminal
of the bipolar cell model as a response to a rectangular voltage im-
pulse (1 V) and a monophasic current impulse (TriState stimulation,
1V).

Chronaxie curves

From 13 ganglion cells a set of tuning curves for
depolarising TriState stimulation were obtained (Fig.
6). The resulting chronaxie curves are shown in Fig.
7. Eleven curves could be fitted using the Lapicque
model [5] with a chronaxie in the range between 0.2
ms and 0.5 ms. For hyperpolarising stimulation only
one chronaxie curve could be assembled but was in-
compatible with the Lapicque model. The other 12
cells displayed no or very small reactions to the hy-
perpolarising stimulation in the tested parameter win-
dow.

For 6 other cells chronaxie curves for depolaris-
ing TriState stimulation and anodic rectangular stimu-
lation could be assembled, respectively (Fig. 8). The
voltage threshold for TriState stimulation was lower
than for stimulation with monophasic voltage im-
pulses.

4 Discussion

We showed that electrical stimulation of degener-
ated retinas from blind RCS rats was more efficient
with retinal inward current impulses than with out-
ward current impulses. Furthermore we showed that
thresholds for short anodic rectangular voltage im-
pulses (duration < 350 ps) were higher than for depo-
larising steps. This is in agreement with the simulation
of the membrane voltage at the presynaptic terminal in
response to voltage gradients along the axis of the bi-
polar cells and the voltage-dependend gating charac-
teristic of Ca®* channels in bipolar cells. We conclude
that the rising edge is the dominant component in
voltage impulses to trigger exocytosis.
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Fig. 6: Set of tuning curves compiled from spike recordings from
one ganglion cell. The retina has been stimulated (TriState stimula-
tion) with different durations (top) and amplitudes (below). S;; de-
notes the highest singular value determined from a set of 12 experi-
ments with the same stimulation parametrisation. The curves where
S11 reached saturation had been fitted by multi curve fitting.
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Fig. 7: Chronaxie curves of 13 ganglion cells. Each retina was
stimulated by depolarising and hyperpolarising TriState impulses,

Only one cell responded both to hyperpolarizing (bold grey curve)
and for depolarizing (bold black curve) impulses.
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Extracellular Stimulation of Mammalian Neurons on
Silicon Chips: Design of a Safe Protocol By Repeti-
tive Activation of Na+ Channels
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We present an electrophysiological study of capacitive stimulation of mammalian cells on planar insu-
lated electrodes. Particular emphasis is laid on the derivation of the primary polarizations, the local ac-
tivation of sodium channels and on a safe protocol that excludes cell damage by electrochemistry or

electroporation.

1 Background & Aims

Reliable extracellular stimulation of neuronal ac-
tivity is the prerequisite for electrical interfacing of
cultured networks and brain slices, as well as for neu-
ral implants. Safe stimulation must be achieved with-
out a damage of the cells by irreversible electropora-
tion or electrochemical byproducts. With respect to a
future application of highly integrated semiconductor
chips, we present an electrophysiological study of ca-
pacitive stimulation of mammalian cells in the geome-
try of adhesion on an insulated titanium diox-
ide/silicon electrode [1].

2 Methods

We used HEK293 cells with overexpressed
NaV1.4 channels and neurons from rat hippocampus.
Weak biphasic stimuli of falling and rising voltage
ramps were applied in the absence of Faradayic cur-
rent and electroporation. We recorded the response of
the intra and extracellular voltage and evaluated the
concomitant polarization of the attached and free cell
membrane.

3 Results

Falling ramps efficiently depolarized the central
area of the attached membrane. A transient sodium
inward current was activated that gave rise to a weak

depolarization of the cell in the order of 1 mV. The
depolarization could be enhanced step by step by a
train of biphasic stimuli until self-excitation of sodium
channels set in. We applied the same protocol to cul-
tured rat neurons and found that pulse trains of weak
capacitive stimuli were able to elicit action potentials.

4 Conclusion & Outlook

Our results provide a basis for safe extracellular
stimulation not only for cultured neurons on insulated
semiconductor electrodes, but also more generally for
metal electrodes in cell culture and brain tissue.
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An understanding of the mechanisms that underlie information processing and storage in neuronal
networks is largely missing. Dynamical interactions on a wide range of spatial and temporal scales are
involved, but it is unclear how they arise and by which mechanisms they are governed. We are inter-
ested in how neuronal networks respond to incoming stimuli, which interactions arise and how this en-
ables the processing and storage of information. We electrically stimulated cortical cell cultures grown
on microelectrode arrays (MEAS) and characterized network responses during different activity states.
Stimulation at fixed intervals without defined relation to an activity state (‘random’) resulted in decreas-
ing response length with decreasing time since last synchronous network activity (network burst) and
vice versa. Stimulation during spontaneously occurring, 20 - 60 second long periods of elevated net-
work-wide bursting (Superbursts) yielded the longest responses. During the following refractory pe-
riod, responses were shortest and stimulation even failed to induce spikes. Stimulation during burst-
onsets (‘intraburst’) could either temporarily induce or inhibit spiking, but it could neither terminate nor
shorten the burst progression. Stimulation during periods of no activity (‘post-burst’), induced short- (<
50 — 100 ms post stimulus) and long-term (= 100 ms post stimulus) response components and in-
creased response reproducibility. Different stimulation sites elicited distinguishable short-term re-
sponse dynamics. Finally, low-frequency stimulation (0.1 — 0.4 Hz) at selected sites with any of the
paradigms interfered with the bursting activity and reversibly suppressed Superbursts.

1 Introduction sponse was interpreted as the ‘processed’ output.
Network responses are inherently variable, with large
spatio-temporal fluctuations, reminiscent of chaotic
systems [5]. Averaging over many trials and networks,
or pooling different neurons [4] is necessary to reduce
the noise in order to reliably conclude about the net-
work’s processing properties. In our work, we want to
describe dynamic input/output relationships for neu-
ronal networks in vitro. We aim at predictive models
that allow a tight interaction with and control of neu-
ronal activity by electrical stimulation.

Here, we show that electrical stimulation efficacy
and spontaneous activity in neuronal networks in vitro
are interdependent. The timing of stimulation with re-
spect to oscillatory activity states determined over re-
sponse lengths and stimulation could in turn interfere
with spontaneous busting activity. Phase-coupled
stimulation during always the same, predefined state
of network activity had the advantage of a clearly de-
fined and controlled stimulation environment. We ob-
tained reproducible and stable responses, yielding a

Cortical cell cultures grown on MEAs give the
possibility to study neuronal functions such as learn-
ing, memory, information processing and storage un-
der controlled, easily accessible and experimentally
manipulable conditions. Under the assumption that
basic neuronal properties are maintained in vitro, vari-
ous research groups in recent years were interested in
revealing mechanisms that may underlie those func-
tions. Shahaf et al. [1] for the first time showed learn-
ing and memory capabilities in ex - vivo networks by
imprinting advanced stimulus/response associations.
Eytan et al. [2] demonstrated stimulus-specific adapta-
tion properties, possibly resulting from a selective
gain control. Beggs & Plenz [3] investigated neuronal
avalanches, i.e. network-wide propagating activity
patterns, as a means for information transfer and stor-
age. Bonifazi et al. [4] found fast and reliable stimu-
lus decoding from ensembles of neurons along with a
critical dependency on the network’s balance between
excitation and inhibition. Almost all those studies used
electrical stimulation as network-input and the re-
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more unique description of network input/output rela-
tionships.

2 Materials & Methods

2.1 Culture preparation

Cells from prefrontal cortical tissue of neonatal
wistar rats were cultured on polyethylene imine-
coated MEAs. Cultures were maintained in MEM
supplemented with heat-inactivated horse serum (5%),
L-glutamine (0.5 mM), and glucose (20 mM) at 37° C
and 5% CO,. Medium was partially replaced twice per
week.

2.2 Recording and stimulation

A Multi Channel Systems MEA1060BC ampli-
fier, STG2008 stimulus generator and meabench [6]
were used for recording and stimulation inside the in-
cubator. The criteria for single-electrode bursts were a
minimum of three spikes, inter spike intervals < 75
ms, with maximal one interval < 150 ms allowed.
Network burst criteria were burst onsets within < 150
ms on at least three electrodes. For Superburts, global
activity-periods clearly above baseline were manually
extracted and network bursts and their respective on-
and offsets assigned. Monophasic negative voltage
pulses, width 400 us, amplitudes > 0.4 \olt were used
for stimulation. Three stimulation paradigms were ap-
plied: ‘Random’ stimulation at fixed intervals (typi-
cally 20 sec), without relation to network activity. For
‘intraburst’ stimulation, the firing rate of a preselected
electrode was calculated online by single-trial rate es-
timation [7]. Whenever a given threshold was crossed,
a stimulus was triggered (Fig. 1a). In ‘post-burst’
stimulation, whenever a minimum period without
spikes on pre selected electrode(s) passed, a stimulus
was triggered (Fig. 1b).

Fig. 1. a) left: Intraburst stimulation: online convolution of spike
times and triangle kernel function yielded instantaneous rate esti-
mate. Crossing of a threshold triggered a stimulus (marker). right:
8x8 MEA, with feedback (for phase-coupling) and stimulation elec-
trode b) post-burst stimulation: feedback electrode’s spike times
were continuously monitored, after a fixed period without spikes, a
stimulus was triggered (marker)
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3 Results

3.1Spontaneous activity modulates
stimulation efficacy

Modulation by network bursts

After ‘random’ stimulation, responses were ex-
tracted according to the criteria for single-electrode
bursts. Stimulation trials were sorted for increasing
response length (in seconds). Pre-stimulus activity and
response lengths were inversely correlated: high burst-
ing activity immediately preceded short responses,
periods of no or low bursting activity preceded long
responses (Fig. 2a). Quantitative analysis, including
examples from different networks shown in Fig. 2b.
This effect was most clearly observed when stimula-
tion elicited long- and short-term responses, as well as
when the activity did not (yet) develop into Super-
bursts.

Modulation by Superbursts

During superbursting activity, stimulation elicited
the longest responses. After the end of Superbursts,
responses were shorter or stimulation even failed to
elicit spikes (Fig. 3a). Response length distribution
was broadest during Superbursts, distributions after
Superbursts and during other activity phases were
similar. Response reliability, however, was clearly di-
minished just after Superbursts.

Fig. 2. a) raster plot, electrode 54, -10 to 5 seconds post stimulus,
applied at electrodes 16 and 43. Trials sorted for response length.
Note the increasing response length with decreasing pre-stimulus
activity. b) Response length vs. time since last burst before stimula-
tion for three electrodes, different networks. Experimental data
(dots) and model A*(1-exp(-A*t)) describe a saturating response
length.
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Fig. 3. a) left: 1-hr. global firing-rate, bin width 10 sec. right: re-
sponses from electrode 76 to 180 stimulation trials, applied at elec-
trode 57, during the same period. Repeated increase and reset of
response length, correlated with spontaneous Superbursts. b) re-
sponse length distributions (99 electrodes). right: response reliabil-
ity = (#responses)/(#stimuli)

3.2 Phase-coupled stimulation

Intraburst stimulation

Stimulation was triggered within 50 -100 ms after
burst onset on the feedback electrode. The impact of
stimulation on the burst dynamics was analyzed by
comparing stimulation trials with control trials in
which the trigger criterion was fulfilled, but no stimu-
lus was applied. Stimulation could induce additional
spikes on top of the ongoing burst or it could tempo-
rarily inhibit spiking during the burst (Fig. 4). Short-
term responses were induced even when the ongoing
spiking was inhibited. In general, intraburst stimula-
tion could not terminate or curtail burst progression. A
reduction of average burst length was observed only
when stimulation suppressed superbursting activity
(section 3.3).

Post-burst stimulation

Stimulation induced clearly separable short-and
long-term response components. Stimulation at differ-
ent sites elicited distinguishable delays in the reliable
short-term response. Comparable dynamics could be
reproduced 24 hrs. later, showing the stability of this
effect (Fig. 5a).
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Fig. 4. top: raster plots, electrodes 67 (left) and 73 (right), 450 trials
intraburst stimulation at electrode 64. Bursts started before stimula-
tion. Burst progression did not markedly change during the experi-
ment. inset: 7 ms blanking period that minimized artifacts, followed
by short-term response spikes. bottom: corresponding PSTHSs, in-
cluding those for control trials (dashed). Additional spikes were
induced (left), or spiking was temporarily inhibited (right).

Fig. 5. a) raster plots, electrode 66, 500 post-burst stimulation trials
at electrodes 46 (black) and 77 (gray). bottom left: corresponding
PSTHs for -15 to 50 ms post stimulus at DIV 48 (solid lines) and for
DIV 49 (dashed lines). Response-delays changed with different in-
put sites, but were comparable for identical input sites at successive
days (compare different colors vs. solid and dashed lines of same
color). b) PSTH cross-correlation, normalized and averaged over 11
electrodes.

Different input sites (stimulation electrodes)
could be distinguished by means of their induced
short-term response. In cross-correlations between
PSTHSs, the normalized and averaged peak was higher
and closer to 0-lag for same input sites compared to
different input sites.

3.3 Interfering with Superbursting activity

Oscillatory superbursting activity with distinctive
global rate fluctuations was terminated either directly
or a few minutes after stimulation start. After the end
of stimulation, Superbursts could reappear (Fig. 6).
This effect was independent of the stimulation para-
digm. Furthermore, effective stimulation electrodes
consistently had early network burst onsets during
spontaneous activity (Fig. 6 insets). The probability
for very long network bursts was decreased during
Superburst suppression. This means, from an initial
bursting state, including abnormally long bursts dur-
ing Superbursts, the network’s activity was shifted to
more regular burst firing without episodic Superburst
patterns.
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Fig. 6. left: global rate profiles, three different networks. ‘intraburst’
(top), “post-burst’ (middle) and ‘random’ (bottom) stimulation peri-
ods in black, control in gray. bottom: Superbursts reappeared during
stimulation. insets: ranking of electrodes starting network bursts,
used for stimulation electrode selection. right: cumulative distribu-
tions of network burst length. Probability for very long bursts de-
creased during stimulation.

4 Conclusions

Electrical stimulation efficacy and spontaneous
bursting activity in neuronal networks in vitro are in-
terdependent. Effective electrical stimulation does not
merely need defined stimulus properties, e.g. ampli-
tude, width or type, but also a consideration of the
phase when the stimulus is applied. Phase-coupled
stimulation places the stimulus into the same context
of network activity, resulting in more reproducible and
predictive responses. Furthermore, it enables a de-
tailed assessment of the network’s transfer function
with reduced influence of interfering effects. In-
put/output relationships are defined for separate activ-
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ity states, rather than for a grand average of different
states. This would aid in the understanding how in-
formation imposed by electrical input patterns is proc-
essed by neuronal networks in vitro and physiologi-
cally realistic systems in general.
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In this work we show a way to use light in combination with MEAs to stimulate and record single neu-
rons and small networks of neurons. Channelrhodopsin (ChR2), a blue-light gated ion channel is used
to trigger membrane currents via a light pulse that can evoke action potentials, depending on the cel-
lular system used. We introduce a convenient way to illuminate a single spot of about 10pum in diame-
ter with laser light (A=473nm). Furthermore we show the combination of defined neural networks
grown on microelectronic devices and light stimulation. We use aligned p-contact printing to create
single, yet interconnected cells on recording sites. For transfection of the cells with a ChR2 containing
plasmide electropermeabilisation can be used. Advantages are a high transfection efficiency and sta-

ble expression of the protein for at least 21 days.

1 Introduction

Neural network analysis is one of the major ap-
plications for microelectrode arrays or FET devices.
Whereas recording of slices and tissue is commonly
used, interfacing single neurons and defined neural
networks still is very challenging. The formation of
defined neural networks could be shown many times
in literature [11], whereas alignment of these networks
to recording devices is still uncommon. Several tech-
niques like homogenous coating and subsequent pro-
tein ablation by a laser [13] or photolithographic pat-
terning [5] exist but are either time consuming or may
damage the chip as well as the adhesion proteins used.
Aligned p-contact printing proved to be very promis-
ing [6] but also has some drawbacks as two non-
transparent surfaces have to be aligned in respect to
each other. Furthermore, different coupling methods
exist; proteins can either be physisorbed to the surface
[3] or covalently attached to it [9]. Once a stable and
reliable cell culture is established on chip the lack of
possible stimulation techniques for cells have to be
overcome. Current or voltage [12] stimulation are pos-
sibilities for reliable stimulation but the cells have to
be situated either on an electrode or a FET with stimu-
lation possibilities [7]. Although the techniques allow
the interfacing of single cells these still have to be
situated on a stimulation site. Furthermore electrical
stimulation may also lead to permeabilisation of the
cells what subsequently might also trigger an action
potential but in the same time damage the cell and do
not lead to the desired long term monitoring of the
network. This lack of possible stimulation techniques
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can be overcome by using genetically engineered
Channelrhodopsin  2(ChR2) expressing neurons.
ChR2 is a blue-light-gated cation channel with a reti-
nal as gating mechanism. It can be used to depolarize
cells via a light pulse and subsequently stimulate ge-
netically engineered neurons. The stimulation of the
cells is reproducibly, rapidly, non-invasively [8] and
independent of their position on the device. For trans-
fection of the cells with the channel genes different
transfection techniques exist. Commonly used are vi-
ral systems, e.g. lenti-virus [1], or chemical transfec-
tion. Both techniques provide transfection efficiencies
that are not sufficient for application on neural net-
works on microelectronic recording devices. Electro-
fection seems to be a powerful tool to raise transfec-
tion efficiencies to useable values and therefore gives
access to the combination of defined neural networks
on MEAs and light stimulation of cells. Until now no
one has, to our knowledge, shown a combination of
these techniques.

2 Materials and Methods

2.1 Setup

Laser stimulation

Activation of ChR2 was achieved using a 473nm
diode laser that was coupled to the optical path of the
microscope via an optical fibre and a dichroic mirror.
Epifluorescent illumination was still possible. Spot
diameter of the laser was about 10um, depending on
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fibre and objective. The laser was controlled using
TTL pulses. Stimulation times down to about 1ms
could be achieved

Fig. 1. Schematic drawing of the setup. The laser can be coupled to
the optical path of the microscope via a fibre and a dichroic mirror
(picture adapted from http://www.zeiss.de).

Recording setup

We used a custom-made, 64-channel amplifier
system in which microelectrodes were coupled di-
rectly to the inputs of high-impedance operational
amplifiers (preamplifier gain 10.22), then coupled to a
main amplifier (gain 100) providing an overall gain of
1022. The high-pass performance of the recording
system was only dependent on the size, material, sur-
face condition, and cleanliness of the microelectrodes
providing a large bandwidth recording system. As a
result of this ultimate high-impedance input, the
bandwidth of our MEA system was enhanced to 0.4
Hz-3.9 kHz for electrodes with a diameter of 20 um.
This performance enables reliable recordings of dis-
tinct signal shapes of extracellularly recorded action
potentials originating from individual cells. Most im-
portantly, recordings with our current setup can be
done with cheap-to fabricate, reusable, planar gold
microelectrodes, which can be designed in sizes
smaller than the soma of individual cells [4]. Data
were sampled at 10 kHz per channel, with simultane-
ous acquisition across all channels using the MED64
conductor 3.1 software (Alpha MED Sciences, Japan).
An extracellular Ag/AgCI electrode, which was set to
ground potential, served as a reference electrode. A
more detailed description of the data acquisition has
been published previously [4].

Microelectrade arrays

The MEAs were manufactured on glass wafers
using standard silicon technology. The planar 64-
channel gold MEAs (8x8) were designed with diame-
ters of 6, 8, 10 or 20 um at a pitch of 100 or 200 pm.
The chips were passivated by an oxide-nitride—oxide
layer deposited by plasma-enhanced chemical vapour
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deposition consisting of 500 nm SiO2, 500 nm Si3N4,
and 100 nm SiO2. Details of the fabrication and en-
capsulation processes have been previously described
[4]. The MEAs were additionally platinised according
to [10]. Briefly, a 3 electrode CV setup with the short-
cutted MEA as working electrode was used. The MEA
was filled with platinum 3745 solution and after a 10s
holding potential of -0.2V the voltage was swept be-
tween -0.9 and -0.2 V for up to 40 times with a sweep-
ing speed of 100mV/s. Afterwards the MEAs were
gently rinsed using bidest and could then be used for
further preparation like protein coating. Finally cell
culture was done as described in 2.2 and 2.3.

2.2 HEK 293-ChR2

We used the human embryonic kidney cell line
293, which was stably transfected with channel-
rhodopsin coupled to eYFP as a model system. In
short, cells were grown in DMEM supplemented with
10% (viv) fetal calf serum, 1ml 100x penicil-
lin/streptomycin, 200 pg/ml zeocin (Invitrogen) and 5
pg/ml blasticidin  (Invitrogen). The expression of
ChR2 was activated by adding Tetracyclin (Sigma)
and could be visualized by fluorescence. The HEK
293 cells were plated onto poly(L)lysine-coated
MEAs at densities of 4500-6000 cells per chip (effec-
tive chip surface: 6.2 mmz). The chips were incubated
at 37 °C and 5% CO2for 3-5 days before recordings.

2.3 Neurons

Isolation of embryonic neurons

Cortical neurons were obtained as previously de-
scribed [2]. Briefly, embryos were recovered from
pregnant CD rats at 18 days gestation. Cortices were
dissected from the embryonic brains; cells were me-
chanically dissociated by trituration in Hank‘s Bal-
anced Salt Solution (without Ca2+ and Mg2+),
0.035% sodium bicarbonate, 1 mM sodium pyruvate,
10 mM HEPES, 20 mM glucose, pH 7.4 with a fire
polished siliconized Pasteur pipet. Two volumes
HBSS 0.035% sodium bicarbonate, 1 mM pyruvate,
10 mM HEPES, 20 mM glucose, pH 7.4 were added.
For 3 min, nondispersed tissue was allowed to settle;
the supernatant was centrifuged at 200g for 2 min.

Transfection of the cells

The pellet was re-suspended in 0.1ml transfection
solution and 3-5ug of plasmid (eYFP coupled ChR2
under CMV promotor) was added. After transferring
the solution to a transfection cuvette the transfection
of the cells was achieved using the AMAXA nu-
cleofector device. Afterwards, the cell solution was
extended with 0.5ml of RPMI solution (+0.5 mM
Lglutamine, + 10% FCS v/v). Cells were plated on
our custom-made 64 electrodes MEAs /16 FET chips,
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which were previously patterned with polylysine or a
mixture of polylysine and extracellular matrix gel
(PECM). Cell density was about 12000 cells/cm?. Af-
ter one hour of adhesion, excessive exchange of me-
dium was done in order to remove dead cells and de-
bris. After 4h the medium was exchanged by Neuro-
basal Medium (+ 1xB27, 0.5 mM Lglutamine). Half
of the medium was changed every 3-4 days (Publica-
tion in preparation).

Patterning of the cells

Patterning of the substrates was done by cova-
lently binding PLL or PECM to an epoxy silane layer
[9]. Substrates were activated using oxygen plasma
and the activation was confirmed by contact angle
measurements. After activation the substrate were
brought into a preheated desiccator and about 100ul
of epoxy silane was added. Silanization was per-
formed at 5mbars of pressure for 1h. The epoxy group
of the silanes was activated by treatment of the chips
with phosphate buffer at pH 8.2. The buffer was re-
moved shortly before stamping. Aligned p-contact
printing of proteins was achieved using a fine-placer
[6] with redesigned micro stamps that can be released
while still in contact to the substrate. The stamps were
designed to fit the layout of our devices and addition-
ally providing the best basis for the neural networks.
The nodes, where the cell bodies can adhere, have a
diameter of 12 pum and the interconnecting lines have
a width of 4 um. Pitch of the nodes is, same as for the
pitch of the microelectronic structures, 200um. For
better stability during the printing process stabilizing
cross connections were designed. Diameter of the
stamp was about 2mm to fit the inner diameter of our
encapsulation which is 2.8mm in diameter. After suc-
cessful alignment, the stamp was brought into contact
with the device surface by means of a high-precision
lever and the applied pressure was measured with a
balance that was mounted to the device. Applied pres-
sure was between 5-10g which corresponds to an
overall pressure of 160-320 g/cm2.

Fig. 2. Schematic drawing of the aligned-uCP device. Printing is
basically done in three steps: alignment, stamping and releasing of
the stamp.
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3 Results

3.1 Prerequisites

Cell transfection

For the transfection of the neurons we achieved a
final yield of up to 65% transfected cells. The cells
were stably transfected for more than 21 days in cul-
ture.

Stimulation

The laser stimulation system gives us the possibil-
ity to locally interface cells expressing ChR2. We
achieved a spot diameter of about 10um which
matches the size of the cell body of a rat cortical neu-
ron. However, with rising laser power also the stray
light and thereby the total area illuminated, increased.

3.2 HEK 293-ChR2

First analysis was performed on a model system.
We used HEK 293 cells that stably expressed channel-
rhodopsin. By patching the cells in the whole cell
voltage clamp mode we were able to measure light
dependent inward currents as shown in Fig.3.

Fig. 3. Light evoked currents in a whole cell voltage clamp patched
HEK ChR2 cell.

3.3 Neurons

Cell patterning

Aligned patterning of proteins was successfully
performed with a precision of a few um. We were able
to form a precise and homogenous pattern over the
whole chip surface for either physisorbed or cova-
lently coupled proteins. Adaption of cell culture con-
ditions lead to a high amount of single, yet intercon-
nected, cells on electrodes.
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Fig. 4. Expression of ChR2 in a patterned cortical culture after 17
DIV. Picture is a merged image of a fluorescence (eYFP -coupled to
ChR2) and a DIC picture. Scale bar corresponds to 100um.

Stimulation of neurons

Using our stimulation set up we were able to de-
polarize transfected cells. Upon adjustment of ex-
tracellular medium we were also able to depolarize the
cells above threshold potential and evoke single action
potentials in cortical rat neurons.

4 Discussion

In this work we show that interfacing single cells
is possible by using genetically engineered ChR2 ex-
pressing neurons. We introduced a stimulation setup
that is useable with any kind of chip as it works with
the microscope optics and is compatible with upright
microscopes. Properties of the setup were determined
using a model system, namely ChR2 expressing HEK
cells. We could clearly show light induced inward cur-
rents and a dependency of the current to the laser
power due to further channels opening. Saturation was
not reached at lower intensities what might be ex-
plained by increased stray light effects that activate a
bigger area of the cell. After first properties of light
stimulation were determined, the setup is to be used
with defined neural networks that are positioned using
aligned p-contact printing of adhesion proteins. These
proteins can either be physisorbed to the surface or
covalently coupled to an epoxy silane layer. The silane
layer can be coupled to the surface of our chips prior
to stamping. The covalently coupled layer proved to
support the cells for a longer time as no stripping of
the layer was observed. A high yield of single yet in-
terconnected cells could be achieved after adaption of
cell number and culture conditions. This gives access
to really studying single cells and networks consisting
of single but interconnected cells. Furthermore we
showed that high transfection efficiencies are possible
using the nucleofector even there is a big loss of cells

during electropermeabilisation. Combining the two
techniques one can study single cells as well as cellu-
lar networks even there is no electrode in close prox-
imity to the cell that shall be stimulated. Possible ap-
plications are the analysis of long term potentiation in
dissociated cultures as well as coincidence detection.
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